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Abstract. Automatic kidney tumor segmentation from CT scans is an
essential step for computer-aided diagnosis of cancer. In this paper, we
present an improved H-DenseUNet for kidney and tumor segmentation.
Specifically, we first train the DenseUNet and then fine tune the network
with the 3D counterpart. To further increase the performance, we employ
both cross-entropy and dice loss. We evaluate our method on the 2019
MICCAI kidney and tumor segmentation challenge. We split the training
dataset of the challenge to 200 training set and 10 validation set. On the
validation set, our method achieves 97.0% (Dice) for kidney segmentation
and 67.2% (Dice) for tumor segmentation. This model is submitted to
the challenge for final performance evaluation on the test dataset.

1 Introduction

Kidney cancer is among the 10 most common cancers in both men and women.
In 2019, an estimated 73,820 adults (44,120 men and 29,700 women) in the
United States will be diagnosed with kidney cancer [5]. According to the clinical
observation, the locations of different kidney tumors in medical images, i.e., CT
or MR, are very difficult to predict, since kidney tumor has various size, shape,
location and numbers within one patient. Furthermore, some lesions do not have
clear boundaries and are extremely small. Due to the wide variety in kidney and
kidney tumor morphology, there is currently great interest in how tumor mor-
phology relates to surgical outcomes. Automatic semantic segmentation could
help in this process, and thus is highly demanded in the clinical practice.

Recently, MICCAI 2019 kidney cancer segmentation challenge [1, 3] is pro-
posed to accelerate the development of reliable kidney and kidney tumor se-
mantic segmentation methodologies. In this dataset, 300 unique kidney cancer
CT scans are collected. 210 of these have been released for model training and
validation, and the remaining 90 will be held out for objective model evaluation.
The ground truth semantic segmentations masks for the training dataset are
provided.

To develop an automatic kidney and cancer segmentation method, we partic-
ipate this challenge. In this following, we describe our method in this challenge.

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by University of Minnesota Digital Conservancy

https://core.ac.uk/display/231904965?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


2 Preprocessing

In the preprocessing, we truncated the image intensity values of all scans to the
range of [-200, 250] HU to remove the irrelevant details. We did not employ any
other preprocessing strategies.

3 Architecture

We employed H-DenseUNet [4] in this challenge, which consists of a 2D Dense-
UNet and a 3D counterpart. In this first stage, we train a 2D DenseUNet [4] for
kidney and tumor segmentation simultaneously. The modification to the origi-
nal framework is that we replace the SGD optimizer to Adam [2], with initial
learning rate 0.001. The learning rate is decayed every 100 epochs. In this sec-
ond stage, we fine tune the tumor segmentation result with the 3D DenseUNet.
The hybrid network is initialized with the model from the first stage. The opti-
mizer is changed to Adam [2] and learning rate is 0.0003. The loss function is
the weighted cross-entropy loss, and the class weight keeps the same with [4].
When model converges, we test our segmentation result for kidney and tumor,
respectively.

4 Inference and Post-processing

The whole framework is implemented with Keras. For data augmentation, we
adopted random mirror, random rotation with 90 degree and random scaling
between 0.8 and 1.2 for all training data to alleviate the overfitting problem.

To train the 2D DenseUNet, the input images are sliced into three adjacent
slices, and the input size is randomly cropped patches (224 × 224). The training
of 2D DenseUNet model used 4 NVIDIA Titan Xp GPUs with 12 GB memory,
with batch size 32. We first train with cross-entropy loss, and then fine tune
with the averaged of the cross-entropy loss and dice loss. The kidney segmenta-
tion result is generated by the 2D DenseUNet and tumor segmentation result is
generated by the H-DenseUNet.

To test 2D DenseUNet, we test the volume in a slice-by-slice manner. We
first resize the input three adjacent slices to 512 × 512 × 3 and then fed into
the network for testing. To test H-DenseUNet, we inference the volume with the
input size 512 × 512 × 8. The final result is the concatenation of the prediction.
We use the thresholding to get the kidney and tumor segmentation result, with
0.5 for kidney and 0.9 for tumor. During the post-processing, we select the largest
two connected region as the kidney. We also remove the tumor prediction outside
the kidney and finally we fill the holes in the final prediction. The total processing
time of one subject depends on the number of slices, ranging from 30 seconds to
200 seconds.



Table 1. Dataset split in our experiments.

Dataset Split Training Set Validation Set

ID 0 - 199 200 - 209

Ground truth

Segmentation result

Ground truth Ground truth

Segmentation resultSegmentation result

Fig. 1. Examples of segmentation results of our method on the validation set. Red
contour denotes the kidney and green contour denotes tumor.

5 Results

We employ the MICCAI 2019 kidney and tumor segmentation challenge dataset [1,
3]. The released training data consists of 210 CT scans with labels. In our exper-
iments, 10 data with ID 200-209 are used for validation and the left 200 data are
used for training, as shown in Table 1. The averaged Dice are employed to mea-
sure both kidney and tumor segmentation results. Our model achieves 97.0% on
kidney 67.2% for tumor on the validation set. We visualize our result in Fig. 1.
Our model is submitted to the MICCAI 2019 kidney and tumor segmentation
for final evaluation on the test dataset.

6 Conclusion

In this work, we employed the H-DenseUNet [4] for the kidney and tumor seg-
mentation. Our preliminary results on the validation set is 97.0% for kidney and
67.2% for tumor. Our model is submitted to the MICCAI 2019 kidney and tumor
segmentation for final evaluation on the test dataset.
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