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ABSTRACT

The increased availability of inexpensive computer mapping programs in
recent years has lead to a great increase in the number of map authors and the
number of maps being produced, but does not however appear to have lead to
more widespread knowledge of cartographic design theory. The large number of
poorly designed maps created by users of these computer systems indicates that
there is a lack of knowledge of how to design maps. These poorly designed maps
are not the fault of the computer programs, since most programs do have the
capability of producing well designed maps when used by someone knowledgeable
in map design. Rather, the problem lies with map authors who are not skilled in
cartographic design and who would probably never produce a map by conventional
means, but would contract a cartographer to produce it. What is required are
programs to be used by naive map authors that are better able to produce
reasonably well designed maps, or at least maps which do not break the most
fundamental rules of map design. The area of computer science devoted to
producing programs that include knowledge of how an expert solves a problem is
that of Expert Systems. An Expert System is essentially a program which includes a
codified form of the rules that an expert uses to solve a problem. Thus a carto-
graphic design expert system would include the rules a cartographer uses when
designing a map.

This study examines the fields of artificial intelligence and expert system to
assess how they may best be applied to the map design problem. A comprehensive
review of the application of expert systems in design, mapping generally and map
design in particular is also provided. In order to develop an expert system, the
problem or ‘domain' must be defined in a relatively formal manner. A structure for
describing geographic information and cartographic representation is developed and
a model of the cartographic design process for application in expert systems is also
described. Based on the models developed, a functional specification for a
cartographic design expert system for small scale maps is produced, with the rules
required for each stage in the design process being set out. The development of an
expert system, written in Prolog, incorporating these rules is then described in some
detail. Details of how the Prolog language can be applied to a specific problem,
colouring the political map, are also given.

It has been found that as long as realistic goals are set and that the system
is limited either in scale or range of topics, it is possible to develop an operational
cartographic design expert system. However, it must be recognised that a
considerable amount of further development will be needed to bring such a system
to market with the support structures and robustness that this entails.
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INTRODUCTION

In the last twenty years or so a great number of programs have been
created to produce maps using a computer.! Most of the commonly available
programs are for producing small scale statistical maps, but more recently there
has been a significantly increased interest in using Geographic Information
Systems for producing a wider variety of maps at a broader range of scales.? The
continual decrease in hardware prices, particularly in association with the increased
power of micro-computers now available, has brought the possibility of computer
mapping to a much wider range of users.

The increase in the availability of computer mapping facilities has lead to a
great increase in the number map of authors and the number of maps being
produced, but does not however appear to have lead to more widespread
knowledge of cartographic design theory. The large number of poorly designed
maps created by map authors® using computer systems to produce their own maps
indicates that there is a lack of knowledge of how to design maps. These poorly
designed maps are not the fault of the computer programs, since most programs
do have the capability of producing well designed maps when used by someone
knowledgeable in map design. Rather, the problem lies with authors who are not

' Numerous terms have been used to describe maps produced with the aid of
computers: computer cartography, computer mapping, computer assisted
cartography, digital mapping, automation, etc. In the current study we are
examining the design and production of maps for display on computer monitors
(VDUs) or output on small-format plotters and printer/plotters. The term Computer
Aided Cartography (cf. Computer Aided Design) will be used to refer to computers
being used for the design and display of maps, whereas Computer Mapping will be
used to refer to the broader use of computers in map making.

2 A Geographic Information System (GIS) should include a database capable of
holding geographic information, tools for analysing this data and the capability of
mapping the results. Computer Aided Cartography could usefully be applied to the
third part of such a system.

® The Map Author is one who conceives the map and often prepares the special
topic data. He may then proceed to carry out the design and production, or pass
this on to the Cartographer. The System User is the user of a Computer Mapping
system. He may be the Map Author and/or the Cartographer. The Map User may
be different from the Map Author and System User. The knowledge and experience
of the intended Map User(s) will influence the map's design and production.



skilled in cartographic design and who would probably never produce a map by
conventional means, but would contract a cartographer to produce it.

It is unlikely that the general level of cartographic education of most
computer map authors will be greatly increased, therefore cartographers must
strive to make the programs used by naive map authors better able to produce
reasonably well designed maps, or at least maps which do not break the most
fundamental rules of map design.

The area of computer science devoted to producing programs that include
knowledge of how an expert solves a problem is that of Expert Systems. An Expert
System is essentially a program which includes a codified form of the rules that an
expert uses to solve a problem. Thus a cartographic design expert system would
include the rules a cartographer uses when designing a map.

A long term goal would be to have a cartographic design expert system that
could design any map at any scale, but current literature on expert systems
suggests that at this time practical expert systems should be limited to narrow
domains, i.e. the problem area must be defined within quite narrow margins.
Several cartographic expert systems are currently under development. These have
tended to concentrate on elements of the map or map design, e.g. name place-
ment, line generalisation, solution of spatial conflicts, etc., and while these
problems will all have to be solved in any realistic production system, there is a
pressing need for the application of expert system techniques to more general
design issues such as data selection, choosing an appropriate method of
portraying a data set in map context, and generally trying to prevent the author
from making poor design decisions when making the map.

Despite the huge amount of investment that has been made in Geographic
Information Systems and Computer Mapping systems in recent years Buttenfield &
Mackaness note that:

... the role of cartography in these systems has largely been ignored.
Instead, the graphics packages and pen plotters have 'replaced'
cartographers and their scribing tools. Failure to accommodate sound
principles of design into graphical defaults has resulted in the
production of some appalling maps, examples of which abound in the
literature.

(1991, 439)



It would seem, therefore, that a system that only went as for as having
sensible defaults for mapping would be a significant step forward. But it is not
sufficient to simply enter a series of standard unvarying defaults into a system. To
be useful, the defaults must change with the given circumstances. For example,
many systems use a default of five classes for choropleth maps. When this is
accepted, a map is produced with five sensible shadings (although not by all
systems). If the number of classes is reduced to three, the first three shadings are
used. This is less than optimal, but not too significant a problem. The situation is
much worse when the number of classes is increased. If six classes are requested
the resulting map uses the five standard symbols for the first five classes, but
leaves the sixth class blank or assigns it something unsuitable. Clearly this is not
satisfactory. Thus there is an urgent need to apply expert systems techniques to
providing sensible and variable defaults to allow non cartographers to produce
sensible maps.

Extending the use of expert systems techniques in mapping systems further
than providing sensible defaults should allow the map author to concentrate on his
primary objective, the making of a map to show some particular information. He
should be relieved of the cartographic problems which are of no direct concern or
interest to him. The work reported on here illustrates how such a system could be
developed. The general area considered here is the production of small scale
maps as might be found in regional or educational atlases, or used to give national
or regional overviews of a variety of topics. The maps are relatively small scale, but
cover a wide range of subjects and representation methods.

First, Chapter One gives an overview of artificial intelligence research with
the emphasis being given to expert systems. Chapter Two further explores the
nature of expert systems, the fields in which they have been applied and their
intended uses. This chapter also briefly discusses the man-machine interface, an
important aspect of any interactive computer system.

A comprehensive review of the application of expert systems in design,
mapping generally and map design in particular is provided in Chapter Three. The
specific problem tackled by the system under development is defined in Chapter
Four along with the sources of knowledge and the intended users and uses of the
system.



In order to develop an expert system, the problem or 'domain' must be
defined in a relatively formal manner. Chapter Five provides this background,
developing a structure for describing geographic information and cartographic
representation. A model of the cartographic design process for application in expert
systems is also described. Following on from the descriptive information in Chapter
Five, Chapter Six presents a functional specification of the system to be developed
with the rules required for each stage in the design process being set out.

Chapter Seven is concerned with the background to the development of the
actual system. The hardware and software environments are described and an
introduction to the Prolog language is given. Chapter Eight describes the actual
system in some detail, converting the rules presented in Chapter Six into a specific
implementation, and concludes with an example run through the system,
culminating with a map produced by it. Following on from this, further details of how
Prolog can be applied to a specific problem, colouring the political map, are
presented in Chapter Nine.

Finally, Chapter Ten summarises the findings of the study, discusses the
problems that have been encountered and the limitations of the system as
developed. Possible future developments are also discussed.



CHAPTER ONE

An Introduction to Artificial
Intelligence and Expert Systems.

Artificial intelligence is simply the transfer of intelligence to machines.
Expert systems deal with a small area of expertise that can be
converted from human to artificial intelligence.'

ARTIFICIAL INTELLIGENCE

Artificial Intelligence is a branch of computer science involved in studying
mental faculties and reproducing them through the use of computational models.
The use of the word 'intelligence' may in fact be misleading as the term tends to be
used for mental feats of unusual creativity or cleverness, whereas most problems
in Artificial Intelligence (Al) arise in attempting to recreate the mental capability of
‘ordinary people'. Al is concerned with the general behaviour that goes along with
intelligence; it is not limited to one particular method of producing ‘intelligence’, and
the methods used may not be the same as people use (Charniak & McDermott,
1985; 7).

The ultimate goal of Al “ ... is to produce human-like intelligence in a
non-human machine" (James, 1984; 122). Whether or not this is achievable does
not reduce the importance of developing programs that take us towards that goal.
The divisions of Al research can be seen as the elements to be solved in producing
such a machine. While there is no universal agreement on the subdivisions of Al,
the major groupings are Expert Systems, Natural Language Processing, Pattern
Recognition and Robotics. Other common sub-headings are Computer Vision and
Machine Learning, although the former of these is frequently encompassed by
Pattern Recognition and the latter is really an essential component of any system
which claims to have artificial intelligence.

Of these divisions only Robotics is not of concern to this study. While one
can imagine at some time in the future the possibility of a robot replacing a
cartographer at a drafting table, this does not currently merit serious consideration.
Of the other divisions, Expert Systems represents the ‘brain' of a system and is the
major focus of attention here. Natural Language Processing is an important aspect
of communicating with the user of a computer program and ultimately should be
incorporated in any system calling itself 'intelligent.' Pattern Recognition, which is

! Levine, R.l., Drang, D.E., Edelson, B. A Comprehensive Guide to Al and Expert
Systems. New York: McGraw-Hill Book Company, 1986, pp.1.



important in many areas of the mapping sciences - especially remote sensing -
does have some application to cartographic design.

While the general aim of Al research has not changed over its thirty year
history, that is to produce programs that can in some way 'think’, there has been a
shift in emphasis from trying to find general methods for solving a broad range of
problems to that of solving very specific problems with very highly specialised
programs such as are illustrated by Figure 1.1. This chapter will examine some of
the basics of Artificial Intelligence and its subdivisions: Current concepts of Expert
Systems will be considered in detail, specifically, what they are, what they can do,
and how they differ from conventional programs.

high
Use extensive, high-quality
specific knowledge about some
narrow problem area to
create very specialized
vd programs.
w
<
o
o Find general methods
= to improve representation
é and search and use them
to create specialized

Q programs.
)
(14
o.

Find general methods

for problem-soving
and use them to create
general-purpose programs.
low
1960 1970 1980
After Waterman 1986
Figure 1.1

The shifting focus of Al research

Intelligence
The idea of intelligence is not concerned solely with what can be done, but
also how it is done (i.e. the style or manner). For example:



1. When confronted with messy, ill-defined problems and situations,
and incomplete or uncertain information; an intelligent system should
degrade gracefully as the degree of difficulty/ complexity/noise/incompl-
eteness etc. increases, rather than merely ‘crashing', or rejecting the
problem. Degrading gracefully may involve being slower, less reliable,
less general, less accurate, or producing less precise or complete
descriptions etc.

2. Using insight and understanding rather than brute force or blind and
mechanical execution of rules, to solve problems, achieve goals, etc.

3. Plans should not be created simply by applying pre-defined rules for
combining primitive actions to achieve some goal, but should rely on
the ability to use inference to answer hypothetical questions about
'‘what would happen if ..". This should also play a role in the ability to
make predictions, or test generalisations.

4. Conflicting goals should not be dealt with simply by means of a
pre-assigned set of priority measures, but for example by analyzing the
reasons for the conflict and making inferences about the consequences
of alternative choices or compromises.

(Sloman, 1984; 3)

There is a very thin division between programs that are clever and those
that show artificial intelligence. Indeed, "... it is possible that there is no such thing
as an intelligent program - just clever programs that become increasingly clever”
(James, 1984; 116). It has been shown that by applying some simple rules one can
give an impression of intelligence that would convince an innocent onlooker.

This willingness [of people] to believe in the intelligence of computers
has two important aspects. Firstly, ... it means that we can achieve
some useful results without too much effort by borrowing some of the
user's intelligence. Secondly, it cautions us that we must ourselves
beware of becoming believers too easily.

(James, 1984, 116)

Problem Solving

All branches of Al rely upon problem solving, to which there are two
elements: Representation and Search. All of the approaches to problem solving
require some sort of search for a solution. Conducting these searches as efficiently
as possible is one of the aims of Al. However, before a search process can begin,
the problem must be 'set up’, or, in other words, a representation of the problem
must be formulated.

Usually one applauds a human problem solver not for conducting a fast
and orderly search through all solution possibilities, but for looking at
the problem in such a clever way that the solution seems elegantly
simple.

(Nilsson, 1971, 8)



There will often be alternative representations for the same problem, but
unfortunately Al research is still directed at producing a generalised automatic
method for the skilful formulation of problem representation.

Representation. The 'language' produced or operated upon during problem
solving is known as the Internal Representation (Charniak and McDermott, 1985).
This representation is, to some extent at least, an abstraction. The same
representation may be embodied in a variety of different data structures, to make
different operations efficient. It is normally assumed that it is easy to translate from
one internal representation to another, and certainly easier than translation to and
from external representations (i.e. questions and answers in English).

The internal representation is used by an Al program in the following
way:

-When a program gets a statement, it translates it into an internal
representation and stores it away.

-When it gets a question, it translates it into an internal representation
as well.

-It uses the internal representation of the question to fetch statements
from its memory.

-It translates the answer back into English.
(Charniak & McDermott, 1985; 11)

While this may seem more complex than simply storing the English, it is in fact
more how people do things, in that we tend to remember the 'gist' of what we are
told, long after we have forgotten the exact words. Specific knowledge
representation methods for expert systems are discussed in Chapter 2.

Search. Al programs work by searching the internal representation of knowledge
for a solution, often referred to as a goal or 'the goal state'. In human intelligence
we can see the parallel to this as being a specific response to solve a particular
problem. Our reactions to certain situations may appear to be automatic, but are
the result of all our thought processes being directed to achieve a certain 'goal'
(Levine et al., 1986; 4). We don't do things because we think, we think because we
have things to do. This must always be considered when designing Al systems.

Typically the internal representation of a problem can be expressed as a
tree structure or graph. This graph represents a structured series of nodes, each
with an associated state descriptor. A solution is obtained by applying operators to
these state descriptions until the 'goal state' is obtained (Nilsson, 1971). In the
graph theory search process we have a start node which is associated with the
initial state description. The successors of a node are ‘calculated' using the



operators that are applicable to the state description associated with the node,

i.e. what process can be applied to the current situation to move towards the goal.
For example, if our goal is to choose the most appropriate map projection we may
first determine the purpose of the map. This will allow the appropriate special
property (conformality, equivalence, etc.) to be selected.

The successor nodes of the current node are checked to see if they are the
goal node (i.e. the associated state descriptor is the goal state or the solution
required). If a goal node is not yet found the successor nodes are expanded to the
next level and the process repeated until a goal is found. In our map projection
example, this may involve determining the latitude of the area of interest in order to
choose between cylindrical, conic or azimuthal projection. Once the goal node is
found the most direct route through the graph from the initial state to the solution
state is the solution path. The associated state descriptions of each node along this
path are then assembled into a solution sequence.

These steps merely describe the major elements of the search process. A
complete specification of a search process must also describe the order in which
the nodes are to be expanded. If the nodes are expanded in the order in which
they themselves were expanded, we have a breadth first search, i.e. each node at
a particular level of the hierarchy is tested before proceeding to expand the next
level of the hierarchy. Alternatively, if the most recently expanded node is
expanded first, we have a depth first search, i.e. we search all levels of the
hierarchy on one limb before proceeding to other limbs. Having explored one limb
without success the process of 'backtracking' is used to return to a node which has
remaining unexplored limbs, thus the system must use pointers to facilitate this
process (Figure 1.2).

Breadth-first and depth-first methods can be called blind search
procedures since the order in which nodes are expanded is unaffected
by the location of the goal.

(Nilsson, 1971; 43)

The blind search methods are exhaustive measures for finding the goal
node (solution), but often they are not feasible because the search will expand too
many nodes before a path is found. Since there is always some limit on the amount
of time and storage available to expend on search, some more efficient methods of
search are required. Also these 'brute force' methods do not allow the use of
additional knowledge about the solution to influence the search and clearly are not
exhibiting 'intelligence'. If however some information about the global nature of the
problem (graph) and the general direction of the goal is available then this may be
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used to 'pull' the search towards the goal by causing the most promising nodes to
be expanded first. It is this use of knowledge that differentiates Al programs from
conventional programs. In other words, the key to intelligence is to do as little work
as possible. As Forsyth and Naylor (1985; 138) state " ... one method of search is
said to be more 'intelligent' than another if the former examines fewer potential
solutions than the latter, but still succeeds."

Depth-first Search 1 Start
2 11
3 6 8 12 15
/\ /\ /\ Concluslons
4 5 7 9 10 13 14 16 | (goals)
Breadth-first Search 1 Start
2 3
4 5 6 7 8
Conclusions
9 10 1 12 13 14 15 16 | (goals)
Figure 1.2

Order of opening nodes in depth-first and breadth-first search.

The resultant search strategy is known as a 'best first' search. Here the
additional knowledge about the task is used to evaluate each of the open nodes
and modify the choice of which successor node to select for further examination. In
this way the depth first search expands next the successor thought to be best, or
which is most likely to move the search towards the goal state (i.e. provide a
solution). Typically, this technique uses 'rules of thumb' or 'heuristics' to evaluate
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the alternatives. Heuristics are discussed in more detail below in relation to expert
systems.

Even if heuristics and their associated evaluation procedures cannot
determine the most promising route to a solution, they should at least allow
'‘pruning ' of the possibilities, that is, those nodes which obviously will not lead to a
solution can be 'pruned' so that attention may be focused on those routes which
may provide a solution. This does present one drawback: it is possible that a
solution might exist but heuristic search may fail to find it, although this is unlikely.

Again to take the map projection example, if the projection is required to
show Malaysia the system may suggest a conic projection based upon simple rules
of choice, whereas in fact an oblique cylindrical projection may be a better choice.

Another approach to problem solving in Al is that of 'problem reduction'. The
basis of this method is to "... reason backward from the problem to be solved,
establishing subproblems and sub-subproblems until finally, the original problem is
reduced to a set of trivial problems" (Nilsson, 1971; 80). This approach uses
'‘problem reduction operators' to transfer the 'problem description' into subproblem
descriptions. This is similar to the approach taken in conventional programming
where a task is broken down into subprograms and subroutines, each performing
some small part of the overall task. However, as Nilsson states:

For any given problem description there may be many reduction
operators that are applicable. Each of these produces an alternative set
of subproblems. Some subproblems may not be solvable, however, so
we may have to try several operators in order to produce a set [of
subproblems] whose members are all solvable. Thus the problem of
search appears again.

(1971, 80)

Knowledge representation and search procedures are basic to all aspects
of Al programming. Only the fundamentals have been discussed here. Obviously
there are other representations and search procedures. More detail of these and
how they may be applied in practice will be discussed later, particularly in relation
to expert systems.

EXPERT SYSTEMS

What are expert systems?

Cynics often seem to view an expert system (ES) as a program consisting
of IF THEN ELSE statements and having no other special property, an ES simply
being a program with a very large number of such statements compared to
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conventional programs. Put simply however, an expert system is a computer
program which, by using facts and rules about a domain (problem), simulates the
decision making process normally carried out by a human expert. They differ from
conventional 'algorithmic' programs in both structure and operation.

There are in fact a number of different definitions of expert systems, and
what separates them from conventional programs. For example Gero defines
expert systems as:

. . . intelligent computer programs which use symbolic inference
procedures to deal with problems that are difficult enough to require
significant human expertise for their solution.

(1985; 396)

The British Computer Society's Committee of the Specialist Group on
Expert Systems has adopted the following definition of an expert system which
emphasises their programming, but allows for a wide range of applications:

The embodiment within a computer of a knowledge-based component
from an expert skill in such a form that the machine can offer intelligent
advice or take an intelligent decision about a processing function. A
desirable additional characteristic, which many would regard as
fundamental, is the capability of the system on demand to justify its own
line of reasoning in a manner directly intelligible to the enquirer. The
style adopted to attain these characteristics is rule-based programming.

(Simons, 1985; 126)

It may seem that any computer program that solves a problem may be
termed an expert system, but there are numerous points which distinguish an
expert system from a conventional program, for example

1. There is continuous interaction with the user, who conducts a
dialogue with the system, and leaves with an answer or conclusion.

2. The system weighs up the likelihood's, explores alternatives and
follows a course of reasoning which depends on the user's replies.
Whole areas of investigation may be initiated or discarded as a
consequence.

3. Uncertain or incomplete evidence is accepted and used.

4. The system elaborates [on] and explains why questions are asked,
and describes how conclusions are reached.

5. Only significant questions are asked, and questions related to a
particular topic are grouped together.

(ICL, 1984; 1)

Put simply, in a conventional program the user follows a rigorously defined
series of steps to meet the requirements of the program exactly. In an expert
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system, the interaction is flexible and should emphasise the requirements of the
user.

The most comprehensive definition of expert systems is probably found in
Hayes-Roth et al. (1983), but according to Merry and Hammond in their report on
the first Alvey Directorate workshop on expert systems, the term 'expert system'
has in fact proved most difficult to define, and " ... most short pithy definitions
usually exclude computer programs which one would consider to be expert
systems, and include those that one would not" (Merry and Hammond, 1984; 1). In
any event, a true expert system should rival the performance of human experts.

The term expert system has become much used and abused in recent
years and is probably best now used as a general term covering a small number of
specialist program types able to use facts and rules about a subject, infer things
from them, and solve a problem or draw some conclusion. It also implies a
particular type of structure within the program. In order of sophistication the
sub-types of expert systems are perhaps best referred to as Rule Based systems,
Knowledge Based systems (KBS) and Intelligent Knowledge Based systems
(IKBS).

Rule Based systems, sometimes referred to as production systems, are the type
of system most frequently described in the popular computer press of the 1980s as
Expert Systems. Most are of the classification or diagnostic type (see below).
These systems typically have a series of IF THEN ELSE type rules coded into the
program and ask the user to provide some facts in answer to questions from the
system. Typical of these are systems which will identify plants or animals in
response to information about their characteristics, or fault diagnosis for, say, why
a car won't start. These tend to be unsophisticated systems and cannot really be
considered to be 'intelligent’, although some do have the capacity to increase their
knowledge by example. Despite their limitations they are an important phase in the
developing field of expert systems.

Knowledge Based systems may be considered to be the next stage of
development. In addition to storing rules and facts they may be able to use a
variety of structures for coding and interpreting knowledge. Almost invariably the
'knowledge' will be separated from the actual program, they will have the capability
of learning from experience, and will apply heuristics or 'fuzzy logic' to problem
solving.

Most true experts systems currently fall into this category.
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Intelligent Knowledge Based systems (IKBS) is a term sometimes reserved to
describe the nebulous future systems we are working towards (Merry & Hammond,
1984; 1), however they have been defined as:

... semi-intelligent systems for carrying out a single complex task. This
implies working with large, incomplete, uncertain and rapidly changing
knowledge store, use of inferential procedures for applying this
knowledge in reacting to variegated and unreliable inputs, and the use
of sophisticated and flexible control mechanisms.

(Sloman, 1984, 19)

Sloman lists (and discusses) twelve requirements for a system to be
considered intelligent. These are: Rich stores of domain specific knowledge;
Powerful and varied descriptive resources; General and specific inference
procedures; Self monitoring; Meta-principles; Strategies for controlling search;
Matching and describing; Communication between sub-systems; Very large very
fast memory stores; Rapid re-organisation of part of memory; Fine-grain and
coarse-grain parallelism; and Interrupt mechanisms. Some of these requirements
are currently incorporated in expert systems, but without access to very special
hardware and software it is unlikely that all these requirements can be met. This is
reflected by the fact that most current ES are cause/effect driven versus the true
inferential systems of the future.

Due to the various definitions of the types of systems discussed above and
conflicts as to the hierarchy of systems, in this study the term 'expert system' (ES)
will be used as the broad term covering the field implying a system that uses some
form of facts and rules to make decisions. Terms such as 'rule-based system’,
'IKBS', etc. will be used in the narrower sense described above. For example,
'knowledge based system' will be used to refer to systems where the knowledge
base is separated from the inference mechanism, but where the inference
mechanism does not have the broad range of ‘intelligence' required of a true IKBS.

Inference/learning systems stand somewhat separately from the hierarchy of
expert systems discussed above. Most existing expert systems are based upon
knowledge obtained from a human expert. The 'knowledge engineer' works with
the expert to obtain domain specific knowledge and organises it for use by the
program. The expert is called upon to perform a difficult task, with which he is also
unfamiliar.

He must set out the sources and methodologies of his own expertise,

and do so in such a way that it makes sense to a non-expert [the

knowledge engineer] and can even be represented in a precise

machine readable form!
(Quinlan, 1982; 193)
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This frequently is a difficult task and often creates a bottleneck in the development
of expert systems.

It is possible that machine inductance can replace the traditional knowledge
engineer to some extent. As explained by Berry & Broadbent:
In this technique large sets of examples from the task domain are fed
into the system as raw data and the system applies an inductive

algorithm to discover the simplest set of rules which will generate those
examples.

(1986; 229)

In other words, 'inductive inference', or learning by example, is a process of going
from the particular to the general.

A problem with this approach is that it requires a large database of
documented examples, which is not available or possible for many areas of human
expertise. Also, " ... the rules induced from examples are often extremely complex
and difficult to understand” (Berry & Broadbent, 1986; 229). It may be more
appropriate for the expert to guide an inductive inference system in its search for
regularities rather than trying to specify the knowledge directly (Quinlan, 1982,
193).

Although one can conceive of independent learning machines, the concept
is also seen as being a basic component of all expert systems, in that a system
should be able to learn from its experience, and hence be able to solve problems
better or faster on future occasions. For this learning to take place there must be
some feedback into the system to let it know how it should modify its behaviour
(Forsyth & Naylor, 1985: Levine et al., 1986)

The Role of Expert Systems.
An obvious question to ask is why there is a need for expert systems, rather
than rely on human expertise. According to Basden, the benefits lie in:

greater reliability (will not forget factors).

increases consistency (same importance given to factors).
increases accessibility.

the ability to arrive at a faster solution or try a greater number of
alternatives in the time available.

the easier duplication of expertise (less training).

(1984; 61)

In the case of design, increased consistency also implies repeatability,
something not always achieved in manual processes. It should also be easier to
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document and afford artificial expertise, and it is more permanent (Waterman 1986;
12).

Expert systems are especially appropriate where there is no efficient
algorithmic solution. "Such cases are called ill-structured problems ... " (Glarranto &
Riley, 1989; 20).

There are of course disadvantages to expert systems, hence there is good
reason not to eliminate human experts, but to supplement them. Human experts
are creative and adaptive and although expert systems can gain through
experience, they are not as flexible as humans. Expert systems rely upon symbolic
representations of objects and relationships and cannot make use of the wide
range of complex sensory inputs available to humans.

... human experts and nonexperts alike have what we might call
‘commonsense knowledge'. ... Because of the enormous quantity [and
range] of commonsense knowledge, there is no easy way to build it into
an intelligent program, particularly a specialist like an expert system.

(Waterman, 1986; 15)

A further limitation of many expert systems is their lack of causal
knowledge. "That is, the expert systems do not really have an understanding of the
underlying causes and effects in a system" (Giarranto & Riley, 1989; 8). They tend
to rely upon shallow knowledge such as heuristics rather than deep knowledge,
and as Giarranto and Riley point out:

Human experts also know the extent of their knowledge and qualify
their advice as the problem reaches their limits of ignorance. A human
expert also knows when to break the rules.

(1989; 7)

Computer systems cannot attach meanings to the data they use. Facts
imply that something exists or is true, and these facts can be related by rules, but
these are symbolic representations of (part of) the real world, rather than the fuller
knowledge and understanding of the world an expert possesses.

Expert system structure

Although some of the superficial differences between expert systems and
conventional programs have been discussed, it is perhaps in the underlying,
internal structure that the differences are most apparent.

The simplest model of an expert system consists of three main parts (Figure
1.3). These are the knowledge base, the inference mechanism or inference engine,
and the user interface. The term user interface is self explanatory, referring to the
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part of the system that communicates with the user. This will be considered in a
later chapter. It is the structural difference whereby the knowledge relating to the
problem to be solved is separated from the inference mechanism that differentiates
expert systems from conventional programs. Clearly an expert system for
producing maps must also access a database of relevant data. The necessary
extension to the basic model are discussed in Chapter 2 and a model specifically
for a cartographic design system is given in Chapter 7.

t

User
Interface

Inference - Knowledge
Engine -« base

|

Figure 1.3
Basic components of an expert system.

Expert systems work by relating the contents of the knowledge base to the
information supplied by the user's answers to questions formulated by the system.
The system infers the most appropriate action in any particular situation, either
giving its solution, or asking further questions.

The Knowledge Base. The skill, experience and judgement of one or more human
experts is captured in the form of a knowledge base. This can be viewed as a
model of the experts' reasoning leading to one or more conclusions. The term
knowledge is used by Al scientists to refer to the information a program needs
before it can behave intelligently (Waterman, 1986; 16). This information generally
takes the form of facts and rules about a particular topic or domain.

Facts are the simplest type of information in the knowledge base. Generally
they take the form of some object having a property, e.g. " contours are brown."

Rules are methods or techniques for using (or linking) the facts (Bratko,
1982; 177). They typically take the form IF <condition> THEN <conclusion>. The
‘condition' stands for a list of elementary conditions characterising a situation or
object to which a rule is applied. The 'conclusion' represents the specific advice or
action which this rule indicates when the condition is satisfied (Michalski, et al.,
1985; 257). For example, IF two people are brothers THEN they have the same
father. Thus, if we have a fact stating that two boys are brothers we can use this
rule to infer that they have the same father. The conclusion part of a rule in the
knowledge base may be the assignment of the status 'true' to some condition
which is in the 'condition' part of another rule. Consequently, the satisfaction of one
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rule may lead to the satisfaction of another rule, etc., and in this fashion the system
can perform a chain of inferences.

The Inference Engine. This is the component of the system which controls the
order in which the knowledge base is used, generates new facts from existing rules
and known facts (Guilfoyle, 1987; 9), and is generally seen as the central module
in an expert system. In Rule Based systems it is sometimes called a rule
interpreter. It is in effect the component that provides the system with its thinking
power (Simons, 1984; 138). To explain further:

The inference engine generates answers to queries to the system by
either simply retrieving facts from the knowledge base, or, in the case
that the answer to the question is not explicitly stored as a fact in the
knowledge base, inferring new facts, which constitute the answer to the
query, from the facts [and rules] explicitly stored in the knowledge base.

(Bratko, 1982; 177)

Various mechanisms can be used by the inference engine to solve a
problem, but it is the use of inference that distinguishes it from the algorithmic
approach of conventional programs.

The inference engine can be of a general nature, capable of working with
knowledge bases from a variety of domains (commonly known as a shell) or can be
optimised to perform in a particular domain. Most early expert systems were of the
latter type, but in some cases, such as MYCIN, a system for diagnosing and
treating bacterial infections, the inference engine was later adapted to solve more
general problems, this being referred to as EMYCIN (Empty MYCIN).

Explanation facilities. If an expert system is to simulate a human expert it must,
like a human expert, have some capability of explaining its reasoning. This feature,
further differentiating expert systems from conventional programs, takes the form
of explaining 'how' a decision was reached or detailing 'why' a particular question is
being asked. This means that the user can ask the system for justification of
conclusions or questions at any point in a consultation (Merritt, 1989; 55). Although
neither of these two facilities are essential to solving the problem, they can help to
increase user confidence in the system, and also help to show up mistakes the
system may make.

Essentially, HOW? explains the conclusions which the system has reached
and is basically a list of the steps gone through to reach the current conclusion,
i.e. it would show the nodes on the shortest path between the initial state and the
current state.



19

The WHY? facility proceeds in much the same way inasmuch as it can
be used to give the current state of reasoning of the system - but the
main point about WHY? is that it should be able to say which hypo-
theses are influenced by the current question.

(Forsyth & Naylor, 1985; 26)

That is, the system should be able to state the basic reason for asking the
question, and conclusions that may be drawn from its answer. WHY NOT? may
also be included to explain why a given conclusion has not been reached.

Although the explanation is often claimed to be an essential aspect of
expert systems, its importance to the user may be overestimated. Typically the user
is most concerned with solving the problem, often as quickly as possible.

Furthermore when the user does want an explanation, the explanation
[given by the ES] is not always useful. This is due to the nature of the
“intelligence" in an expert system.

(Merrit, 1989; 55)

The difficulty experts have in explaining their knowledge is often quoted in
relation to knowledge elicitation, but it appears to be assumed that once the
knowledge is in the system, explanation becomes trivial. This may be the case for
simple factually based systems, but for problems where more intuition is involved,
such as in design, then explanation is problematic even for very experienced
experts. If an expert system is to provide useful explanations it would need to do
more than simply list the rule applied. Deeper knowledge of the problem may be
attached to the rules as annotations to be used for explanation, or an alternative
approach would be to code deeper knowledge, sometimes called meta-knowledge,
into the system and use this to drive both inference and explanation.

The need for an explanation capability and the depth to which reasoning is
explained will also vary with the intended users of the system. Clearly a different
kind of explanation would be required in a training system to be used by students
than in a decision support system for an expert in the domain in question. The
explanation system is invaluable to the system developer(s), in which case it serves
a similar purpose to program tracing in conventional programs. If the system does
not give expected answers, the expert can use the explanations to assess which
rules may be in error.

It is an important aspect of expert systems that they should not simply
follow a strict sequence of questions, but that the question that will yield the most
useful information towards finding a solution should be asked first. Typically this
involves the use of heuristics, probability and evaluation functors.
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Heuristics

A traditional program is a list of instructions for giving a sure solution to a
problem, or reporting that no solution exists. This is known as an algorithm (James,
1984, 10). If one examines the way in which humans solve problems then one sees
that very often an algorithm is not followed, but a lose collection of 'rules of thumb'
that seem to work are followed. While these rules often do not guarantee a
solution, they make it more likely that you will get closer to one.

A rule that tends to get closer to a solution is known as a heuristic and
while it might seem . . . that a heuristic is a 'second class' algorithm ,
this is far from the truth! Heuristics may not be able to guarantee you a
solution to a problem, and they cannot tell you when a solution doesn't
exist, but they can be used in a wide range of situations.

(James, 1984; 11)

More explicitly, heuristics are:

... criteria, methods or principles for deciding which among several
alternative courses of action promises to be the most effective in order
to achieve some goal. They represent compromises between two
requirements: the need to make such criteria simple and, at the same
time, the desire to see them discriminate correctly between good and
bad choices.

(Pearl, 1984; 3)

Furthermore, when heuristics do produce a solution, it can take far less time
than an algorithm would take for the same problem, as was illustrated by best first
rather than brute force search methods.

Finding an heuristic may still be a difficult task. The sort of heuristics that
humans use are often difficult to discover and difficult to express. James (1984; 11)
makes the point that because computers work so fast it is " ... easier to find simple
heuristics and allow computers to apply them repeatedly or in very clever ways",
rather than searching for a more complex rule.

Thus, although with heuristics the search effort can be greatly reduced, this
is at the expense of giving up the guarantee of finding the minimum cost path to
the solution for some problems. Practically, the requirement is to minimise the cost
of the path and the cost of the search to obtain it (Nilsson, 1971; 54).

In an expert system the use of heuristics for the pruning of the number of
possibilities of search to find a goal is known as an 'heuristic search mechanism'
(Levine et al., 1986, 22). The heuristic search mechanism focuses attention on the
path most likely to provide a solution.
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Evaluation functions. Any search procedure other than blind search relies upon
some measure by which to evaluate the best path to a solution and becomes an
ordered search. Such measures are called evaluation functions.
The purpose of an evaluation function is to provide a means of ranking the
nodes that are candidates for expansion to determine which one is most
likely to be the best path to the goal.
(Nilsson, 1971, 54)

There is a variety of ways of applying evaluation functions. Some are based
upon the probability that a node is on the best path. Often in board games or
puzzles a configuration is scored on the basis of those features that it possesses
that are thought to relate to its promise as a step towards the goal. Most complex
problems require the evaluation of an immense number of possibilities. "Heuristics
play an effective role in such problems by indicating a way to reduce the number of
evaluations and to obtain solutions within reasonable time constraints" (Pearl,
1984, 4).

Certainty factors and fuzzy logic. Facts and rules in expert systems are not
always either true or false. Sometimes there is a degree of uncertainty about the
validity of a fact or the certainty of a rule. When this doubt is made an explicit part
of the knowledge base it is called a 'certainty factor' (Waterman, 1986; 16). This
certainty factor is usually expressed as a number between 0 and 1, 1 representing
total certainty and 0 representing maximum uncertainty. A value of 0.5 would mean
that a fact or decision may be correct only half of the time. Facts and rules in such
a system could be expressed as follows:

FACTS: Building 3047 contains tank No23 with certainty 1.0
: The power saw was defective with certainty 0.8
RULES: If the spill material is sulphuric acid with certainty 1.0 then
the source of spill is building 3047 with certainty 0.9
: If the product was defective with certainty > 0.5 the theory
of strict liability applies with certainty 1.0
(Waterman, 1986; 16)

Thus, the rule format permits you to express the conditional knowledge of
experts and also the confidence or lack of confidence the expert has in this
knowledge (Michalski, et al., 1985; 257).

What this means in terms of expert systems is for example that based on a
patient's symptoms a medical diagnostic system will predict that the patient has a
particular disease with a given certainty factor; or that based on the geological
structure of an area a system may suggest drilling for oil in a certain location and
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predict the likelihood of finding oil, but it may be a dry hole. In a cartographic expert
system a fact such as 'water is blue with certainty 0.8' would imply that water is
normally coloured blue, but there may be situations where it is another colour, e.g.
on a temperature map where blue is used for cold zones.

There are different methods of evaluating these certainty factors, but they
are all based upon an area of probability known as 'conditional probability'. These
theories were developed by Bayes and are sometimes referred to as 'Bayesian
Probability' (Levine et al, 1986). It is not intended here to get involved in a detailed
discussion of probability theories, but rather to give examples of how they may be
applied to expert systems.

For many facts and rules, and certainly for heuristics, it is difficult to express
any exact mathematical measure of certainty, rather we express ourselves in
general terms, such as "it is hot in here." The use of terms such as tall, hot , mild,
etc. are all relative linguistic variables that cannot be given a single value. The use
of such terms in formulating probabilities is known as 'fuzzy logic' (Levine et al,
1985; 90).

If, in a rule, we have a condition that depends upon two facts each with
different certainty factors, it is possible to calculate the resulting certainty that the
conclusion is true. This may also be modified by a certainty factory applying to the
rule as a whole. The calculations involved can become rather complex, therefore,
especially when the certainty factors are based upon rather imprecise linguistic
variables, many systems simplify the handling of these calculations. Some systems
simply average the probabilities or express figures for the maximum and/or
minimum certainty of the conclusion being correct.

Applications of Expert System

Expert systems have been applied to a wide range of problems of different
types. Their application to some problems is simpler than to others. The widest
application of ES has been to classification and diagnostic problems, which
generally have relatively simple flows of logic.

Like the subdivisions of Al, there appears to be no agreement on the sub-
types of ES. In the simpler classifications, three categories of ES are common,
based on the type of problem they address: classification (such as diagnosis of
disease); design; and decision support (Bharath, 1985; 65). Generally, however, a
more comprehensive classification is used such as that shown in Table 1.1. Of
these ten classes, the first three, interpretation, prediction and diagnosis are all
classification problems. Planning, monitoring, debugging and repair may also be
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grouped together under the decision support heading. The final two entries in
Table 1.1, instruction and control, can perhaps be considered meta-systems in that
they contain aspects of several different categories. Each of the ten categories are
outlined briefly below, together with examples where appropriate.

Table 1.1

Generic categories of expert system applications.
Category Problem Addressed
Interpretation Inferring situation descriptions from sensor data
Prediction Inferring likely consequences of given situations
Diagnosis Inferring system malfunction from observables
Design Configuring objects under constraints
Planning Designing actions
Monitoring Comparing observations to expected outcomes
Debugging Prescribing remedies for malfunctions
Repair Executing plans to administer prescribed remedies
Instruction Diagnosing, debugging and repairing student behaviour
Control interpreting, predicting, repairing and monitoring system behaviour.

After Hayes-Roth et al, 1983, p.14
and Waterman, 1986, p.33

Interpretation systems typically infer conditions from observations, for example
the use of seismic observations to interpret the geological structure of an area.

An example of such a system is PROSPECTOR (Gaschnig, 1982) which
contains rules linking observed evidence of geological findings with hypotheses
implied by the evidence. The system uses probabilities for the facts and rules to
predict the existence of mineral deposits.

Prediction systems infer the likely consequences of given situations. This includes
weather forecasting, estimating global demand for commodities, population
predictions, etc. "Prediction systems sometimes use simulation models, programs
that mirror real-world activity, to generate situations or scenarios that could occur
from particular input data" (Waterman 1986; 34).

Diagnosis systems "... use situation descriptions, behaviour characteristics, or
knowledge about component design to infer probable causes of system
malfunction" (Waterman, 1986; 34). This category includes medical, electronic,
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mechanical and software diagnosis, and is probably the widest used type of expert
system currently, with some of the best known expert systems, such as MYCIN,
falling into this category.

A good example of this type of system are the rule based systems for car
engine fault finding. These generally are relatively simple automated versions of
the fault diagnosis charts to be found in 'do-it-yourself' car maintenance manuals.

A more comprehensive example is Plant/ds, an expert system for the
diagnosis of disease in soybean plants (Michalski, et al, 1985). This queries the
user about factors such as precipitation, temperature, condition of the leaves, stem
and seeds, leaf spots, etc. It includes two types of diagnostic rules: expert derived,
from the formal knowledge of a plant pathologist; and inductively derived rules,
obtained by feeding observations from several hundred cases of disease into a
general inductive learning system. Each rule or fact has an associated confidence
factor, and the system uses three different evaluation schemes depending upon
the situation.

Design systems, sometimes called configuration systems, develop configurations
of objects that satisfy the constraints of the design problem. That is, they assemble
the proper components of a system in the proper way (Giarranto & Riley, 1989;
18). Examples are electronic circuit layout, building design, chemical or similar
plant layout, and creating complex organic molecules, the two most popular areas
being molecular biology and microelectronics (Waterman, 1986; 35). Many design
systems also try to minimise costs or other undesirable features of potential
designs (Hayes Roth et al., 1983; 14).

The most frequently quoted design system is XCON (also known as R1), a
system developed by Digital Equipment Corporation for the configuration of VAX
computer installations (e.g. Waterman, 1986, Williams, 1986). It takes over the job
previously performed by technical editors, who examine a customer's order and
determine what computer components are required. "XCON has the distinction of
being one of the most mature and widely used expert systems currently operating
on a commercial basis" (Waterman, 1986; 217). XCON is a rule based system with
over 3000 rules which configures systems at a very detailed level.

For each order it determines necessary modifications, produces
diagrams showing the spatial and logical relationships between
hundreds of components that comprise a complete system, defines
cable lengths between system components, and handles other jobs
usually relegated to skilled technicians.

(Waterman, 1986; 217)
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XCON performs at a similar level to an experienced technical editor, but
typically performs the task in one minute compared to 20 for an editor. It is now a
'mature' system but will never have all the knowledge required to cover all
eventualities, thus it will make mistakes, but DEC have found it to be useful, even
during its early development stages.

Planning systems plan a series of actions to perform a function, for example,
project planning, communications, experiments and military planning.

An example of this type of system described by Waterman (1986; 264-265)
is CARGuide, a system to plan routes and help drivers navigate city streets
developed at Carnegie-Mellon University. The system calculates an optimum route
from known start point and destination, using information about the road network.
Once found, the route is displayed in map form on a graphic display. The car's
position is updated during the journey and gives directions at intersections.
Numerous similar systems have been developed recently, although not all use
expert system techniques.

Monitoring systems compare actual behaviour to expected behaviour, for
example, monitoring some instrumental readings to detect accidents or problems in
production. A major application area for this type of system is the nuclear industry.

Debugging systems prescribe remedies for malfunctions. "These systems rely on
planning, design and prediction capabilities to create specifications or
recommendations for correcting a diagnosed problem" (Hayes Roth et al., 1983;
15).

Repair systems follow on from debugging systems by developing and
administering a plan to remedy a problem.

Instruction systems, in addition to providing education or training in the topic, can
analyse the system user's responses and attempt to correct gaps or faults.

"Typically these systems begin by constructing a hypothetical model of
the student's knowledge . . . Then they diagnose weaknesses in the
student's knowledge and identify an appropriate remedy. Finally they
plan a tutorial . . . to convey the remedial knowledge to the student.

(Hayes Roth et al, 1983; 15)

The inclusion of explanation facilities in expert systems means that any
system should be able to help increase the user's understanding of the problem,
but instructional systems have the specific goal of achieving this increased or
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improved knowledge. Their use is not limited to students in the narrow sense, but
they have applicability in anywhere instruction is required.

Control systems, the final class, control the overall behaviour of an operation. To
do this they must include a monitoring system to asses the current situation, a
diagnostic system to determine what has caused any faults, and probably
debugging and repair systems to correct faults. They may also include aspects of
the other classes discussed above. Frequently, an important aspect of a control
system is the ability to predict future events, and take preventative measures.
Applications of expert control systems include air traffic control, business
management and mission control.

Expert systems for whom?

Expert System can be used by a wide range of people for a variety of
purposes. The major groups of users are likely to be experts themselves,
practitioners?, students and those with no experience in the field.

Experts will use expert systems in a decision support role, using them along
with other decision support systems to confirm their decisions, or to act as
intelligent checklists. The expert system may be used like an intelligent assistant
and as more intelligence is added to it, it acts more and more like an expert.
"Developing an intelligent assistant may be a useful milestone in producing a
complete expert system" (Giarranto & Riley, 1989; 3)

Also, although currently it does not appear likely that ES will replace the
human specialist, they will reduce the number of trivial enquiries, thus allow the
specialist to devote more time to less trivial problems.

Some expert systems will no doubt be used by novices, but there is some
feeling that this will be less widespread than was at first thought. Most fields of
study have their own special words or 'jargon' or apply special meaning to ordinary
words that a novice might be dangerously unaware of (Basden, 1984; 64).
Practitioners on the other hand will be familiar with the jargon of their domain.
According to Basden (1984) it is also likely that expert systems for practitioners will
be more cost effective than for novices.

Expert systems have much to offer in education. Instructional ES were
discussed above, but because of the nature of expert systems generally and their

2 A practitioner is one who has some experience in a domain, but does not have the deep
specialist understanding of an expert.
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capability to explain their reasoning, most expert systems will be useful in training.
Students, like practitioners, will have some awareness of the ‘jargon’ and will be
able to use expert systems in example cases, or to test their own hypotheses.

A final group who will likely make use of expert systems are specialists or
experts in one particular domain wishing to apply their knowledge in a related field,
or to make use of a system to process their information; for example a geologist
using a cartographic expert system to map his data. He has specialist knowledge
about the geology of the area, but not the cartographic knowledge to produce the
map. This kind of expert system use receives little coverage in the literature.

The need for such systems for producing maps perhaps has something to
do with how many view cartography. Most Intelligent Computer Aided Design
(ICAD) systems are directed at assisting designers, not at making it easier for non
designers to produce designs.

PATTERN RECOGNITION

Pattern recognition was initially primarily concerned with the study of
artificial or computer vision, 'pattern’ pertaining to visual pattern. The term has now
been extended to include such topics as patterns of sounds, patterns of events,
etc. James (1984, 82) notes that: "Most areas of Al use pattern recognition to
some extent, but usually in combination with other methods and theories that tend
to be just as important."

Perhaps the most obvious application of pattern recognition in mapping is in
the recognition of features on remotely sensed images, as part of an image
processing system. Generally the problem of recognition can be broken down into
two stages, feature extraction and classification as illustrated in Figure 1.4.

feature extraction classification
IMAGE | -----eme-ee- > FEATURES | ------------ > RECOGNITION

Figure 1.4
Stages of image processing.

Sometimes the recognition of patterns is an end in its self, such as in
computer vision, letter recognition or speech recognition, which need not be used
in conjunction with any other 'intelligence'.
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These and other important recognition problems have tended to
emphasis pattern recognition as a subject in its own right with few
connections with the rest of Al. However, it seems reasonable to
suppose that this will change as acceptable solutions are found to the
simpler pattern recognition problems.

(James, 1984; 99)

Artificial vision and hearing are clearly important to Al, but the other aspects
of pattern recognition, although less obvious, are equally important. For example,
one of the problems of implementing expert systems is to recognise the 'condition’
that forms part of a rule. Also, the recognition of patterns within data or information
will aid expert system processing.

For the purposes of this study pattern recognition will not be further
considered. However, it is likely to have increasing importance in future mapping
systems, not just as part of an image processing system, but also aiding in the
solution of a broader range of problems as part of the next generation of Al
programs in mapping. Its use can be foreseen in such applications as recognition
of information type from user descriptions by providing a best match to existing
patterns; the recognition of line 'types' as an aid to generalisation, e.g. recognising
different types of coastline; and in the longer term the recognition of distributions
and how they may be generalised or classified, and perhaps make a contribution to
the difficult problem of assessing map complexity.

NATURAL LANGUAGE PROCESSING

Natural Language Processing (NLP) is that branch of Artificial Intelligence
that tries to make the computer able to understand commands written (or spoken)
in a standard human language such as English. It is also concerned to some extent
with creating computer responses which appear to be in a natural language, but
this is less difficult, and follows fairly simply if the first problem is solved.

Natural languages are those which are spoken and understood by large
numbers of people: they haven't been invented, but have gradually developed over
long periods of time, hence the term 'natural'. They are complex, continually
developing and changing, and while there are often rules e.g. grammar, exceptions
often exist and it may be difficult to understand the logic in some situations.

Computers are more capable of handling formal languages. These are
languages that have been invented and defined, usually for some specific purpose.
Programming languages such as BASIC, Pascal, etc., are all formal languages.
Because these have a rigid structure and meaning computers are very good at
understanding them. Gradually, computer commands and languages have become
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easier to use and now often resemble English, but usually there are strict
limitations on the structure and usage of commands.

Natural language processing has little or no use on its own, but is very
important in providing the ‘front end' or part of the 'user interface' to other computer
programs (Schildt, 1987, 93). The application of NLP will be discussed along with
other types of user interfaces in later chapters.

CONCLUSION

This chapter has discussed the divisions and mechanisms of Artificial
Intelligence and Expert Systems in some detail. If in the long run computers are
ever to help people in general they must: " ... cease to be the preserve of
scientists, technologists and programmers and become a universal asset that
everyone can get something out of* (James 1984; 121). One of the objectives of
current work in Al and ES is to lower the threshold of knowledge necessary to
begin using a computer. "To this end it is important that part of the development of
Al concentrates on producing flexible systems that can interact with humans to
supply and record knowledge (James, 1984; 121).

The following chapters examine expert systems in more detail, look at the
application of Al to mapping and detail the development of an expert system for
one particular application.



CHAPTER TWO
Building Expert Systems

The computer as an intelligence amplifier is an abstract idea that we
are still a long way from implementing. Today most of the mutual
working together of man and machine is on the machine's terms!?

CONCEPTUAL MODELS

Weiss and Kulikowski identify three stages in the development of an expert
system. The first stage is the initial knowledge base design which deals with
problem definition, conceptualisation, and forming the computer representation of
the problem. The second phase is the prototype development and testing stage
and the third involves the refinement and generalisation (i.e. making it more
generally applicable) of the knowledge base (1983; 13).

In the development and usage of expert systems we can distinguish three
groups of people (Poiker et al, 1982). First, the systems designer or computer
scientist, now frequently called the knowledge engineer. Second, the specialist or
expert who creates the knowledge base, or whose knowledge is used to create it;
and third, the user of the system who may have some expert knowledge of the
subject, may be an expert in a related field or may be a student.

The task of the knowledge engineer is to: 1) define the expert system
domain; 2) elicit the desired information from the human expert(s); 3) structure that
knowledge in a suitable form in the knowledge base; and 4) test the system to
evaluate its robustness and accuracy (Williams, 1986; 67).

As noted in chapter one, an expert system consists of three essential
components, a knowledge base, an inference engine and a user interface. To this
other components may be added, such as a knowledge acquisition subsystem and
an explanation subsystem. The latter of these explains why a question is being
asked and how a conclusion has been reached; this capability is frequently
incorporated into the inference engine. For cartographic design purposes a
database of geographic information (spatial and attribute) and a graphical output
subsystem must be added (Figure 2.1).

1 James, M. (1984) Attificial Intelligence in BASIC, p.121.
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Figure 2.1

Basic components of a cartographic expert system (a more comprehensive model

is given in Figure 7.1)

KNOWLEDGE ENGINEERING

Knowledge engineering encompasses a number of tasks in the

(After Harmon & King, 1985)

development of an expert system. These include problem identification, an

assessment of the usefuiness of a system, cost-benefit evaluation, locating

suitable experts, knowledge elicitation, conceptualisation of the problem,

translation of the knowledge into a computer representation, and the testing
evaluation and refinement of the system (Weiss & Kulikowski, 1983) as illustrated
by Figure 2.2. The process is highly iterative and may result in several prototypes

(Lundberg, 1989).
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Modified < an
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after Klar & Waterman, 1986, p.61.

Figure 2.2
The process of developing an expert system

The development of an expert system is quite different to that of traditional
software engineering. For problems where an existing expert system shell or toolkit
is suitable, the ability to think rationally and communicate well are more important
than ability in computer programming (Williams, 1986).

Problem Identification

The aim of this phase is to determine the goals of the system and recognise
the constraints placed upon it. Rabbits & Wright list five aspects to be considered
during initial problem assessment. These are: who will be affected by use of the
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proposed system; what are the success criteria; what are the constraints on the
system (time, cost, etc.); what assumptions are made; and what is the scope of the
system, especially what will it not do (1987, 16).

Knowledge Elicitation.

A number of methods for knowledge elicitation have been adopted (Table
2.1). Despite this range of methods, experience has proved that knowledge
elicitation is a major bottleneck in the development of expert systems (e.g. Berry &
Broadbent, 1986; 228, Kidd, 1987; vii, Merrit, 1989; 3). Experienced knowledge
engineers frequently describe the process as being " ... more of an art or craft than
a science" (Berry & Broadbent, 1986; 228). The expert has to be able to explain

Table 2.1
Knowledge elicitation techniques and information that can be obtained

Technique Main information types

Focused interview Factual knowledge

Types of problems

Functions of expertise
Structured interview Structure of concepts

Mental models

Explanation
Introspection Global strategies

Justification

Evaluation of solutions
Observation Use of knowledge

Reasoning strategies
User dialogues Reasoning strategies

Modality information
Review of literature Factual knowledge

Repair of gaps

(Re)interpretation of information

Support knowledge

based on Breuker & Wielinga, 1987; p23.
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the domain for which the system is developed in a manner which is understandable
to both the knowledge engineer and the eventual system users. Knowledge
elicitation has a reputation for being a difficult and unpredictable process. A reason
for this is that none of the commonly used methods are entirely satisfactory
(Rabbits & Wright, 1987). It also assumes that the capabilities of the expert are
transferable, which may not be the case, particularly if the wide experience and/or
intuitive skills of the expert are involved.

One reason for difficulty in knowledge elicitation is, as Sagalowicz points
out, that true expert knowledge is not only rare it is seldom explicit or measurable
and:

As aresult it is difficult to communicate or acquire. Experts gain their
knowledge through experience, long periods of training,
apprenticeship and observation. Their value comes not from the
number of facts they know but the subtle, idiosyncratic ways in which
they come to organise their knowledge and experience.

(1984; 138)

Not only is the knowledge itself difficult to quantify, but experts often cannot
articulate how they solve a particular problem, or explain their approach in a
systematic manner. Good knowledge acquisition is however, critical, as the
resulting expert system is dependent upon the quality of this knowledge (Kidd,
1987; 1).

In the initial stages of knowledge elicitation written documentation can be
used, but this is rarely complete and additional information has to be obtained
directly from the experts (Breuker & Weillinga, 1987; 21). Interviewing is the most
frequent method of knowledge elicitation, although one problem with this method is
that the expert may be led in certain directions by the knowledge engineer, which
may not result in the best outcome (Rabbits & Wright, 1987; 16).

Introspection is where the expert himself analyses the problem and extracts
the necessary expertise. As has been noted, experts often find it difficult to
describe their expertise in a systematic manner, but many expert systems have
been developed in this way.

In the observation method the expert 'thinks aloud' as he solves a problem.
The knowledge engineer records the events, but it is possible for him to
misinterpret specialist knowledge, there may be gaps in what the expert says, or
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the real reasoning may not be apparent even to the expert (Rabbits & Wright,
1987; 16).

Whatever method is used, gradually a large knowledge base of facts and
rules will be built up. In testing the system however, it is likely that the expert and
the system will disagree at some stage, therefor the expert must either provide a
new rule, or modify an old one. " ... sometimes the knowledge the human expert
provides is not knowledge about the task itself but, rather knowledge about the
knowledge in the program" (Hayes-Roth et al., 1983; 220). This information is
known as metaknowledge, i.e., knowledge about knowledge.

In fact Hayes-Roth et al., (1983) recognise three levels of knowledge
provided by experts: factual; heuristic; and metaknowledge. The first level provides
a base of facts, theorems, equations, categories and operations. This is typically
equivalent to the factual knowledge contained in textbooks on the subject. The
second level of knowledge is heuristic, including rules of thumb, inconsistent advice
and inexact judgmental criteria. This heuristic knowledge provides a “first order
correction” to the factual knowledge. This may be further modified by the
application of metaknowledge, providing " ... a 'second order correction' of the
previous system knowledge" (Hayes-Roth et al., 1983; 222)

Almost all expert systems incorporate all three levels of knowledge,
although there may be advantages in explicitly identifying metaknowledge.

THE KNOWLEDGE BASE

With traditional programs 'knowledge' is contained within the program code
itself. Moving much of this knowledge to a separate knowledge base has several
advantages. It is easier to update the knowledge i.e. to add new rules if, for
example, more data is added to the database, or additional map types were
required. The actual rule definitions in a separate knowledge base should be more
apparent to people other than the original programmer as it is frequently very
difficult to follow the exact flow of logic within a complex computer program.

Abstractly,

. . . knowledge consists of descriptions, relationships and
procedures in some domain of interest. The descriptions in a
knowledge base, which identify and differentiate objects are
sentences in some language whose elementary components consist
of primitive features or concepts. A descriptive system generally
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includes rules or procedures for applying and interpreting descriptions
in specific applications. A knowledge base also contains particular
kinds of descriptions, known as relationships. These express
dependencies and associations between items in the knowledge
base. Typically such relationships describe taxonomic, definitional and
empirical associations. Procedures, on the other hand, specify
operations to perform when attempting to reason to solve a problem.
Hayes-Roth et al., 1983; 12

A number of strategies and tactics to enable expert systems to solve
problems have been investigated. There are two fundamental aspects to this: how
the knowledge is organised or represented; and the method of search for the
solution. Obviously these are to a great extent dependent upon one another.

Knowledge Representation

'Knowledge representation' is the term most frequently used for the internal
representation of information in the knowledge base. In simple terms it involves
writing down, in some language or communication medium that the computer can
comprehend, descriptions that correspond to real world information.

As has been discussed, knowledge generally takes the form of facts, rules
and heuristics. While this is the most basic and common representation, sometimes
known as first order logic, others are possible such as frames and semantic
networks. How best to organise the knowledge to support problem solving is an
important aspect of Al programming, but at the same time the knowledge in an
expert system must be transparent to the human user, easily incremented by a
human expert and easily modified by the human expert (Bratko, 1982; 180).

No one method of knowledge representation appears to be particularly
efficient in all situations. The problem is that the same piece of information can be
used in a number of ways and in a variety of contexts in solving a problem. There
are two basic school of thought (Steels & Campbell, 1985). The declarativists
believe that information should be represented in a neutral fashion, i.e.,
independent of its use. Control can be achieved by general purpose problem
solving strategies.

Alternatively, proceduralists believe that information cannot be represented
without some indication of how it may be used, i.e. the choice of representation
necessarily determines the complexity of the processes operating over it. This latter
view has gained popularity with the development of object oriented programming.
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Here the data structures are such that they contain not only data about objects, but
also information on how the objects may be used or operated upon.

First-order logic. This is a formal method of representing logical propositions and
the relations between them i.e. facts and rules. This is probably the simplest way to
represent knowledge and the most widespread. It has been used extensively in
classification type rule based systems.

There is a template for each fact which consists of title, or relation name,
followed by one or more fields containing specific values (Giarranto & Riley, 1989;

380). For example:
Male (John)
Male (Alan)

are two instances of the fact Male which state that John and Alan are male.

Relationships can also be expressed by facts:
Father_of (John, James)
Father_of (Alan, Louise)

Facts can be related by using rules, for example if facts about the sex and
parenthood of individuals were stored in the knowledge base a rule could be used

to determine if two people are brothers:
Brother_of (A, B):-
Male (B),
Father_of (X, A),
Father_of (X, B).

This rule states B is a brother of A (not necessarily vice versa) if B is male and both
A and B have the same father.

A more easily recognisable way of expressing this knowledge is in the form

of production rules, such as:
IF: Ais TRUE AND
B is TRUE AND
Cis FALSE
THEN: Conclude X

Semantic networks. These are the most general knowledge representation
schema (Harman & King, 1985; 35), and were first developed for use as
psychological models of human memory (Waterman, 1986; 70). A semantic
network is composed of nodes and links (Figure 2.3). Nodes may represent
objects, concepts, situations, or descriptors. The links (or arcs) describe the
relationships between nodes, and may be directional. Links may be affirmative
such as 'object is-a member of a class' or 'object has-a property’, or they may
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include heuristics, such as 'situation may-cause description'. The relationships
between objects in network systems can be more varied than in hierarchical
systems. According to Simons (1983; 136) the simplicity with which correct
deductions can be made once the semantic network has been generated is one of
the main reasons for their popularity. They have been particularly successful in
natural language systems for the representation of complex sentences (Waterman,
1986; 72).

used-for

Topographic
map
hows ]

shows

heights

Figure 2.3
A semantic network

Frames. Essentially these are semantic networks in which the knowledge is
represented in modular chunks rather than as individual items (Simons, 1985; 136).
In its simplest form a frame is like a questionnaire, consisting of a series of items, '
... each of which has a specific purpose and each of which has an associated
blank which must be filled to get the complete picture" (Forsyth & Naylor, 1985;
134). A frame can contain several different types of information:

Some of this information is about how to use the frame. Some is
about what one can expect to happen next. Some is about what to do
if expectations are not confirmed.

(Waterman, 1986; 73)

Each of the blanks or 'slots' in the frame must be filled in order (Figure 2.4).
This is achieved by a procedure or procedures being associated with each slot
which may for example, ask the user to answer a question, or refer to further
frames, thus resulting in a hierarchical system in which the topmost frames
represent generalities and the lower ones may be customised for more specific
instances or concepts by the creation of more specific frames. In other words:
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Frames attempt to model real world objects by using generic
knowledge for the majority of an object's attributes and specific
knowledge for special cases.

(Giarranto & Riley, 1989; 83)

A basic characteristic of a frame is that it represents related knowledge
about a narrow subject, particularly when there is a considerable amount of default
knowledge. According to Giarranto & Riley " ... frames provide a convenient
structure for representing objects that are typical to a given situation such as
stereotypes" (1989, 82). For example, many maps have several similar
characteristics and in many cases default values are adequate. Further details of
the components of the feature (map) can be obtained by examining the structure of
the frame.

Frames are also useful for representing common-sense knowledge which is
generally difficult to handle in computer system. While semantic nets are better for
representing broad knowledge, the advantage of frames is the ability to build
hierarchical systems with inheritance. "By using frames in the filler slots and
inheritance, very powerful knowledge representation systems can be built"
(Giarranto & Riley, 1989; 83).

Frame: MAP
slot name value if empty procedures  on change
procedures
topic: menu of known types
map class derive from map type
date default = system date
map purpose [overview] choose from menu update level of detail
map user [general] choose from menu update level of detail
output media [screen] choose from menu update level of detall
level of detail derive from purpose,
user and media
Figure 2.4

An example of a frame for a map. The attached procedures are used to get values
for slots ([] = default value).

Blackboard. Often an important feature of problem solving is that diverse types of
knowledge must be handled. This may mean that more than one expert system is
needed. The communication of information between expert systems is done
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through the blackboard mechanism. This is an area of computer memory (or
storage) where information stored within an expert system can be 'posted' in a
structured form so that it can be accessed by other expert systems if required to
reach their goals (Levine, et al., 1986; 23, Waterman, 1986; 146). Some systems
also use a blackboard for storing intermediate results (Hayes Roth, et al, 1983; 16).

THE INFERENCE ENGINE

Mechanisms of expert systems

In any complex process of reasoning a whole series or 'chain’ of rules may
have to be considered. The relationships typically form a hierarchical tree structure,
thus the procedures used are typical of the graph search methods outlined in
chapter one, although there are two distinct approaches used in expert systems.
These are known as forward chaining and backward chaining. Both of these
methods can be applied to breadth first and depth first search, as illustrated in
Figure 2.5.

A B
Depth-first
Breadth-first
(goals)
After Harmon & King, 1985
Figure 2.5

Major categories of search strategies used by inference engines

Forward Chaining. Analysis by continually narrowing down the possibilities is
called 'forward chaining', and is so called because the information is considered
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before the conclusions, which is the same order as used in writing the rules
(Davies, 1986; 6). This works like inductive logic by working forward from existing
facts and rules to derive new ones that are true (Williams, 1986; 69), but must also
consider the various search possibilities at a given node.

Forward chaining, sometimes called a data driven strategy, is simple to
program, is much used in rule based systems, and appears much as if the
computer is working through a list of possibilities, making what inferences it can
from the answers. It is quite likely with this method that a wrong line may be taken,
resulting in backtracking to find the correct path, and giving the appearance to the
user of an unconnected series of questions. More sophisticated systems make
better use of heuristics and evaluation functions in an attempt to avoid this.

This strategy is most appropriate where many facts are known and the
search tree is broad but not deep.

Backward Chaining. The converse situation occurs when one starts with a
conclusion and works back to find out if the conditions for that conclusion are true
(Guilfoyle, 1987; 9). This is known as backward chaining, or a goal driven strategy,
and like deductive logic one works back from a given hypothesis or goal, searching
the knowledge base for facts and rules which support (or disprove) it.

According to Bramer, backward chaining :

... has the additional value that it helps to ensure that groups of

questions asked by the system appear 'focused' towards evaluating a

particular hypothesis. Once a hypothesis is found to be justified or

refuted, further questions relating to it do not need to be asked.
(1982; 14)

This produces a form of information gathering that is probably more
acceptable to most users than the more random gathering of facts by forward
chaining, and is widely used by many of the well known systems such as MYCIN.
Backward chaining is best applied where there is a known hypothesis for which
evidence can be gathered. " ... backward chaining facilitates depth first search. A
good tree for depth first search is narrow and deep" (Giarranto & Riley, 1989; 164).

In fact, it is possible to combine forward and backward chaining in one
system, using them at different stages in the search for a solution. For example in
a frame based system, many slots may be filled by assembling facts from the
knowledge base or user and moving forward to more specific frames. However,
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some slots may contain hypotheses (or default values) for which backward
chaining could be used to determine their validity.

Although an expert may be able to visualise the final map and break this
down to produce specifications, it is difficult to see how an overall backward
chaining strategy could apply in a map design system as neither the non expert nor
system can easily hypothesis a map design then test it. This is due partly to the
difficulty of evaluating good design as shall be discussed later. It is quite likely
however that backward chaining would be used in certain stages, for example by
assigning some default representation method to a particular phenomena, then
testing for other factors such as scale, map purpose and the symbolisation of other
phenomena to confirm or reject this representation.

Expert System Shells

An expert system shell is in effect an expert system without any built in
knowledge base. That is, it consists of the inference engine and an empty
knowledge base. The theory is that once an inference mechanism has been
developed it can be applied to solving more than one problem. Many expert system
shells exist, one of the most famous being EMYCIN or Empty MYCIN, the MYCIN
medical diagnostic system with the knowledge base removed. Clearly for an expert
system shell to be of use, the inference mechanisms and knowledge
representation methods used must match those of the problem to be solved.

The VP Expert shell has been applied to some cartographic tasks,
(Siekierska 1989), but generally it has been found that the inference mechanism of
commercially available shells does not support the requirements of cartographic
systems, and until recently few have the necessary graphical capabilities.

THE USER INTERFACE

“From the very earliest times Man has been trying, without much success, to
speak to, and receive intelligible replies from, non-human objects" (Forsyth &
Naylor, 1985; 35). It seems natural therefore that one should be able to converse
easily with a computer. The major reason that this is not the case is essentially the
problem of natural language. Natural language is what we speak and write, and
although there are many rules, there is no language definition, it has just
developed (naturally) with time. The same cannot, however be set for the other
type of language, formal language.
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Formal languages are those which have been designed for specific
purposes, the most common examples being computer languages. Inherent in
these is some formal definition of the language. So, despite advances in the
man/machine interface, making computers, and more particularly certain computer
programs, easier for users to communicate with, the formal language will still
remain which will require the user to learn at least some rules of the language.

In order to communicate in any language the recipient of a message must
be able to understand it. Models of communication have been extensively used in
cartography in recent years, but many apply equally to (or were copied from) other
areas of communication research. Thus, any language may be viewed as a
communication chain such as:

message > encode > transmission > decode > message

For communication to succeed then, the message at the recipient must be
the same, or at least have the same meaning, as that at the sender.

When the computer has a message it will print this on the screen. (For the
current discussion we will ignore the possibility of acoustic communication). How
clear this message is will depend upon the individual program, but generally
speaking it is not very hard to make the computer's responses appear to be in
natural language, mainly because in any given situation the number of messages
that the computer is likely to want to communicate will be limited. Careful
programming should ensure that messages are unambiguous and easy to
interpret. An example of this may be the computer giving an error message
describing an error condition which exists, rather than simply giving the error
number. Although in the later case communication may still be successful, the user
will probably have to find the appropriate manual and look up the error number to
get the meaning of the message.

There is also the advantage that when it is the computer which is doing the
sending, it is up to the user to understand the message. The brain has a much
greater processing power for this type of problem than the computer, so in the
difficult stage of decoding the message is passed to the more powerful processor,
with the easier process, encoding, being handled by the less powerful processor
(the computer) (Forsyth and Naylor, 1985;39).
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While some form of natural language communication between the computer
and the user may be seen as along term goal, most programmes are very
restricted in the language or ‘interface' they use. Also, until relatively recently there
have been no standard user interfaces, and although the Macintosh desktop,
Windows, etc., have promoted standardisation, it often seems to the user that
every program has a different interface. Despite this lack of standards, one can
identify several generic types of user interface (particularly for input to the

computer). These are:
Parameter lists
Command language input Strict format
“ Flexible format
Constrained language
Natural language
Menu systems Strict sequence
" 'Random' Access

ONOOLOODN =

Graphical interface

Parameter lists. The commonest form of command and data entry into many early
programs relied on a very strict format. Commands, parameters etc., had to be
located in a particular column on a punched card or on the screen. Typically
everything was numeric, the user referring to a manual to locate the correct
sequence and position. Unless one uses such a system frequently it is very difficult
to remember the correct positioning of items, even if one can remember all of the
various permutations. Errors occur frequently due to what may be considered minor
mistakes such as getting a decimal point in the wrong column or a number in the
wrong field, or using a decimal number instead of an integer.

These types of program tended also to lack any significant level of error
checking, so when an error was present either the program would crash, or the
output would contain errors, which may not be easily detected by the user.

With the development of interactive computing the system can prompt for
values to be entered, although the strict sequence of questions is maintained. This
simplicity can be useful for occasional users, but frequent users may find it tedious
to have to read questions that he has come to know.

Command languages. A slightly more user friendly variant of the above, although
still designed for batch processing, is the ability to enter a command followed by its
parameters. This has been used in several mapping programs, one well developed
example being Surface Il. This method apparently allows greater flexibility than
only entering parameters, but the main advantages are in the readability of batch
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files at a later date - the command name making it more obvious what the intent is -
and the ease with which it can be used interactively, the user selecting commands
at will.

Later variants of this approach allow considerable flexibility. One of the
better developed versions is the General Purpose Input System of the GIMMS
package (Waugh, 1980). Here there is considerable flexibility in the order in which
commands are given, the parameters may be entered in a standard sequence, or
the order varied by using the appropriate keyword. It also allows comments to be
added, which improves understanding if the file is retained for later use.

There are disadvantages in most command systems. Typically the user is
faced with a blank screen and must know what command to enter. Often systems
develop to a stage where there is a large number of possible commands and
options within these commands. Therefore unless the user frequently uses the
system repeated reference to manuals or help screen will be essential. Some
programs use function keys with templates, or lists of commands in a reserved
area of the screen. In the latter case, to preserve space the commands are often
abbreviated which may cause difficulties for infrequent users, e.g. the two or three
letter cryptic abbreviations used by MapData. In order to avoid ambiguity,
particularly when abbreviations are used, the terms adopted are often not the most
obvious or meaningful.

Constrained language. In several systems an attempt has been made to make
command input appear like English sentences, but there is a strict underlying
structure which must be adhered to. One well developed example of this is the
MAP system (Tomlin, 1980). This uses an interesting input structure which can
operate in either batch or interactive mode. A command is string of alphanumeric
characters read as one or more eighty character input lines. The system
automatically echoes the input to acknowledge its receipt (the original system was
developed for teletype terminals). The command is then either confirmed, an error
message issued, or a request for supplementary information made. For example:
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prompt >
command protect thismap
echo PROTECT THISMAP
error message NO, THERE IS NO MAP IN THE FILE CALLED

"THISMAP"
prompt >
command rename thatmap to thismap

echo RENAME THATMAP TO THISMAP
confirmation OK, "THATMAP" HAS BEEN RENAMED TO "THISMAP"

(Tomlin, 1980; 21)

Each command must begin with an imperative verb which names the
operation to be performed. Unless a command begins with one of these verbs an
error will be signalled. In some cases this is all that is required, however, many
imperative verbs must be followed immediately by the object of that verb. This
imperative phrase may be followed by one or more modifying phrases. Each
modifying phrase is made up of a modifier and one or more objects. The order of
these modifying phrases is flexible. For example:-

AVERAGE THISMAP TIMES 20 PLUS THATMAP TIMES 80

The command processor creates words from the input line. A blank or
blanks must separate each word or number, all non blank characters are assumed
to be intentional parts of the input. In most cases the full verb does not have to be
supplied, only enough of the first few letters to distinguish it from all other verbs.
This has the advantage that longer verbs do not need to be typed in full, but it can
lead to confusion on the part of the user (see above). With the commands currently
available in the system up to five characters may be required, although often only
one or two are needed.

In attempts like this to save keystrokes where abbreviation rules are not
uniform, the savings tend to be lost by the user having to remember the right
abbreviation for each command (Ledgard et al, 1981; 4). An additional problem
arises if the system is later expanded and new commands added. For example if a
user becomes used to typing W for WRITE as this is initially the only command
starting in "W", confusion could well result if a command WHERE were later added.
A more sophisticated system would allow one to type in a possible abbreviation of
a command, but if this is still ambiguous, to prompt for more input without the
whole input line being ignored as being an error.
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Natural language. Several natural language interfaces to database systems have
been developed in an attempt to make the systems more user friendly. To
communicate effectively between users and systems a natural language interface
must have a knowledge about the domain as well as linguistic knowledge (Ishikawa
et al., 1987). A natural language interface uses a linguistic model as a knowledge
base for semantically interpreting user queries. Domain specific knowledge is
required to resolve ambiguities that queries may contain.

In order to ensure that the computer has correctly translated the natural
language request it normally must restate the query for approval by the user
(Gittins, 1986; 28). This may seem to neutralise the advantage of using natural
language in the first place, but is essential due to ambiguities present in most
natural languages (and perhaps in the query itself) and confirms with the user the
intention of the query before processing the request.

It seems unlikely that general purpose natural language interfaces will be
available in the short term. Moreover, there is currently considerable debate within
the GIS community about query languages for spatial queries (e.g. Egenhofer &
Frank, 1988, Menon & Smith, 1989, Mainguenaud & Portier, 1990, Raper &
Bundock, 1990). There does not seem to be any consensus on the how queries
should be formed and most of the existing database query languages do not have
the ability to handle spatial queries.

Menu Systems. There are numerous ways in which menus can be applied. Menus
can be usefully incorporated into command driven systems where the options
available for a command are displayed when the command is entered. In this case
there is no hierarchy to the menus and one cannot switch from one menu to
another without going through the command prompt.

Many early (and current) menu driven systems use a strict sequence of
menus in a hierarchical tree structure with the user selecting the appropriate item
from a menu to get to the next level menu and so on until the desired result is
achieved. To proceed to the next task it may be necessary to traverse back to the
top level menu and back down some other branch. Unless the menu is
exceptionally well designed it is likely that this task will have to be repeated
frequently leading to frustration on the part of the user. Some systems allow
shortcuts to be taken, for example by specifying the menu one requires, but this
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presumes frequent use of the system. At the very least the user should be able to
return directly to the top level menu.

More recent menu systems make use of pop-up or pull-down menus. Here
the top level menu is available all the time. To access a menu function a ‘trigger’
key pressed activates the menu. The selection is then made by using the cursor to
select the appropriate sub menu and function. To speed up responses for regular
users it may be possible to follow the trigger key with a code for the desired
function. The widespread availability of the mouse has considerably increased the
utility of such systems, although constant changes from mouse to select items and
keyboard to enter information can be aggravating.

Menu systems are probably most appropriate where there is a limited range
of options available at any given point in operating the system, otherwise the user
can waste time searching the available menus for the desired function. They do,
however, have the advantage of not requiring users to remember the names of
commands.

Graphical Interfaces. These have become increasingly popular in recent years
particularly since the advent of the Apple Macintosh computer which relies heavily
on them and the increasingly widespread use of Microsoft Windows on PCs. They
are based on the use of a mouse to interactively select icons or item from menus.
Menus or commands are selected by pointing to them with the mouse pointer on
the screen and clicking the appropriate mouse button. Further sub menus may 'pull
down' or 'fly out' to allow further choices or 'dialogue boxes' may appear to allow
the user to enter further information.

While these interfaces are supposed to be intuitive and are supposed to
imitate the user's desktop, they often pre-suppose some familiarity with the system
although the fact that the main menu headings and most commonly used icons are
always visible means that less reliance has to be placed on memory than with
command language systems. The speed of moving from one command to another
also gives them distinct advantages over structured menus in many situations.

Perhaps the greatest advantage of these systems is that fact that all
programs conforming to the Windows convention, for example, will have a similar
'look and feel', i.e. the user interface to a wide range of programs is essentially
standardised.
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A disadvantage of these interfaces is that casual users can be left
wondering what to do next, or where to find the appropriate command.

DESIGNING THE USER INTERFACE

Perhaps the most important criteria in designing a user interface is that
whatever method is chosen, it should be "user friendly”. What user friendly actually
means may be different in different situations or with users of varying experience
with computer systems in general and with the individual program. However there
are certain attributes of user friendly systems that can be generally accepted.
Crosley (1985) discusses four aspects of user interface design. In the first instance,
if the program is to be used by people with a variety of experience, the system
directions or prompts should be concise, but clearly understandable by non-
technically oriented personnel. Some systems allow the user to set the level or
verbosity of prompts and responses to reflect the familiarity of the user with the
system.

Second, the system should allow the experienced user to take short cuts
where feasible. For example, repeatedly having to go through several menus to
perform a task that the user is familiar with can become very tedious. Third, the
system should be robust enough not to fail if the user makes a simple mistake, and
" ... error messages should be clear in their meaning and provide some direction on
how to correct the problem ..." (Crosley, 1985; 134).

Fourth, the user should be able to obtain "help" at any time, which may take
the form of more detailed directions which more fully illustrate what is required of
the user, or give the user a list of options available in the current situation, to
perhaps offering some further explanation of why a particular question has been
asked or how the system arrived at a certain decision (this capability of answering
how and why is a particular feature of many expert systems).

Additionally, one point not considered by Crosley, it is desirable that the
user can easily and quickly exit the system at almost any time without destroying
files etc., and if possible return at a later date and quickly resume work without
having to re specify large amounts of basic information.

One consideration that does not seem to be given much attention is the
maintenance of records of what has been done, particularly in interactive sessions.
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Several systems do maintain journal files so the situation can be recovered after a
system 'crash’, but these are seldom retained after a job has been completed.
Diagnostic files may be produced, but these document every step undertaken.
What is required is the ability to return and say "I made this map last year. Now |
want a similar one showing ...". Using a large mainframe system, with good record
keeping this should be possible, although it may be time consuming, requiring
information to be restored from backup tapes. On smaller systems it is obviously
not practical to record the details of every map produced, but an expert system
should at least have retained the 'knowledge' to create such a similar map with as
little input from the user as possible.

In the long term it should be expected that expert systems will communicate
with the user in natural language, perhaps even by voice communication. Ideally
the user would simply enter the type of map they want and the computer would
interpret their request. This is a longer term aim however, and initially it would seem
that as there is a specific goal to achieve in using an expert system, some form of
structured interface largely based on the use of menus is more likely to be the main
form of interface. The use of an expert system is quite different to that of a general
purpose word processor or spreadsheet, therefor the use of the desktop metaphor
is not the most suitable although this does not preclude the use of windows, the
mouse, etc. when appropriate.



CHAPTER THREE

The Application of Expert Systems in
Design, Cartographic Design and Mapping.

Probably the user most at risk is the one who produces maps or other
graphical output for his own use or for limited circulation. ... the user,
in designing his output, will often use an interactive graphic facility and
therefore he needs to optimise the information appearing on the
screen appropriate to his particular expertise. ... [also] the final
product may appear on a totally different medium, e.g. paper, which
leads to further problems.!

EXPERT SYSTEMS FOR CARTOGRAPHY

A broad overview of possible applications of expert systems to
"cartographic processes" is provided by Grankianoff (1985). He also tries to assess
quantitatively the suitability of expert systems for various mapping tasks. Each of
17 mapping tasks from geodetic control to printing were assessed for their
suitability by eight mapping experts using standard criteria. Although a very limited
study, interestingly several tasks related to design feature near the top of the list for
suitability, including generalisation and symbolisation, and feature selection and
placement (Table 3.1).

Robinson and Jackson (1986) also identify a number of broad areas of
cartography and digital mapping where expert systems could be of benefit. Their
list includes: Manual and Automated Map Design; Digital Data-base/User Interface;
Cartographic Education and Training; Spatial Data Error-train Analysis; Data
Capture and Storage Standards; Data Format and Transfer Standards; and
Replacing Cartographers. This is a very wide ranging list encompassing most areas
of cartography, although they see the last entry on the list as being impractical for
several reasons, not the least being the need for cartographers to provide their
knowledge and monitor the achievements of automated systems.

A more recent review is provided by Buttenfield and Mark (1991). The
purpose of their chapter is to present the design criteria for a cartographic expert
system, essentially for map design. They note that the concept of a full
cartographic expert system (CES) which could effectively design a wide range of
maps over a wide range of scales from a single database is a monumental task.
They review recent work on CES under three headings: generalisation,

1 Robinson & Jackson, 1986; 431
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symbolisation and production which they view as the logical major components of
producing a map. Their table (Table 3.2) illustrates their view of the applicability of
experts systems and progress in their development at that time. They consider this
ability to split up cartography into a number of 'relatively easily isolated' sub tasks
accounts for the relatively high volume of published articles on certain aspects of
design (ibid.; 136) and hence makes cartographic design and production a suitable
candidate for an expert systems approach. While this view is theoretically possible,
in practice there is considerable interaction between various sub tasks, which
probably accounts for many poor maps in the visual / aesthetic sense.

Table 3.1
Suitability of task for applying expert systems
Rank Task name
1 Source Evaluation
2 Source Selection & Compilation Planning
3 Generalization and Symbolization
4 Feature Selection and Placement
5 Stereo Photogrammetric Plotting
6 Typesetting & Type Placement
7 Geodetic Control Identification
8 Color Separation Proofing
9 Overlay Proofing
10 Analytical Triangulation
11 Mensuration
12 Distribution & Shipping
13 Inventory & Stockage Control
14 Press Printing
15 Engraving (Scribing)
16 Plate Making
17 Negative Preparation
after Granklanoff (1985, p.621)

Further overviews of the application of expert systems in cartography are
also to be found in Forrest (1991 & 1993 - see Appendix G), Mark & Buttenfield
(1988) and Buttenfield & Mackaness (1991).

The emphasis of the remainder of this chapter is on reviewing systems
falling into the first category on Robinson & Jackson's list and generally the middle
class of Buttenfield & Mark's, but before concentrating on map design it is
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worthwhile reviewing some examples from the broader areas of design. Finally a
brief summary of other applications of Al and ES to cartography and mapping is

provided.

Table 3.2

Role of expert system in map design.

GENERALIZATION
SIMPLIFICATION
reduction
selection
reposition
CLASSIFICATION
aggregation
partition
overlay
ENHANCEMENT
interpolation
smoothing
generation
SYMBOLIZATION
encoding strategy
conceptual constraints
situation constraints
PRODUCTION
plotting
layout
displacement
label placement

visual contrast

boxes represent potential
application
XX = represent progress

after Buttenfield & Mark, 1991.

EXPERT SYSTEMS IN COMPUTER AIDED DESIGN

Computer aided design (CAD) systems have been available for some time,
and are now extensively used in many engineering, architectural and similar
applications. These systems rely upon human experts to solve design problems
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based upon experience, specialised knowledge and engineering judgement, using
the computer only for analysis and drawing. Conventional CAD systems are based
upon the assumption that feasible solutions exist to solve design problems, but
this premise does not always apply in real-world design (Jansen & Puttgen, 1987).
Human experts frequently have to deal with problems where all constraints and
objectives of the design cannot be met. Thus, there has been considerable interest
shown in the use of expert systems to enhance the capabilities of CAD systems
(e.g. Begg, 1984, Gero, 1987, Tomiyama & ten Hagen, 1987 a, b).

'‘Design' Expert Systems.

The ‘traditional' role of expert systems has been that of a diagnostic tool.
Authors such as Waterman (1986) have provided detailed descriptions of a wide
range of expert systems, but few of these are related to design or have a design
component. Of those described in the pre 1990s literature as 'design' system, only
DEC's XCON (see chapter 1) appears to have been in continual commercial use.
However, systems such as XCON are perhaps more appropriately called 'selection
by constraint' systems rather than approaching the general concept of ‘design'.
Although there have been several discussions about the use of Al in design for
some years, it is only recently that ES technology has been examined for its
general applicability to design.

Oxman and Gero identify two approaches to the application of expert
systems in the design process: first, 'design synthesis' where the ES is a design
generator; and secondly, 'design diagnosis' where the ES functions as a design
critic to evaluate, criticise and recommend corrections to designs.

In both modes of operation solutions are generated before they are
analyzed and evaluated. ... Both the way in which knowledge is
represented and the way in which it is applied in the inference
mechanism must in design application, recognise the recursive nature
and multiple modes of design paradigms.

(Oxman & Gero, 1987; 4)

They also state that a design which is generated according to rules should
be assessed through models of performance, using some form of performance or
evaluation knowledge. This additional knowledge is used to check the validity of a
system's solution against its knowledge base of performance requirements. While
one can generally see the applicability of this function, it is, however, unlikely that it
can be rigorously applied to the design of maps which are notoriously difficult to
evaluate in any quantitative manner. Any true evaluation of map design must go
beyond assessing the spatial relationship between objects or the calculation of the
amount of information.



55

Where design evaluation can be of considerable practical use is in systems
such as PREDKIT, a system for the design (i.e. the layout of components) of
kitchens (Oxman & Gero, 1987) where there are obvious and generally simple
functional requirements, such as adequate ventilation and light. Despite its
apparent simplicity, PREDKIT, which has under 100 rules of the
object-attribute-value approach, shows that rule based systems can be utilised for
simple design problems. Oxman and Gero do however state that from their
experience simple rule-based knowledge bases are insufficient for more advanced
modelling of design problems and intend supplementing PREDKIT with a frame
based semantic modelling system.

Similarly, a system called ASDEP for designing power plant auxiliary
electrical systems has clear guidelines for evaluating design quality, such as
operational performance, reliability, maintainability, flexibility, expandability and
cost. Interestingly, this system specifically aims to produce good or satisfactory
designs rather than optimum ones (Jansen & Puttgen, 1987).

Yet again the basic functioning of this system is not compatible with the
map design problem. ASDEP works by producing an initial design which conforms
to the lowest cost and minimum reliability model which is then refined to produce a
satisfactory design. An alternative strategy would be to start with a highly reliable
but high cost design and modify it to achieve lower cost while still meeting stated
constraints. The design evaluation in ASDEP is performed by two ‘critics'. The first
ascertains whether the physical constraints imposed on the design are satisfied,
and the second evaluates overall design reliability.

ASDEP uses a simple rule structure and chains rules in the from IF
<antecedent> THEN <action>, although it also incorporates meta-rules to direct the
system. It also incorporates skeletal plans into its knowledge base. Contrary to
most expert systems, ASDEP uses little or no backtracking, progressing in an
orderly fashion from initial designs to detail designs.

As in many other fields the literature on design expert systems has
expanded in recent years and there are now several books on the topic (e.g.
Coyne et al., 1988; Gero, 1987; Pham, 1991; Roseman et al., 1988; ten Hagen &
Tomiyama, 1987; Yoshikawa & Warman, 1987) and three conferences have been
held entitled Artificial Intelligence in Design (in 1991, 92 & 94)2. A wide variety of
application areas have been attempted including aircraft design (Morris, 1985), ship

2 A paper describing the concept of the system developed here was submitted to the first of
these conferences. Despite favourable comment from the referee and encouragement to
publish the paper in the form submitted, the organisers were not interested a paper
concentrating on cartography for the conference.
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design (Akagi, 1991), building design (Newton, 1986), landscape design (Hsu,
1992), fixture design (Nee & Poo, 1991; Pham & de Sam Lazaro, 1991) and design
for assembly of components (Gairola, 1986), although most reports are of
experimental or theoretical systems. Unfortunately, due to the cost of creating
sophisticated expert systems, details of working systems are rarely made freely
available.

Similar to the trends in recent cartographic literature on expert systems,
although to a much greater extent, considerable emphasis has been placed on
formalising the design process in an attempt to derive a "knowledge-based model
of design" and several conferences and books have been devoted to this theme
(e.g. Coyne et al., 1988, Earnshaw, 1987, Yoshikawa & Warman, 1987). This is
based upon a much larger body of literature on the design process than is
available for cartographic design, and is a natural transition from previous attempts
to explain design. Apart from communication theory and a few notable éxceptions
(e.g. Bertin, 1967; Keates 1982), cartographic design literature is generally lacking
in this type of introspection. The aim of these studies is intelligent CAD (ICAD)
systems which act as "intelligent design assistants" (Tomiyama & ten Hagen,
1987a, 1987b).

Interestingly, despite the increase in literature on Expert Systems for design
in general, Architecture, a field which makes substantial use of computer aided
design, appears to have been little influenced by expert systems. Searches of two
architectural bibliographic databases carried out in October 1990 revealed only 27
and 7 references on 'expert systems', of which only 4 and 3 respectively related to
'design'.

It emerges from the literature that most design problems attempted with
expert systems so far have neither the flexibility nor the constraints imposed on
map design. These terms may seem contradictory: the flexibility of map design
refers to the ability to select, simplify and combine information, as well as
considerable flexibility in its symbolisation, whereas the constraints include the
requirement of the geographical rigidity in location of most information and the
need to maintain relationships between many varied types of information.

Thus, while some guidance on general principles may be gained from
examination of expert systems in other fields of design, it seems unlikely that
significant use can be made of their results in developing a cartographic design
expert system. Parallels can however be seen. Several authors suggest that
frames provide the most appropriate knowledge representation method for design
(Cao et al, 1990; Coyne et al., 1988; ludica, 1989; Landsdown, 1988), a conclusion
reached independently for cartographic design both in the present study (see
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Forrest 1992a and Chapter 7), by Wang (Wang, 1992) and by several other
cartographic researchers. Also, in examining the automation of floor plan design,
the aim of which is to "... create two-dimensional layouts based on topological,
geometrical functional and aesthetic constraints”, Coa et al., observe that "Because
of the combinatorially explosive nature of the search problem it is impossible to
search exhaustively for a solution" (1990; 213). Experience has shown that this
applies equally to map design!

One interesting comparison with the general trend in design experts
systems generally and their cartographic counterparts is the intended user. The
concept of ICAD and the 'intelligent assistant' is clearly intended for trained
designers, not untrained users of CAD systems, whereas most cartographic design
expert systems seem to be aimed at the cartographically illiterate user. In this
sense, cartography suffers along with other graphic arts such as typography where
it seems anyone with access to a computer and a desk top publishing package is
an instant typographer! The recent rash of kitchen designer and garden designer
packages at low cost perhaps provides some parallel to the cartographic situation,
but these are specifically intended for 'amateur’ use, not professional or pseudo
professional use. It is unlikely that plans for a home extension produced on one of
the low cost CAD systems by a non qualified person would meet the approval of
the Local Authority Building Control Officer, but no such checks exist on the use of
cartographic products.

EXPERT SYSTEMS FOR COMPUTER AIDED CARTOGRAPHY

If the number of publications using the terms in their title is any indication,
then in the last few years there has been considerable interest shown in the
application of artificial intelligence and expert systems to cartography. Most are
theoretical considerations of what can and might be done, or what can't, and while
a few do report actual working examples, these are all of fairly limited scope or
sophistication. A small number of publications try to deal with the general problem
of map design, or significant portions of it, but more are concerned with specific
aspects of map design and production, such as line simplification, name
placement, or symbol selection.

It is fairly obvious that much of the research has been carried out by people
who have little experience in the design and production of maps, nor indeed do
they appear to have consulted acknowledged cartographic 'experts'. The tendency
has been to rely on a relatively small portion of the cartographic literature, much of
which is theoretical in nature. As Forrest and Pearson (1990) have shown, there is
a large body of literature giving practical advice on map design, and more
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attention should be given to existing maps which solve the problems automation is
attempting to solve.

Systems covering broad areas of design and symbolisation

Perhaps the first reported application of Al and ES to cartography was that
of Poiker, Squirrel and Xie in 1982. Programs that may now be classified as being
expert systems may have been in existence before then, but the terminology does
not appear to have been used in the cartographic literature before this.

The proposed system was termed an 'Intelligent Cartographic System', as it
combined current developments in computer assisted cartography and in artificial
intelligence. The paper sets out a tentative framework for a system that could learn
interactively as the cartographer creates maps, and would attempt to combine the
artistic talents of the cartographer while freeing him from the repetitive work that
computers can perform quickly and accurately. As the system relies on
knowledgeable cartographic input it is clearly not intended for use by non-
cartographers.

Poiker et al., recognised three areas in the production of digital maps: data
input; geometric processing; and map design. These are connected by two
interfaces: the data base and the display file. They briefly mention that some
subset of information will be extracted from the database to form the display file,
but do not expand upon this operation. Their view initially is that the cartographer
will primarily be responsible for presenting the information, having been told what
to select. This leaves a very narrow area of map design to be resolved,

i.e. representation. Later they do address the problem of data selection and
recognise that there must be interaction between data selection and design,
although their view that selection, simplification and classification as aspects of
generalisation are easily solved is rather naive.

What they in effect describe is a system for resolving spatial conflicts when
features overlap due to the scale of the display. All features are initially placed
using their correct co-ordinates. If two features collide (overlap) then one or both
must be moved. The aim is to position all features with the minimum of
displacement to all of them.

Solutions to these problems form the knowledge base. Conflicts are
resolved by three processes: a) Using hierarchies of feature attributes, i.e. more
important features or attributes take precedence. b) Using negotiation protocols in
the form of rules such as 'IF ariver and a road overlap THEN move the road. In this
case move would be a function programmed into the system for these
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eventualities. ¢) By manual intervention, when neither a) nor b) can solve the
conflict. The cartographer has the option at this stage either to solve the problem
directly, or to teach the system a new rule to solve it.

This last option is very important. Initially the system would contain few
rules, only a few of the most important and obvious hierarchies and protocols. The
system will learn from the experience of the cartographer in resolving conflicts as
they arise, although the functions actually performing the solutions would have to
be programmed separately and explicitly.

As with many early writings on ES, this appears to have been a purely
theoretical exercise, with little information given as to how such a system would
have been implemented in practice. The authors were, however, quite narrow in
their expectations of what expert systems might achieve, something not typical of
many early studies.

Muller et al., (1986) developed what appears to be a fairly simple, but
nevertheless operational cartographic expert system for deriving the specifications
for mapping thematic information. However, it is not a complete system, lacking a
fully developed user interface. Also, it does not actually produce maps, it "

... defines the most suitable graphic representation" (Muller et al., 1986; 568), so it
is acknowledged as only covering a small part of traditional cartographic expertise.

Usefully, Muller et al., discuss at some length the background to the
decision making process for executing map design, and find, like others, there are
no universally accepted rules, although some convergence of general principles is
apparent in the literature. They rightly point out that this type of uncertain, non-
numerical knowledge is unsuited to traditional computing methods and that expert
systems are well suited to represent, manipulate and modify cartographic
knowledge.

A major emphasis of Muller et al's study was the development of a formal
model of 'cartographic knowledge' and how to represent this. The model is in the
form of a two level hierarchy of declarative knowledge for on the one hand the
input (i.e. map requirements) and on the other the output (i.e. map specifications).
There are nine categories of input, comprising 40 elements, and 55 output
elements grouped into ten categories, as illustrated in Table 3.3. Generally, but not
in every case, the output elements in each category are mutually exclusive.

The declarative knowledge is represented as a matrix of 40 by 55 cells with
a value between -5 and +5 assigned to each cell, adopting the method used by
Naylor (1983). This value indicates the relatedness of the input type to the output,
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+5 indicating an imperative relationship, -5 an exclusive relationship, and 0
uncertainty or ignorance. Values between 0 and 5 represent degrees of positive
relation and values between 0 and -5 degrees of non-relation.

While this approach is open ended, in that the matrix can be expanded, it
would become extremely unwieldy if developed for the production of more complex
maps. There is also the problem of depicting several phenomena with conflicting
specifications on one map: no solutions are offered for such situations. This
approach is well suited to more restricted problems such as the selection of an
appropriate map projection. Such a scheme was developed in an early phase of
the current project, but not pursued as it was peripheral to the main aims of the
project, and the model was felt to be too simple to expand to the full range of
problems encountered in map design.

The system described by Muller et al., makes decisions by simple arithmetic
sums of the coefficients of the matrix for each output option corresponding to the
active input elements. For each output group the element with the highest score is
selected. If a tie occurs, all of the contenders are displayed, and presumably the
user would select which option to adopt.

In the example cited by Muller, the rule matrix was formed by feeding 40
examples into the system ranging from topographic to statistical maps and from
"large" to "small" scale. (Examples ranged from surveyed property lines to highway
traffic across Canada.) The system, like many other proposed cartographic expert
systems is claimed to be capable of designing any type of map at any scale. As the
criteria for mapping various phenomena changes dramatically with scale, this must
be seen as being an unrealistic objective of such a simple model. After the initial 40
examples were fed into the system to construct the knowledge base, the system
was tested to try and regenerate the examples. Interestingly, none of the 40
examples were given the correct specifications, and only after considerable
modification to the knowledge base (up to 24 iterations) was the system