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ABSTRACT 

Experimentation and Multiphysical Modeling of Bioanalytical Microdevices 

Junyi Shang 

Bioanalytics involves quantitative measurements of complex biological samples that contain 

metabolites, DNA, RNA, and proteins. Efficient sample preparation for downstream analysis and 

sensitive detection of analytes can be achieved via bioanalytical microdevices. Fully realizing the 

potential of these devices requires tool characterization and bioprocess optimization, in addition 

to understanding device physics. Therefore, this thesis introduces multiphysical modeling and 

experimentation of microdevices, with applications to diabetes care and single-cell analysis. 

To understand the physics of viscometric glucose microsensors, this thesis presents a model of 

the sensor, which couples the fluid flow with vibrating diaphragms. The model is used to predict 

the sensor response to glucose via theory of squeeze-film damping and vibrations of pre-stressed 

plate. A first-principle-based model resulting from the theory can be evaluated from the device's 

geometric and material properties, and quantitatively determines the device response to vibrational 

excitations at varying glucose concentrations.  

Next, this thesis introduces a theoretical model for viscometric glucose microsensors that 

employ harmonic microcantilever oscillation in the sensing liquid. The presented model associates 

the unsteady Stokes equation with the motion of a bounded viscous liquid to understand the 

hydrodynamic impact on the cantilever. With a proper consideration of the viscosity and bounded 

geometry of liquid media, the model relaxes the thin-film assumption required for the diaphragm-

based model, enabling an accurate representation of fluid-structure interactions based on 



 

 

fundamental structural vibration and fluid flow equations.  

Next, this thesis presents an experimental exploration of a hydrogel-based affinity microsensor 

for glucose monitoring via dielectric measurements. The microsensor incorporates a synthetic 

hydrogel that is attached to the device surface via in situ polymerization, which eliminates 

mechanical moving parts required in the viscometric glucose sensors. Changes in the dielectric 

properties of the hydrogel when binding reversibly with glucose molecules have been measured 

using a MEMS capacitive transducer to determine the glucose concentration. Experimental results 

demonstrate that in a glucose concentration range of 0–500 mg/dL and with a resolution of 

0.35 mg/dL or better, the microsensor exhibits a repeatable and reversible response, and can 

potentially be useful for continuous glucose monitoring in diabetes care. 

Additionally, this thesis presents a microfluidic preprocessing method that integrates single-

cell picking, lysing, reverse transcription and digital polymerase chain reaction to enable the 

isolation, tracking and gene expression analysis at single-cell level for individual cells. The 

approach utilizes a photocleavable bead-based microfluidic device to synthesize and deliver stable 

complementary DNA for downstream gene expression analysis, thereby allowing chip-based 

integration of multiple reactions and facilitating the minimization of sample loss or contamination.  

Finally, this thesis ends with concluding remarks and directions of future work towards 

continuous glucose monitoring and high-throughput single-cell genetic analysis.
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Chapter 1. Introduction 

 

1.1 Microfluidics and MEMS for Bioanalytics 

Bioanalytics are analytical methods for determination and analysis of biological targets, such 

as proteins, DNA, RNA, and small molecules [1]. These methods have been applied to understand 

fundamental physicochemical mechanisms and processes associated with molecular and cellular 

biophysical phenomena [2]. Bioanalytical techniques and tools that implement such methods are 

widely used for bio-sample preparation and detection, such as chromatography [3], electrophoresis 

[4], mass spectrometry [5] and biosensing [6].  

Micro-Electro-Mechanical Systems (MEMS) are miniaturized devices that integrate both 

mechanical and electrical components, such as actuators and sensors, which are manufactured by 

microfabrication. Over the past two decades, MEMS techniques have been extensively used to 

miniaturize bioanalytical devices. Such miniaturized devices decrease reagent consumption, 

enhance transport and mixing of samples under controlled flow conditions, offer improved 

efficiency and quality of reaction, and utilize the same platform for preparing and detecting 

samples. Derived from integrated circuit (IC) technology, MEMS involves manufacturing 

processes of photolithographing, etching, and deposition, to make desired configurations of 

features. When MEMS-based devices are combined with biological recognition elements, these 

devices can monitor and analyze biochemical reactions with miniaturized sample consumption and 

the capability to respond on short time scales, providing insights for fundamental physiochemical 
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mechanism. For example, MEMS technology has been integrated in microdevices for clinical 

diagnostics [7], therapeutics [8] and rehabilitation assessment [9]. MEMS techniques have also 

been used to fabricate microfluidic systems, which use low volumes of fluids to achieve 

multiplexing, automation and high-throughput screening, enabling less reagents consumption, 

rapid preparation combined with detection, enhancement of sensitivity and reduction in cross-

contamination [10]. These merits of MEMS and microfluidic technologies allow the design and 

fabrication of efficient micro-platforms for analysis of biological molecules, which possesses great 

potential for genome, proteome and metabolome studies. 

 

 

1.2 Applications of Bioanalytical Microdevices 

Bioanalytical microdevices, i.e., MEMS and microfluidic-based miniaturized systems or 

devices suitable for bioanalysis, have been widely used in many applications, such as diabetes care 

and single-cell analysis. 

Diabetes mellitus (DM) is a metabolic disease reflected as abnormal blood sugar levels that 

can cause many complications. There are three major types of diabetes mellitus: Type 1 Diabetes 

is resulted from the pancreas’ failure to produce enough insulin; Type 2 Diabetes is caused by the 

resistance of cells responding to insulin; the third type is gestational diabetes occurs when pregnant 

women develop high blood sugar levels. According to CDC report, by 2015 (Figure 1-1), more 

than 100 million people in the U.S. have diabetes or prediabetes. Among all signs and symptoms 

of diabetes, low blood sugar level is common for both type 1 and type 2 Diabetes, which is acute 
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because it may lead to brain damage or death. Therefore, real-time glucose monitoring is in need 

to continuously track the blood sugar levels of diabetes patients and alarm abnormal low blood 

sugar levels in a timely manner.  

 

Figure 1–1: Age-averaged percentage of adults with diagnosed Diabetes within U.S. by 2015 [11]. 

 

As an important bioanalytical technique, continuous glucose monitoring (CGM) measures 

blood glucose levels throughout the day and night, which helps patients manage their diabetes in 

real time. The different mechanism of glucose detection can categorize various CGM devices, such 

as electrochemical, optical and affinity-based. Commercially available CGM devices rely on 

electrochemical detection of enzymatic reactions. Some of the devices have been approved by 

Food and Drug Administration (FDA), such as Dexcom G6 [12], Abbott FreeStyle Libre [13] and 

Diagnosed Diabetes, Age-Adjusted Percentage, Adults with Diabetes - U.S. States, 2015

Percentage ( Natural Breaks ) 
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Medtronic Guardian [14]. From the perspective of clinical use, the real-time CGM devices have 

proven to be meaningful in reducing the events of hypoglycemia [15]. Furthermore, the use of 

CGM devices improves the quality of life by being cost-effective in long-term projections and 

reducing the fear in hypoglycemia [16]. However, the CGM devices still need to be improved in 

terms of sensor lifetime, accuracy, size, user accessibility and software managements. Another 

important issue with the CGM is the requirement of frequent calibration, which is usually twice a 

day in most of the commercial devices. Reducing the frequency in calibration while maintaining 

the accuracy will be a research focus. 

MEMS and microfluidic technologies offer miniaturization and rapid time responses, and are 

well suited to develop glucose monitoring devices. To date, MEMS has been used extensively in 

developing glucose microsensors based on electrochemical detection and microdialysis. For 

example, electrochemical MEMS glucose sensors [17][18][19] employ microelectrodes 

functionalized with glucose oxidase, i.e., an enzyme to catalyze the oxidation of glucose, while 

MEMS-based microdialysis serves as a minimally-invasive sampling tool, which has been widely 

used to collect glucose in interstitial fluids [20][21][22].  

A MEMS affinity glucose sensor is based on reversible affinity interaction of glucose with 

specific receptor, which can potentially address large drift and insufficient accuracy of using 

electrochemical detection with irreversible and consumptive nature. MEMS affinity glucose 

sensors measure the glucose-induced changes in physical properties of sensing elements, such as 

fluorescence intensity, viscosity or volume [23][24][25]. For example, MEMS sensors have 
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adopted polymers as glucose receptors, detecting the change in viscosity or permittivity of the 

polymer solution as the polymer binds to glucose [26][27][28][29].  

Single-cell analysis provides the approaches to detect, isolate, and analyze individual cells as 

well as rare cells such as circulating tumor cells and cancer stem cells [30][31]. The main focus on 

developing the single-cell tool is improvement of sensitivity and high throughput. The collection 

and isolation of single cells must be effective and efficient to ensure the single-cell samples of 

high quality. Besides, the cell state changes as well as cell survival rate within the tools have been 

considered for the effects upon downstream analysis. Emerging techniques have provided 

approaches to study the biological systems at single-cell resolution and reveal the complex 

response of an organism to various physiological stimuli.  

Single-cell approaches include fluorescent-activated cell sorting (FACS), magnetic-activated 

cell sorting (MACS), laser capture microdissection, patch clamp, and optical tweezer [32]. 

Microfluidics can be combined with these cell manipulation techniques in networks of 

microchannels, providing solutions to isolation, manipulation and isolation of single cells. The 

miniaturization and large surface-to-volume ratio enable higher sensitivity levels for selecting cells 

as well as multiplexing capabilities for high-throughput processing. A variety of cellular 

biomarkers, such as physical properties and immunoassay, have been used for isolating and sorting 

single cells [33]. For example, cells in a microfluidic channel can be sorted based on physical 

properties (e.g., size, light absorption and refractive index) that affect their optical trapping force 

[34]. Besides, antibody-coated microposts have been used to separate target cells with surface 
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markers that bind with the antibody in a specific manner [35]. Additionally, inertial lift forces, 

pressure-field gradient, laminar microvortices, and pressure by aspiration have separated or 

focused cells using hydrodynamic methods with a high-throughput capability [36][37]. 

Single-cell manipulation enables analyses of single-cell gene expression. Gene expression 

analysis is a critical downstream application of cell manipulation. The gene expression regulation 

refers to the mechanisms that induce or repress the expression of a gene. These include physical 

and chemical changes to the genetic material, binding of proteins to specific DNA elements to 

regulate transcription, or mechanisms that modulate translation of mRNA. Gene expression 

analysis can be performed on one of the various levels at which gene expression is regulated, such 

as transcriptional, post-transcriptional, translational, and post-translational protein modification. 

While technologies such as quantitative real time polymerase chain reaction (PCR) assay, DNA 

microarray, flow cytometry-based detection and immunofluorescence have been invented to 

quantitatively probe the gene expression at the different levels, these technologies often require a 

variety amount of starting materials (DNA, RNA or protein) as well as complex procedures that is 

separated from cell isolation and genetic material purification. Microfluidic device is capable of 

combining cell preparation with environmental control for biochemical reaction, which paves a 

way for devices to analyze gene expression based on sorted single cells. For example, microfluidic 

PCR has integrated cell trapper, pneumatic valves and heaters that allows the automation of PCR 

thermal cycling on a microfluidic chip [38]. Microfluidic devices not only reduce sample 

consumption but also enhance the possibility of parallelization by miniaturization, which helps to 
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address the drawbacks of existing technologies for gene expression analysis. For example, the 

analysis of single cells via reverse-transcription PCR is capable of performing qPCR 

measurements of gene expression from hundreds of single cells per run [39]. Single-cell gene 

expression profiling, a method to assay the gene patterns in individual cells, is capable of 

alleviating the complexity of genetic variability caused by heterogeneity and has the potential to 

reveal intracellular molecular mechanisms and pathways. 

 

1.3 Coupled Multiphysical Phenomena in Bioanalytical Microdevices 

Bioanalytical microdevices involve multiple physics (e.g., fluids, structural mechanics, heat 

transfer, electromagnetics, and optics) and their interactions for actuating, sensing, transporting 

reagents and environmental control. For example, MEMS-based devices may require electrostatic 

or magnetic actuation of mechanical moving parts, which can induce elastic deformation of the 

device’s structure. Microfluidic systems use fluid flow to transport biochemical reagents and target 

analytes for reaction, in which heat transfer may determine the reaction quality and efficiency [40, 

41].  

To investigate and understand underlying mechanisms of these events, various coupling 

models have been built and adopted in the parametric studies and simulations of bioanalytical 

microdevices, such as fluid-structure coupling and electric field-structure coupling.  

Fluid-structure coupling describes the interaction between a movable or deformable structure 

with an internal or surrounding fluid flow. The fluid flow around the solid structure would have 
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an impact on the deformation or motion of the structure while the structure in turn will influence 

the fluid flow on the pressure field via dynamic boundaries. Inclusion of the coupling of fluid flow 

and structural motion is found to be challenging due to the difficulties of capturing the dynamic 

nature of fluid-structure coupling. Physical properties of the structure such as volume, shape, and 

deformability need to be taken into consideration. This also requires that the fluid-structure 

interface be tracked and the effect of the structure on the fluid be represented, which is being 

enabled by advances in computational treatments of fluid-structure coupling [42, 43]. In addition, 

harmonic response analyses, which determine the steady-state response of a dynamic system, are 

also available for solving dynamic problems of fluid-structure interaction, assuming applied loads 

on the components of the system vary harmonically with time. 

Modeling of electric field-structure coupling is commonly applied to analyze static 

deformation of microstructures subjected to electrostatic loads, dynamic response and 

optimization of electrostatic loads on microstructures, and fluid damping effect in electrostatic-

driven systems [44]. When an electric potential difference is applied between a suspended 

microstructure and the substrate of a device, the electric force will attract the structure toward the 

substrate while the elastic restoring force of the structure will act in an opposite direction. In statics, 

the elastic restoring force and the electrostatic force are kept in an equilibrium state. However, the 

deformation of the structure will alter the charge distribution on its surface, which will cause the 

redistribution of the electric field until the system achieves a new equilibrium state. In addition to 

addressing the coupling between the electric field and structure, the stability of the coupled system 
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needs to be taken into consideration. While the elastic force is proportional to the deformation of 

the structure, the electric force increases nonlinearly with the structural deformation. This will 

induce instability of the system after the electric force applied on the structure exceeds a critical 

value. Therefore, the nonlinearity of the structural deformation and electrostatic force as well as 

instability problems have raised the challenges for modeling the electric field-structure coupling.  

 

1.4 Contributions and Significance of This Thesis 

Focusing on glucose monitoring and single-cell analysis of individual cells, two of the most 

important applications of bioanalytics, this thesis has explored experimentation and multiphysical 

modeling of bioanalytical microdevices to address existing challenges for continuous glucose 

monitoring and single-cell analysis, demonstrating the utility and potential of the microdevices.  

Diaphragm-based viscometric glucose sensors and microcantilever-based viscometric 

glucose sensors have been previously developed [27, 29, 45, 46]. However, there has been no 

fundamental study yet that provides understanding the complex fluid-structure interactions in these 

microdevices. Therefore, in this thesis, a fluid-structure-interaction model has been developed to 

efficient and accurate quantitative determination of dynamic characteristics of the diaphragm-

based viscometric glucose sensor. This model considers both the dissipative effects in the fluid 

and the effect of confinement on the flow. The model also considers in-plane forces on constrained 

thin film structure and is therefore capable of predicting the dynamic behavior of vibrational 

microstructure in viscous bounded fluids.  
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We also develop a model of the microcantilever-based viscometric glucose sensor enabling 

the prediction of the dynamic behavior of the sensor, providing detailed insight into the sensor 

characteristics based on the geometric and material properties. This work differentiates from the 

diaphragm model by relaxing the thin-film assumption and applying the model of unsteady stokes 

flow to analyze a harmonic flow field. By considering the surface stress, this model can be 

generalized to cases where the microcantilever-based sensors are used for biochemical sensing via 

surface binding. Additionally, the dynamic response of the cantilever under thermal excitation was 

investigated, which allows the extension of the model to assess the effect of thermal noise at 

various excitation frequencies and flow conditions.  

In addition to vibrational glucose sensors that measure the glucose-induced changes in 

viscosity via diaphragm or cantilever, we conduct exploratory study on a hydrogel-based glucose 

sensor. The glucose sensor measures glucose concentrations via the dielectric response of a 

synthetic hydrogel embedded in a capacitive transducer. The hydrogel is directly immobilized onto 

the surface of the transducer via in situ polymerization and will be stable over time, allowing the 

device to eliminate the use of a semipermeable membrane that are otherwise required to hold the 

glucose-sensitive material, and potentially offer improved tolerance to biofouling during 

implanted operation.  

In the second part of this thesis, we investigate gene expression of single cells with a 

microfluidic-integrated preprocessing platform. Previous work and existing systems would not 

allow tracking the identity of an individual cell as well as not allow a timely handling of the cells 
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after irradiation. Therefore, to address these limitations, thereby enabling the study of microbeam-

irradiated single cells and bystander effects, our approach has incorporated a single-cell capillary 

picker to introduce single cells into a microfluidic gene-expression preprocessing chip. The chip 

enables synthesizing and delivering stable cDNA for downstream gene expression analysis.  

 

1.5 Organization of the Thesis 

In this thesis, we focus on the development of key technologies for experimentation and 

multiphysical modeling of bioanalytical microdevices. Following this introduction, Chapter 2 of 

this thesis presents an accurate and efficient approach to simulations in confined geometry for the 

diaphragm-based viscometric glucose sensor. Chapter 3 presents a model of the microcantilever-

based viscometric glucose sensor. The model uses unsteady stokes flow to analyze a harmonic 

flow field, which relaxes the thin-film assumption in the model of Chapter 2. As a complementary 

alternative to vibrational glucose sensor and an exploratory study on dielectric glucose detection, 

Chapter 4 presents a dielectric glucose sensor, which uses a synthetic hydrogel to recognize 

glucose molecules via affinity binding. In Chapter 5, we introduce another application in 

bioanalytics, which is single-cell analysis for individual cells. This chapter explores a microfluidic 

integrated approach for characterizing variability in gene expressions of single cells. This thesis 

will conclude with a summary and a discussion of future work in Chapter 6. 
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Chapter 2. Understanding Viscometric Glucose Sensing: Diaphragms 

Vibrating in Fluids 

 

Viscometric glucose microsensors have been developed previously in our laboratory, which 

measure glucose-dependent viscosities of sensing fluids via the frequency response of vibrating 

diaphragms [45] or vibrating microcantilevers [27, 46]. While the viscometric microsensors have 

demonstrated the potential for continuous glucose monitoring, there is a pressing need of 

theoretical studies to understand the dynamics of the sensors involving coupled structural vibration 

and fluid flow. This chapter presents a model for accurate and efficient simulations of the 

diaphragm-based viscometric glucose sensor. In the model, the fluid-structure coupling between 

the diaphragm and the sensing fluid in the glucose sensor is presented via the theory of squeeze-

film damping and vibrations of pre-stressed diaphragms. The resulting first-principle-based model 

can be evaluated from the device's geometric and material properties, and quantitatively determine 

the device response to vibrational excitations at varying glucose concentrations.  

 

2.1 Introduction 

Coupling dynamics of viscous flow and structural vibration is a signature of many micro- and 

nanoscale devices such as microelectromechanical systems (MEMS) and the atomic force 

microscopy (AFM) instruments. Fluid dynamics strongly influences the motion of microscopic 

components immersed in a fluid. Conversely, the motion of solid components can generate 

oscillating viscous flow that impacts the fluid dynamics. These fluid-structure interaction (FSI) 
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phenomena fundamentally determine the behavior, of micro- and nanoscale devices in applications 

such as sensing, actuating and energy harvesting [47, 48] [49]. To explain this physics, various 

numerical and theoretical models have been developed that account for the effect of confined fluid 

flow surrounding vibrational microstructure; models exist for flexural, torsional and extensional 

vibrational beams and plates as those used in the AFM, microfluidics and MEMS [50-52]. 

One commonly applied numerical scheme for simulating fluid flow with moving solid is the 

Arbitrary Lagrangian-Eulerian (ALE) method. The ALE approach uses a body-fitted 

computational mesh structure that conforms to boundaries at all times that is limited by frequent 

remeshing in order to prevent the distortion of mesh and ensure accuracy [53]. Such remeshing 

procedure is computationally expensive making ALE unsuitable for complex three-dimensional 

problems [54]. In contrast, analytical models allow obtaining the physical insight in a 

computational efficient manner. The analytical model using hydrodynamic function has been 

applied to analyze the frequent response of the vibrational rectangular beam [55]. This model 

calculates the hydrodynamic load on the infinitely long rigid beam of identical cross section via a 

complex-valued function called the hydrodynamic function, which is found by solving the Fourier-

transformed Stokes equation. However, the hydrodynamic function approach is often limited to 

studying simple structures with infinite length as well as the fluid unbounded in space. While a 

number of theoretical studies have been carried out on the fluid structure interaction in unbounded 

flows, an analytical model capable of predicting the structural dynamic response in highly confined 

viscous flows that is essential to micro and nano scale applications has hitherto remained elusive. 
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Recently, we note that a theoretical study of vibrational cantilever beam in a bounded fluid domain 

has appeared on the literature [56]. However, the model presented in the literature considers an 

inviscid flow in a bounded geometry, and therefore cannot be used to give predictions of 

hydrodynamic dissipation effects required for applications involving viscous liquid.  

In this chapter, we present a model that accounts for both the dissipative effects in the fluid 

and the effect of confinement on the flow. The model also considers in-plane forces on constrained 

thin film structure as intrinsic stress often develops in films during deposition or growth in 

micro/nano fabrication and is therefore capable of predicting the dynamic behavior of vibrational 

microstructure in viscous bounded fluids. Using the present model, the dynamic response of the 

viscometric sensor is determined in a priori manner from the material and geometric properties of 

the sensor as well as the properties of fluids. Finally, we present a comparison and assessment of 

the present model with detailed experimental results, finding that the model reveals the general 

trend in the experimentally observed glucose sensor characteristics with nominal material 

properties. Thus, the model enables efficient and accurate quantitative determination of dynamic 

characteristics of viscometric affinity glucose sensor and can be extended to other MEMS and 

microscopic devices involving complex fluid structure interaction.   

 

 

 

 

2.2 Fluid-Structure Interaction Model 
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Figure 2–1: Schematic of a diaphragm-based viscometric glucose sensor. 

 

The model represents a MEMS viscometric affinity glucose sensor that has been demonstrated 

experimentally to be capable of continuous glucose monitoring, based on the dependence of the 

viscosity of a boronic acid-derivatized polymer solution on the concentration of glucose present in 

the solution [45]. In the model (Figure 2-1), the liquid (i.e., the polymer solution) is contained in 

a rectangular microchamber. The chamber’s upper wall is a compliant, semi-permeable membrane, 

and its lower wall consists of a rigid, rectangular ring-shaped surface enclosing a compliant 

diaphragm. The diaphragm, free freestanding over an air-containing gap, is integrated with 

permalloy thin-film strips and vibrates under magnetic actuation. The deflection of the diaphragm 

is measured via a capacitive sensor formed between an electrode embedded in the diaphragm and 

a second electrode at the bottom of the air gap. Glucose molecules permeate into and out of the 

microchamber through the semipermeable membrane, thereby changing the viscosity of the liquid 

and hence the damping on the diaphragm vibration.  

During operation of the device, the diaphragm vibrates under the driving force applied by an 
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external magnetic field on the permalloy strips. The diaphragm induces flow of the liquid, and this 

fluid flow will in turn change the hydrodynamic force on the diaphragm and influencing the 

vibration. Additionally, the fluid flow also causes the semi-permeable membrane, which is 

compliant, to vibrate, and the membrane vibration impacts the flow as well. We describe a 

representation and solution of the problem for the glucose sensor model in Figure 2-1, while noting 

that the general approach can be validly extended to other devices involving coupled structural 

motion and confined-geometry fluid flow. 

 

Diaphragm and Semi-Permeable Membrane Vibrations 

The diaphragm and semipermeable membrane are each modeled as a thin plate with uniform 

thickness. The plate is assumed to be made of a homogeneous, isotropic and linearly elastic 

material. The deflection of the plate is assumed to be small compared to the plate thickness. The 

pre-existing in-plane stress is assumed to be uniformly tensile and does not vary with either 

orientation or position.  

The deflection, denoted w, of the plate at a point (x, y) at time t under a distributed lateral load 

p is governed by: 

2

2
,    with 0 an   d 0

w

n

w
Lw p w

t






 




 


                 (1) 

where the linear operator L is defined by 
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2 2 2 2 2 2 2 2

2 2 2 2 2 2
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2        

w w w
Lw D D D

x y x yx x y y

w w w w w
D D D N

x y x yx y y x x y
  

          
       

           

              
           

               

       (2) 

with 3 / [12(1 )]D Eh    the flexural modulus of the plate. In these equations, ρ, E and ν are 

respectively the density, Young’s modulus and Poisson’s ratio of the plate. In addition, N is the 

tensile force per unit length of the plate, while n is the outward pointing normal to the boundary 

(denoted Γ), respectively.  

To solve Eq. (1) for the forced plate vibration, consider the homogenous problem of unforced 

vibration of the plate: 
2

2
0

w
Lw

t



 


, subject to the same boundary conditions. Assuming a 

harmonic solution of the form w = Φ(x,y)eiωt yields the following characteristic equation:           

 2 ,    with  0 0 and 0 L
n







     


                    (3) 

Solving for nontrivial solutions of this equation yields the natural frequencies, ωi  and the 

associated modal functions, Φi(x, y), where i = 1, 2, 3, … The solution to the forced vibration 

problem, Eq. (1), can then be written as: 

 
1

( , ) ( )
j

j jw x y q t




                             (4) 

where qi is the magnitude of the ith vibration mode. Substituting this expression into Eq. (1), 

multiplying both sides of the resulting equation by the modal function Φi (i = 1, 2, 3, …), and 

integrating over the plate region (A) yields    
1

A A A
j

i j j i j j idA q L dA q p dA




            

It can be shown that the modal functions are orthogonal:  

 2,    and   i j i i
A A

ij i j i ijdA m L dA m                          (5) 

where 2

ii
A

dm A  . Using appropriate scaling to normalize each of the modal functions, we can 
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further obtain 
A

im m dA   where m is the mass of the plate. Thus, the plate vibration can be 

formulated in terms of the modal magnitudes, qn: 

 2

i i i i
A

mq m q p dA                                  (6) 

The formulation given by Eqs. (1)-(6) is used to describe the vibrations of both the diaphragm 

(with deflection wD) and the semipermeable membrane (with deflection wM). We will also denote 

all other quantities associated with the diaphragm deflection by the superscript ‘D’, and those 

associated with the semipermeable membrane deflection by the superscript ‘M’. Thus, by formally 

adding the superscript ‘D’ or “M” as appropriate, Eqs. (1)-(6) provide a complete formulation for 

determining the vibrations of the diaphragm and semipermeable membrane, respectively. 

 

 Flow of Liquid 

We first introduce a number of characteristic parameters that are constants providing the 

orders of magnitude of the relevant physical parameters in the glucose microsensor model. First, 

the characteristic frequency, ωc, and the characteristic deflection, δc, are constants giving the orders 

of magnitude of the vibration frequency and diaphragm or membrane deflection, respectively. This 

allows the characteristic flow velocities to be determined to be uzc  = ωc δc in the z-direction, and  

uxc = uyc = uzc (L/h0) in the x- and y-directions, where L is the lateral characteristic dimension of the 

device chamber. Additionally, the characteristic pressure is given by 2 3

c c c 0/p L h  .  

Next, the order of magnitude of the force on the diaphragm from air flow and liquid flow is 

estimated. The shear stress from the liquid and the air on the diaphragm each has the order of 
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magnitude ~
xcu h , so that we compare the order of magnitude of the pressure with that of the 

shear stress on the diaphragm from the liquid and the air: p/τ ~ L/h0 >> 1. Thus, the shear stress 

can be neglected and pressure is dominant in the forces on the diaphragm from the liquid flow and 

the air flow. The pressure in the liquid film (~ 2 3

c c 0/L h  ) is one order of magnitude greater than 

that of the air film (~ 2 3

a c c a 1/L h   ). Therefore, force from air flow on the diaphragm can be 

neglected in this study.  

The characteristic flow rate through the semipermeable membrane is defined as Qc = Pc/(rAm), 

where Pc is the characteristic actuation pressure, r is the flow resistance per unit area of membrane 

and Am is the area of membrane, which allows the determination of the characteristic flow velocity 

through the membrane: uc = Qc/ εA, where A is the area of the semipermeable membrane and ε is 

the porosity of the membrane. It is assumed that uc << ωc δc, so that bulk flow through semi-

permeable membrane is negligible.  

Next, we assume the stress relaxation time of the polymer solution (defined as the time 

required for the stress applied on the polymer to decay to 1/e =36.8% of its initial value [57]) τ→

0, thus neglecting the viscoelasticity of the polymer solution and considering the solution as a 

Newtonian fluid.  

The liquid confined between the semipermeable membrane and the diaphragm is modeled by 

the lubrication theory. Since |wM – wD| << h0 and |wD| << h1, the pressure in the liquid chamber P|z 

= h can be linearized. The pressure variation across the liquid chamber and across the air containing 

gap is considered to be negligibly small. Next, define an out-of-plane Reynolds number Rz = 
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ρ0uzch0/µ0 (~0.01) and an in-plane Reynolds number Rx = (ρ0uxch0/µ0)(h0/L) = Rz. these Reynolds 

numbers are of order h0/L (~0.1) or smaller, inertial effects in the flow can be ignored when 

compared with viscous and pressure effects. Subject to these conditions, the classical Reynolds 

equation of lubrication theory [58] adequately describes the hydrodynamics of the fluid film in the 

liquid chamber: 

 3( ) 12 ,    with   0h
n

p
p

h



 


                          (7) 

Define a characteristic fluid film thickness hc, where hc = h0 for the liquid film 

3

2

12

c
h

p h

  , with 0

p

n 





                         (8)                                            

The fluid film pressure p can also be normalized using /
c

p p p , where 
c

p  is the 

characteristic pressure given in the beginning of this subsection. Thus, equation (8) becomes: 

 
3

2

12

c c
h p

p h

  , with 0

p

n 





                        (9)                     

For the fluid film in the liquid chamber, h=h0 + (wM – wD). Therefore, the time rate of fluid 

film thickness change is h = M M D D

1 1

( , ) ( ) ( , ) ( )i i j j

i j

x y q t x y q t
 

 

    for the liquid film. 

Substituting h  into Eq. (9) and by the principle of superposition, pressure in the liquid film 

p can be expressed as: 

M M D Dc c

c c

( , ) ( ) ( , ) ( )k k j j

p p
p x y q t x y q t 

 

   
    

   
                 (10)                          

where the dimensionless functions D  and M  are determined from the modal shapes of the 

vibrating diaphragm and semi-permeable membrane by: 
3

2 D D0 c

c12 j j

h p



    and 

3

2 M M0 c

c12 k k

h p



   , 

respectively. 
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Forces on the Membrane and Diaphragm 

Associated with the pressure distributed in the liquid chamber, the hydrodynamic pressure on 

the semipermeable membrane can be expressed as 

M M M D Dc c

c c

( , ) ( ) ( , ) ( )
k jk j

p p
p p x y q t x y q t 

 

   
     

   
  . 

Forces on the semipermeable membrane can thus be evaluated as: 

M M M M M M D D M M M M D D Mc c c

c c c

( )i k k i j j i k k i j j iF p dA q q dA q dA q dA
p p p

   
  

     
              

     
      . 

Let M MD

ij ji dA   , M M

ik ki dA   , equation (6) that accounts for the vibration of the semi-

permeable membrane becomes 

M 2 M Dc c

M M

c c

M( ) 0i i i i ik ij jk

p p
m qqq q  

 
                        (11)                                    

The pressure on the diaphragm is given by pD = pext−p = pext− D D M Mc

c

( )j j k k

p
q q 


  . 

Consequently, the force on the actuated diaphragm is 

D D D D

D D D D D D M D Mc c

ext

c c

i i j i j k i k
A A A A

p p
p dA p dA q dA q dA 

 
            

Let 
D

D DD

ij
A

i j dA    and D M

Dik i k
A

dA   . Substituting the expression of the force on 

diaphragm into equation (6) yields 

D 2 D D M Dc c

ext

c c

( )
Di i i i ij j ik k i

A

p p
m q q q q p dA  

 
                       (12)                          

 

Steady-State Vibrations 

The governing equations for the vibrating systems are a system of differential equations that 

can be expressed in a matrix form of Eqs. (11) and (12). The component of the electromagnetic 
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force normal to the diaphragm is 
0

j tF F e  = B2A/(2μ0)
j te  , where B is the amplitude of the 

magnetic field normal to the diaphragm exerted by a solenoid,  A is the solenoid’s cross-sectional 

area and μ0 is the permeability of space. This Under the harmonic excitation
0

j tF F e  , the steady 

state response of the system is u=|U|e-jφejωt, where |U|e-jφ is the complex amplitude with the 

amplitude (|U|) and phase shift (φ) of the dynamic system. It follows that we can calculate U=|U|e-

jφ = (K-ω2M-jωC)-1F0 by defining  
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 
 

 

 

2.3 Results and Discussion 

In this section, the model is validated with experimental data obtained from an affinity glucose 

sensor [45]. The affinity glucose sensor measured the glucose concentration in a physiologically 

relevant range (30- 360 mg/dL). When the sensor was under the excitation of a harmonically time-

varying magnetic field, the steady-state amplitude and phase of the diaphragm vibration as a 

function of the excitation frequency was obtained in terms of the output voltage of a measurement 

circuit. The sensor had an actuated diaphragm with dimensions of 400 × 200 × 6 μm3, and the 

semi-permeable membrane has dimensions of 5 mm × 5 mm × 20 μm3. Moreover, the Young’s 

modulus, Poisson’s ratio and density for the semi-permeable membrane (cellulose acetate) are E 

= 4 GPa, ν = 0.39 and ρ = 1300 kg/m3, and for the vibrational diaphragm (Parylene) are E = 4 MPa, 

ν = 0.4 and ρ = 1289 kg/m3, respectively. We start by solving the characteristic Eq. (3), the modal 

shape of actuated diaphragm ΦD and the modal shape of the semi-permeable membrane ΦM were 

obtained in term of in-plane force N. Substituting ΦD and ΦM, Poisson’s equations were solved 

with finite difference method using MATLAB for ζ and η in terms of h0, which are normalized 

pressure in the squeezed fluid film associated with the moving diaphragm and the semi-permeable 

membrane. Subsequently, calculating the coefficients αij, βij, σij and τij using the modal shapes and 

the normalized pressure yields components of the damping coefficients. 
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In the experiments, it was difficult to precisely determine the values of the in-plane forces N, 

the magnetic flux intensity B and the height of the liquid chamber h0. Hence, these parameters are 

allowed to vary such that the theoretical solutions are the best fit for the experimental data. Here, 

recall that the steady state response of the actuated diaphragm U = Aeiφ = (K-ω2M-jωC)-1F0, we 

can obtain the deflection of the diaphragm 2 1

0 0 0

1

( , )[( ) ]
n

i k i i k

k

y x y K M j C F  



    , where
0 0( , )k x y is 

the modal shape at the midpoint 
0 0( , )x y  of the diaphragm. Fitting the model to the experimental 

data for the 30 mg/dL glucose concentration yielded B = 0.01 T, which is consistent with practical 

values (0.01 – 0.5 T) generated by a similar solenoid (400 turns of a 250-μm-diameter copper wire 

on a plastic core), h0 = 543 μm, which is less than a 10% deviation from the nominal design value 

and N = 270 N/m, which corresponds to a 45-MPa in-plane stress that is in the range of 21- 50 

MPa reported for Parylene [59]. The model can also be fitted to the experimental data obtained at 

other glucose concentrations. The value of B is consistently estimated to be almost constant at 0.01 

T, with variations less than 1.2%. In addition, as the glucose concentration varies from 30 to 210 

mg/dL, the estimated in-plane force N changes only by 0.7% while variations of the height of the 

liquid chamber are within 5%. Figure 2-2 shows least square fits of the model to the experimental 

data at 30, 90 and 210 mg/dL. As can be seen from the figure, the model agrees with the 

experimental data well, considering the model must fit two sets of experimental data (Asinφ and 

Acosφ) with a single set of parameter estimates.  
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Figure 2–2: The model (solid lines) compared to experimentally determined (cross symbol) complex 

amplitude {Asinφ, Acosφ} of the viscometric sensor output at a glucose concentration of (a) 30 mg/dL, (b) 

90 mg/dL and (c) 210 mg/dL. 
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Figure 2–3: The first six modal shapes of the diaphragm. 
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Figure 2–4: The first six modal shapes of the semi-permeable membrane. 

 

Using the above-determined values of B, N and h0, the modal shapes of the diaphragm and the 

semi-permeable membrane are respectively obtained (Figures 2-3 and 2-4). Zero displacements at 

all boundaries are observed in the modal shapes for both the diaphragm and the membrane, which 

implies clamped boundaries of plates. It is also noted that there is an increase in the number of 

peaks in the modal shapes as the order of vibration mode increases.  
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Figure 2–5: Vibrational amplitude of the actuated diaphragm with various pretensions (N = 270, 216 and 

162 N/m) in 30 mg/dL glucose solution. 

 

Varying the in-plane stress of the actuated diaphragm may be proved to change the glucose 

sensor’s dynamic response. At a glucose concentration of 30 mg/dL, a series of curves for the 

frequency response of the sensor are shown in Figure 2-5, given material properties used in 

validating the experimental data. The pretension of the diaphragm is varied between 270 N/m and 

162 N/m, which corresponds to an in-plane stress between 45 MPa and 27 MPa that is within the 

range of values reported for Parylene [59]. It is evident that reducing the in-plane stress of the 

diaphragm from 270 N/m to 162 N/m would cause a left shift of the excitation frequency, at which 

the deflection of the diaphragm reaches its peak value. This imply the resonance of the diaphragm 

with smaller pretension requires a lower frequency or energy to excite. In contrast, increased 

pretension would increase the resonant frequency.  

It is also interesting to learn the impact of tuning device’s geometric properties on the 

frequency-dependent dynamics of the actuated diaphragm. Following study focuses on the 
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deflection (normalized by the characteristic deflection δc) of the actuated diaphragm as a function 

of actuation frequency, varying the height of the liquid chamber h0. The results in Figure 2-6 (a) 

show that, the deflection of the diaphragm increases as the height of the liquid chamber h0 increases 

from 500 to 600 μm, as a hike in the thickness of the fluid film decreases effect of hydrodynamic 

damping. Meanwhile, it is also interesting to note that the curves representing deflection |U|cosφ/δc 

in Figure 2-6 (b) intersect at an excitation frequency f/fc = 1.18, at which the phase angle φ is close 

to 90̊, which suggests the natural frequency of the diaphragm is around 1180 Hz.  

 

Figure 2–6: Frequency dependence of the diaphragm deflection on the height h of the liquid chamber 

(diaphragm pretension N = 270 N/m).  

 

As viscometric glucose sensing is based on variations in viscous damping of different polymer-

glucose solutions on the vibration of the actuated diaphragm, the damping ratio is estimated to 

measure of how the dynamic response of sensor decays along with the varying viscosity. As the 

damping matrix C of the coupled system is non-diagonal, it becomes difficult to estimate the 

damping ratio for the actuated diaphragm. Here, Rayleigh damping is assumed that the viscous 
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damping is proportional to a linear combination of stiffness and mass, i.e., C = a0M+a1K. By 

equating the diagonal entries of a0M+a1K to the eigenvalue of C, the coefficients a0 and a1 can be 

determined and are used for calculating the damping ratio represented by 0

1

1
( )

2
i

i

a
a


 , where 

i  

is the i-th natural frequency of the actuated diaphragm. The damping ratio in 5% PAA-ran-

PAAPBA polymer solution evaluated by the model increases from 0.34 (without glucose) to 0.46 

as the glucose concentration varies from 0 to 210 mg/dL (Figure 2-7). This is consistent with the 

increased viscosity of the polymer-glucose solution at elevated glucose concentrations.  

 

Figure 2–7: Damping ratio obtained by fitting the model to experimental data at varying glucose 

concentrations.  

 

2.4 Conclusions 

This chapter presents a simulation study of the interactions between structural vibrations and 

highly confined flow in a MEMS diaphragm-based viscometric affinity glucose sensor. Vibrations 

of the diaphragm and the semi-permeable membrane in the device are described by those of 
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prestressed plates, and the fluid flow in the confined geometry of the device chamber is described 

using lubrication theory. Coupling between the vibrations and fluid flow is accounted by 

calculating forces from structural vibrations on the fluid flow as well as those from fluid flow on 

the vibrations. The resulting model can be evaluated directly by solving differential equations with 

the device’s geometric and materials properties. We have used the model to conduct a parametric 

study of the impact of the geometry of the device on its dynamic characteristics. Results show that 

the deflection of the Parylene diaphragm at the resonance frequency decreases with the height of 

liquid chamber due to increased squeeze-film damping effects. Results from simulation have been 

found to correctly reveal the trend in the experimentally observed device response. Thus, this 

simulation approach enables efficient and accurate quantitative determination of the viscometric 

affinity glucose sensor, and can be extended to other MEMS devices involving fluid-structure 

interactions. 
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Chapter 3. Understanding Viscometric Glucose Sensing: Cantilevers 

Vibrating in Fluids 

 

 This chapter presents a theoretical study of microcantilever-based viscometric glucose 

sensors [27] [46]. This work differentiates from the diaphragm model by relaxing the thin-film 

assumption and applying the model of unsteady stokes flow to analyze a harmonic flow field. The 

structural vibration of the cantilever is coupled with the flow via satisfying dynamic and 

kinematics boundary conditions at the cantilever beam-liquid interface. Subsequently, the model 

is exploited to parametrically study the device’s dynamic characteristics from the geometric and 

material properties of the viscometric glucose sensor. Additionally, the impact of the surface stress 

on the cantilever dynamics is evaluated as well as the dynamic response of the cantilever under 

thermal excitation. 

 

3.1 Introduction 

Microcantilevers in dynamic mode have a wide range of applications in sensors and actuators. 

For example, they can be used for flow sensing [60], pH measurement [61], stress sensing [62], 

detection of target analytes [63], and scanning probe microscopy [64]. Challenges from 

characterization of a microcantilever immersed in a fluid. Many of these applications are 

conducted in aqueous environment, which involves coupled structural vibration and liquid flow. 

For example, we have previously reported a microcantilever-based affinity glucose sensor that 

detects the glucose molecules in a polymer solution. In this sensor, the dynamic response of the 
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microcantilever is strongly dependent on the viscosity of the polymer solution, which varies with 

the concentration of glucose [27]. In addition to the liquid surrounding the microcantilever, the 

presence of a solid boundary confining the liquid is another factor that can significantly affect the 

frequency response of the cantilever sensor. Realizing that the sensing system is relying upon the 

change in response of the cantilever due to the change in the aqueous environment, it is therefore 

important to conduct a fundamental analysis understanding the dynamics of a cantilever, or arrays 

of cantilevers, in a viscous bounded liquid.  

Analysis of the dynamic response of a cantilever in the absence of fluid can be obtained using 

simple analytical techniques [65]. Calculation of cantilever in unbounded liquid. In contrast, 

calculation of the frequency response of a cantilever immersed in a fluid is of great challenge, 

which have been the subject of numerous theoretical and numerical investigations. For example, 

Sader presented a theoretical analysis of the frequency response of a cantilever immersed in an 

unbounded viscous fluid, in which a transfer function was formulated to calculate the 

hydrodynamic load from the deflection of the cantilever [55]. Sader’s formulation has been 

subsequently used to study the torsional frequency response [66], influence of mode orders on the 

frequency response [67] as well as stochastic response [68], of a cantilever immersed in a viscous 

fluid. Calculation of cantilever in liquid with infinite boundary. As many of practical applications 

for microcantilevers require a geometry to confine the liquid, or at least with the presence of a 

solid wall, Green et al., presented a boundary integral formulation that considers the effect of a 

nearby surface on the dynamic response of a cantilever immersed in a viscous liquid. However, 
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Green’s formulation, which is particularly useful for calculating the hydrodynamic loading on a 

cantilever beam near a solid surface, assumes that the surface near which the cantilever is 

oscillating is infinite [69]. Therefore, this model is not directly applicable to the case in which we 

are interested in, namely a microcantilever sensor confined with a viscous liquid.  

To address fluid-structure interactions in a finite body of viscous liquid, we have previously 

reported a model of a thin plate vibrating in the confined fluid. Using the squeeze-film damping 

model, we assumed a thin film of fluid between a confined geometry and calculated the dynamic 

response of the vibrating plate. In this work, we present a viscous flow-microcantilever interaction 

model that is derived from the Navier-Stokes equation and Euler-Bernoulli beam theory. This 

model allows efficient simulations of harmonic vibrations of a microcantilever in a viscous flow 

that is not limited to a thin film flow. A two-way fluid-structure interaction has been realized that 

effectively captures impact of the fluid flow on the cantilever vibration and fluctuation of 

cantilever-induced liquid flow. The model also enables simulation of harmonic vibration of a 

microcantilever that is interacted with biomolecules in a liquid. Additionally, the model is 

applicable to simulations of a microcantilever’s thermally driven motion, which can potentially be 

used in determining cantilever stiffness for Atomic Force Microscope measurements. Applying 

the model correctly reveals the trend in the experimentally observed microcantilever-based device 

responses, demonstrating the model’s utility as an efficient tool for simulating viscous flow-

microcantilever interaction. Examining the dynamic response of the cantilever under thermal 

excitation has found that the thermal noise does not change monotonically with Reynolds number 
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and the variation of the noise is strongly dependent on the intensity of viscous dissipation, which 

will be of significant practical value to precise measurements. 

 

3.2 Model for Interactions between Cantilever Motion and Viscous Flow 

A theoretical formalism to investigate the dynamic behavior of microcantilever under isotropic 

in-plane stress loads and hydrodynamic loads is schematically presented; see Figure 3-1. The 

microcantilever can be characterized by its material properties (Young’s modulus E, Poisson’s ratio 

υ and density ρ) and dimensions (length l, width b and thickness h). The distances from the 

cantilever to bottom and top walls (h1 and h2) are given for evaluation of the boundary effect on 

the microcantilever’s dynamic behavior. Adopting a 2D domain, we assume that the deflection of 

the microcantilever is much smaller than any length scale in the beam geometry, and define the 

wall boundaries Гw, cantilever-fluid interface Гc as well as fluid-fluid interface ГF-F.  

 

 

Figure 3–1: (a) Schematic illustration showing the dimension of a rectangular cantilever. (b) 2D domain 

indicating the boundary and interface of the model. 

 

(a) (b)
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The Structural Vibration of the Cantilever Beam 

We begin with the governing equation for the dynamic deflection function w(x, t) of the 

microcantilever at the presence of hydrodynamic stress 

2 4 2

2 4 2 h

w w w
m EI N G b

t x x


  
   

  
                          (1) 

where E is Young’s modulus, I is the moment of inertial of the beam, m is the mass per unit length 

of the beam, N is a concentrated axial load, G is the force of excitation per unit length, σh is the 

hydrodynamic stress, x is the spatial coordinate along the length of the beam and t is the time.  

Next, considering solving the characteristic equation for the microcantilever, the clamped 

boundary conditions are applied to the left end of the beam. At the right end of the beam, a 

concentrated bending moment Nt/2 and the axial load N are applied to model the effect of the 

surface stress [70].  
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The j-th modal shapes can be expressed as 

       1 1 2 2( ) cosh sinh cos sinj j j j j j j j jx A s x B s x C s x D s x                    (3) 

where Aj, Bj, Cj, and Dj are coefficients determining the modal shape that can be obtained from the 

boundary conditions, and 
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Assume the deflection of the microcantilever beam can be represented by ( , ) ( ) ( )j jw x t t x   , 

where ( )
i t

j jt S e   and ( )j x  is the jth modal shape solved in the characteristic equation.  

 

Fluid Flow 

We consider the Navier-Stokes equations that governs the flow 

2

0

( )

u

u
u u p u

t
 

 



     



                         (5) 

Define four dimensionless parameters by 

                          / / / /,  ,  ,  ( / )u u U x x L t t T p p U L     

where U is the characteristic velocity of the fluid, L is the characteristic length of the domain, and 

T is the time scale. Define the Reynolds number Re UL  and the Strouhal number St L UT , the 

Navier-Stokes equations become 

2

0

Re St Re  

u

u
u u p u

t

 

 

    


                       (6) 

Define a characteristic frequency ω and a characteristic deflection δ, the Reynolds number

Re 2UL L L T        . Assume the amplitude of the vibrating beam δ is much smaller than 

any other length scale of the beam. Also, as the velocity field in the fluid will vary slowly across 

the width of the beam, the width b of the beam is used as the characteristic length [55]. As L >> δ, 

Re∙St = L2/ υT >> Re = 2πLδ/υT, which allows to neglect the inertial term of the equations (5). The 

resulting equation is given by 
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                                (7) 

Meanwhile, we assume the cantilever is under harmonic excitation with a frequency of ω. This 

gives ( ), 
i tu U x y e  , ( ), 

i tv V x y e  , ( ), 
i tp P x y e  , where U, V, and P are unknown complex 

functions of space. 
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                          (8) 

Using Helmholtz decomposition, the vector U (U, V) representing the velocity field of the flow 

can be decomposed into a potential flow and a viscous flow. Let U    , where  is a curl-

free component and  is a divergence-free component, thus the equations (8) become 

     

2

2 2
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                                 (9) 

where α2 = -iωρ/μ. By no-slip and no-penetration boundary conditions, U =
x y

  


 
= 0 and V = 

y x

  


 
= 0 on solid walls. Thus, 0

x y y x

      
   

   
at the walls. At the liquid-cantilever 

interface, 
1 1 1 1

1 1

y h y h j j

y h

w V
V w V i S

t z
  



 
   

 
 in the direction that is normal to the interface 

assuming harmonic vibration. Thus, boundary conditions at the liquid-cantilever interface are 

described by 0, i
x y y x

   


   
    

   
, where i iS   . 

Next, the domain is divided into the upper and lower area (Figure 3-1b). Applying the wall 

boundary conditions to Eq. (9), which hence has the following solutions: 
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At 0<y1<h1 
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At -h2 <y2<0 
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where 2 2,
2

 j j j

j

a


       

Note that there are two different boundary conditions at the interface between the upper and lower 

domain 
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These boundary conditions can be written in terms of the location, 
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At -h2 <y2<0 
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Next, we substitute (10) and (11) into (12) and (13), multiplying the equations by sin (𝜆𝑖𝑥) and 

integrating with respect to x along the length of the beam. The equations (12) and (13) become: 
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(17) 

 

where
0

sin( )sin( ) , cos( )cos( ) , cos( )  
a a L

nm n m nm n m nm n m
L L

x x dx x x dx x dx             . Recall that the 

governing equation for the vibration of a cantilever is given by Eq. (1). Coupling the viscous stress 

from liquid and the vibration of the microcantilever beam, the following equations was obtained: 
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(18) 

 

Given the modal shapes ξm obtained from Eq. (3), linear equations (14), (15), (16), (17) and (18) 

for Sm, A1m, B1m, A2m, and B2m form a linear system, which were subsequently solved to describe 

the dynamic behavior of the microcantilever immersed in the viscous liquid. 

 

3.3 Results and Discussion 

First, the model is validated with experimental data from a cantilever-based affinity glucose 

sensor and a microrheological sensor. Both sensors feature a microcantilever vibrating in confined 

aqueous environment but are operating at different order of excitation frequency.  

The affinity glucose sensor uses a rectangular SU-8 microcantilever (E = 4 GPa, ρ = 1200 

kg/m3) immersed in glucose-diffused polymer solutions with varying viscosities [71]. The beam 

dimensions are L × b × t = 600 × 500 × 20 μm. The viscosities range from 8.72 to 43.4 cP, and 

the solution has a comparable density to SU-8, which is 1200 kg/m3.  

As parameters of surface stress N and height h1 and h2 are difficult to precisely determined, 

these parameters are obtained by fitting the model to the experimental data of the affinity glucose 

sensor. Least square fits allowed estimates of these parameters to be N = 0.076 N/m, h1 = 255 μm 

and h2 = 110 μm. These estimates are consistent with practical values as the surface stress N of a 
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microcantilever is in the range of 0.001-0.1 N/m reported for a SU-8 polymeric cantilever with a 

similar geometry while h1 and h2 are within 10% deviation from their designed values.  The 

experimental data at two concentrations (0 mM and 25 mM) were used for validation, which 

represent the range of glucose levels in mesurements. In experiments, the output voltage decreases 

from 0.36V to 0.21V for 25mM and from 0.34V to 0.15V for 0 mM as the frequency is varied 

from 0 to 1000 Hz. Figure 3-2 shows a least square fit of the model to experimental data, in which 

the output voltage estimated from the model has a normalized mean square error (NMSE) of 

0.0031 for 0 mM concentration of glucose and a NMSE of 0.0016 for 25mM glucose concentration.  

 

 

Figure 3–2: The model fitted to the output of an affinity glucosnewe sensor with a microcantilever immersed 

in 0 and 25 mM glucose solution. 

 

In addition to the affinity glucose sensor, the model is applied to the prediction of resonant 

behavior of a microrheological sensor. The cantilever array was immersed in the water and 

different concentrations of glycerol considered as Newtonian fluids when the resonant frequency 

(a) (b)
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of the cantilever was measured [72]. Each cantilever (E = 169 GPa, ρ = 2328 kg/m3) has a thickness 

of 1 μm, a length of 500 μm and a width of 100 μm with a 5-μm separation from the top and from 

the bottom. The cantilevers are vibrating at a mode number of n = 10, in still water, 20%-, 30%- 

and 40%- glycerol, respectively. Here, define the dimensionless complex amplitude 𝐴̅  = 

Δ·mωvac
2/G, where ωvac is the resonant frequency of the beam in vacuum. This dimensionless 

parameter will reflect the complex response of the cantilever beam in a viscous liquid in 

comparison to its response in vacuum under the same excitation, which can be plotted as a function 

of ω/ωvac (Figure 3-3). When comparing the resonant frequencies extracted from Figure 3-3 and 

experimental data [72], the errors are found to be <1.6% for various concentrations of glycerol (1-

3.5 cP) and <0.9% for water. This is satisfactory as it is known that the material properties are 

commonly process dependent and may significantly deviate from their nominal values, and that 

geometric dimensions of the sensors may also deviate from the design values due to imperfections 

in fabrication. This confirms that our model provides a valid quantitative description of the 

microcantilever sensor vibrating in viscous liquids.  



44 
 

 

Figure 3–3: Comparison of model-predicted resonant frequency for a microrheological sensor at a high 

mode (n=10) to experimental measurements of resonant frequency for the microrheological sensor. The 

vertical lines indicate experimental measurements of the resonant frequencies of cantilever in different 

solutions. The curves are model-predicted frequency responses.  

 

The parametrized model allows us to systematically study the effects of the parameters, 

including the depth (h1 and h2), the length (a and l) and the surface stress (N). We first define a 

normalized Reynolds number that is Re f ntb   , where 
f  is the density of surrounding fluid, 

t is the thickness of the cantilever, and b is its width. Under a given Re , the dimensionless amplitude 

is subsequently evaluated by solving equations (14)-(17) and (18), with h1/(h1+h2) and a/l varied 

from 0.16 to 0.33 and from 1.95 to 2.1, respectively, which represents the affinity glucose sensor.  
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Figure 3–4: Geometric effect on the dynamic response of the cantilever. (a) Varying the dimensionless 

height ℎ̅= h1/(h1+h2). (b) Varying the dimensionless length (𝑎̅=a/l). Re̅̅̅̅ =22.5. 

 

Figure 3-4 depicts the dependence of the complex amplitude A = Δmωvac
2/G on the excitation 

frequency ω/ωvac. The excitation frequency at which A  achieves its peak value steadily increase 

as h  increases from 0.2 to 0.5. At a relatively small h  value, the amplitude A  monotonically 

decreases while the amplitude initially increases and then decreases with ω/ωvac at higher h  as a 

direct result of the increasing importance of viscous effects in the liquid. Furthermore, we note that 

the complex amplitude increases with the dimensionless length of the geometry at a higher 

frequency ω/ωvac >= 0.01 when fixing h = 0.28. This is primarily due to the decrease in dissipative 

effects in the liquid as the cantilever move away from the surface. These results suggest that 

increasing the separation between the cantilever and the boundary of liquid chamber could 

potentially enlarge the Q-factor of the vibrating cantilever. 

Another significant factor to affect the frequency characteristics will be the surface stress of 

the cantilever beam. The surface stress is often changed when biochemical reactions, e.g., affinity 
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binding, happen on the cantilever beam. The added mass of the binding layer can be neglected 

because the surface stress induced change dominates the shift of the cantilever resonant frequency 

[73]. Using the model, we study the response of the cantilever in a bounded liquid with various 

surface stress that is consistent with recent experimental results [74]. When the dimensionless 

tensile stress N  increase from 0.0021 to 0.0063, we note that there is a left shift in the resonant 

frequency. This is consistent with previous reports [75] that the influence of the surface stress for 

a free cantilever that increasing tensile surface stress will decrease the microcantilever resonant 

frequencies. It is observed that the dynamical response varies monotonically with the surface stress 

at the excitation frequencies that are below the resonant frequencies. This implies that at lower 

frequencies the sensor performance could be optimized when measuring the surface stress. 

 

Figure 3–5: Shift in resonant frequency when varying the surface stress 3 /N NL EI  of the cantilever. 

Re̅̅̅̅ =22.5. 
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Next, the model was applied to study the thermal noise spectra of the microcantilever in a 

bounded viscous liquid. Assume the liquid that the microcantilever is immersed in is kept at 

temperature T. At thermal equilibrium, the fluid molecules interact with the microcantilever and 

excite it thermally. Such fluctuating force is stochastic in nature and maintains a mean-squared 

response according to the equipartition theorem [76]. As the equipartition theorem indicates, each 

vibration mode has a mean thermal energy of kBT (1/2 kBT for the potential energy and 1/2 kBT for 

the kinetic energy). For the potential energy, let 21 1

2 2
( , )Bk T k w x t  and we will obtain the 

expected value of 2
( , )nw x t  that 2

2
( , ) B

n

n

k T
w x t

m
 . This indicates that the thermal noise depends 

only on the temperature and the properties of the cantilever. We express the hydrodynamic force 

on the cantilever in the form of 2 ( ) ( )h f nF m w x    [55] where 2

f fm b  and 

( ) ( ) ( )r ii        is a complex hydrodynamic function that can be evaluated by the model.  

Following this, the equation of the vibration of the microcantilever at mode n in the frequency 

domain can be described as: 

4 2

2 2

4 2

( ) ( )
( ) ( ) ( )

n n

n f n ext

d w x d w x
EI N m w x m w x F

dx dx

 
                    (19) 

where 
extF is a stochastic external force induced by the Brownian motion of fluid molecules. 

Solving the equation above gives: 

2 2 2 2
( )

( ) ( )

ext

n

n f r f i

F
w x

m m m im


     


    
                   (20) 

where ω is the excitation frequency and ωn is the natural frequency of mode n. Due to the 

orthogonality of the vibration modes 
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Then, the power spectral density of the deflection can be expressed with |w(x|ω)|2, which is: 
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the expression and let 
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Equating 2
( , )nw x t  with

2

B

n

k T

m
, we obtain: 
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With Eq. (25), the dimensionless power spectral density 
2

2

n

ww ww

B

m
S S

k T




  can be evaluated. In 

Figure 3-6, we present the frequency dependence of the normalized thermal spectral density, which 

indicates the distribution of the mean power of the thermally excited vibration into the frequency 

domain. The normalized Reynolds number Re f ntb    is set as a value between 10 and 40, 

corresponding to practical values for microcantilever beams immersed in fluid [77]. It is evident 

from Figure 3-6 that increasing A  shifts the peak to higher frequencies for given value of 

geometric and material properties, which is primarily due to an increase in inertial forces from the 
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liquid medium. We also note that the peak energy for Re  = 10 is greater than the peak energy for 

Re = 20, and the latter is smaller than the peak value for Re  = 30. We suspect the cause is that, 

when the viscous dissipation is small, the thermal energy is distributed over a larger frequency 

range while the energy is redistributed towards lower frequencies if dissipative effects in the liquid 

are significant. 

 

 

Figure 3–6: Frequency dependency of the spectral density of the cantilever deflection when varying the 

normalized Reynolds number.  

 

3.4 Conclusions 

 This chapter presents a biomicrofluidic analysis for cantilever-based MEMS glucose sensors. 

The sensors are based on the harmonic vibration of cantilevers, involving disturbance from the 

motion of viscous fluid around the cantilevers. To simulate the response of cantilever-based 

sensors, we have solved time-dependent stokes equations with Euler-Bernoulli beam equation. The 
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fluid-structure coupling has been achieved via satisfying the kinematic and dynamic boundary 

condition at the liquid-cantilever interface. We have also compared simulation results to 

experimental results using nominal design parameters. Reasonable agreement between the 

experimental data and simulation results verified the presented methodology for predicting the 

dynamic response of the sensor has sufficient accuracy. Additionally, we present a thorough 

parametric study for the sensor to optimize the performance of the cantilever sensor, which 

calculates the dynamic response from the design parameters, such as the physical properties of the 

liquid medium, the dimensionless distance between cantilever and the boundary of liquid chamber, 

and the surface stress of the cantilever. By analytical and numerical analysis with our formulation, 

we have obtained the optimal design and operation parameters. Finally, we have evaluated the 

thermal response of the cantilever sensor in detail, considering the importance of recognizing 

thermal noise in the precise measurements for miniature devices. It is found that the thermal noise 

does not change monotonically with Reynolds number and its variation is strongly dependent on 

the intensity of viscous dissipation, which we believe will be of significant practical value to 

precise measurements.  
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Chapter 4. Exploring Dielectric Glucose Sensing: Surface-Immobilized 

Hydrogels 

 

While vibrational glucose sensors require mechanical movable structures that would pose 

miniaturization challenges and give rise to reliability and robustness issues, measurements of 

glucose-dependent dielectric properties would be an attractive solution to address the issues found 

in vibrational devices and fully realize the affinity sensing [26] [28]. This chapter further explores 

a hydrogel-based glucose sensor with dielectric measurements, which uses a synthetic hydrogel 

immobilized on the device surface. The use of hydrogels with dielectric measurements eliminate 

mechanical moving parts in viscometric glucose microsensors, as well as mechanical barriers such 

as semipermeable membranes that are otherwise required to hold the glucose-sensitive material.  

 

4.1 Introduction 

Continuous glucose monitoring (CGM), which involves highly frequent and repetitive 

measurements of glucose, can detect abnormal glucose concentrations in diabetes patients in a 

timely manner. Existing CGM devices often rely on electrochemical detection of enzymatic 

reactions [17, 78, 79]. While commonly used for glucose sensing, these devices are typically 

hindered by large drift and insufficient accuracy because of the irreversible, consumptive nature 

of electrochemical reactions. Affinity sensors, which are based on non-reactive equilibrium 

binding of glucose with a specific receptor [80, 81], can potentially overcome these limitations. 

Affinity glucose sensing can be implemented in microsensors, which have used measurements of 

affinity binding-induced changes in physical properties such as volume[82, 83], viscosity[29, 46] , 

fluorescence[84, 85] and electric conductivity[86]. However, these efforts have required the use 
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of a semi-permeable membrane as a physical barrier or mechanically movable structures, which 

can increase the complexity and limit the reliability of the devices. In contrast, affinity dielectric 

sensors that detect the glucose-dependent dielectric properties can effectively address these 

limitations.  

Affinity sensors that are based on dielectric measurements have been used in applications such 

as detecting or quantifying biochemical targets under excitations at various frequencies. Example 

of these applications include determination of protein concentration [87, 88], detection of DNA[89, 

90], and monitoring of bacteria [91, 92]. Affinity glucose microsensors utilizing dielectric 

measurements have however not been widely explored. We have previously reported 

measurements of the permittivity of a polymer solution as the polymer binds to glucose 

microsensors [28, 93, 94]. While demonstrating the potential in sensitive and selective detection 

of the glucose through dielectric measurements both in vitro and in vivo, the polymer solution 

required sealing using a semi-permeable membrane that significantly increased the complexity, 

limited the level of miniaturization, and affected the reliability of the microsensor. 

This paper presents an affinity microsensor that measures glucose concentrations via the 

dielectric response of a hydrogel embedded in a capacitive transducer. The microsensor is 

fabricated using microelectromechanical systems (MEMS) technology, and the hydrogel is 

synthetically prepared, non-toxic and polymerized in situ in the device. Reversible affinity binding 

of glucose with boronic acid groups in the hydrogel changes the dielectric properties of the 

hydrogel, which can be measured using a MEMS capacitive transducer to determine the glucose 

concentration. The design of the microsensor eliminates the use of mechanical moving parts found 

in other types of affinity microsensors that are not amenable to miniaturization [83, 95]. The 

hydrogel is directly immobilized onto the surface of the transducer and will be stable over time, 
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allowing the device to eliminate the use of a semipermeable membrane that are otherwise required 

to hold the glucose-sensitive material [28], and potentially offer improved tolerance to biofouling 

during implanted operation. Experimental results demonstrate that in a glucose concentration 

range of 0-500 mg/dL and with a resolution of 0.35 mg/dL or better, the hydrogel-based 

microsensor is capable of measuring glucose in a repeatable and reversible manner, and holds 

promise to enable CGM in a stable, accurate and rapid manner.  

 

4.2 Principle and Design 

The affinity glucose microsensor utilizes a synthetic glucose-sensitive hydrogel, which 

consists of N-3-acrylamidophenylboronic acid (AAPBA) as the glucose-sensing component, and 

acryl N-Hydroxyethyl acrylamide (HEAA) as the hydrophilic component. The hydrogel uses 

tetraethyleneglycol diacrylate (TEGDA) as the cross-linker and 2,2’-Azobis (2-

methylpropionamidine) dihydrochloride (AAPH) as the polymerization initiator. When glucose 

binds reversibly to the phenylboronic acid moieties in the AAPBA segments to form strong cyclic 

boronate ester bonds, a change in the dielectric properties of the hydrogel occurs and can be 

measured to determine the glucose concentration. 

The dielectric properties of the hydrogel can be represented by the complex permittivity: 

, where the real permittivity represents the ability of the hydrogel to store electric 

energy, while the imaginary permittivity is related to dissipation of energy. When the gap 

between the electrodes of a parallel-plate transducer is filled with the hydrogel (Figure 4-1), the 

transducer can be represented by a capacitor (effective capacitance: Cx) and resistor (effective 

resistance: Rx) connected in series. Correspondingly, the real and imaginary parts of the complex 

permittivity are related to these parameters by εʹ = Cx/C0 and εʺ = 1/(ωRxC0), where C0 is the 

* ' ''i    '

''
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capacitance when the electrode gap is in vacuum. The interactions of the hydrogel with glucose in 

general cause changes in its composition and conformation, and hence changes in its dielectric 

properties εʹ and εʺ. Thus, the transducer’s effective capacitance and resistance will hence change 

and can be measured to determine the glucose concentration.  

 

Figure 4–1: Principle of hydrogel-based microsensor. 

 

The transducer is enabled by MEMS technology and uses a pair of parallel electrodes 

sandwiching the hydrogel (Figure 4-2).  The upper electrode is perforated to allow passage of 

glucose molecules and is passivated within a perforated diaphragm to avoid direct contact with the 

hydrogel. The perforated electrode and diaphragm are supported by microposts so that they do not 

collapse onto the lower electrode on the substrate. Glucose molecules reversibly bind with the 

hydrogel, thereby changing the hydrogel’s complex permittivity. While changes in the real and 

imaginary parts of the complex permittivity can be used to determine the glucose concentration, 

we in the present work focus on the real permittivity, which can be interrogated via measurement 

of the capacitance between the electrodes, to determine the glucose concentration. 
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Figure 4–2: Schematics of the affinity microsensor: (a) top view and (b) side view. 

 

Fabrication 

To fabricate the MEMS capacitive transducer, a chrome (Cr)/gold (Au) film (5/100 nm) was 

deposited by thermal evaporation and patterned to form the lower electrode (500 µm×500 µm) on 

a SiO2–coated wafer. The patterned gold electrode was then passivated with Parylene (1 µm). This 

was, followed by deposition of an S1818 sacrificial layer (5 µm) and an additional Parylene layer 

(1.5 µm). Another Cr/Au (5/100 nm) film was patterned to form the upper electrode and passivated 

by another Parylene layer. An SU-8 layer was then patterned to form a channel and anti-collapse 

microposts between the electrodes. The Parylene diaphragm was patterned with reactive ion 

etching (RIE) to form perforation holes that allow glucose permeation. The sacrificial photoresist 

layer was removed with acetone to release the diaphragm. The device fabrication process is shown 

in Figure 4-3(a).  
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Figure 4–3: Chip fabrication: (a) standard fabrication procedures and (b) image of a fabricated capacitive 

transducer. In situ polymerization: (c) hydrogel integration in the transducer and (d) image of the hydrogel-

integrated device. 

 

The hydrogel was prepared in situ in the capacitive transducer. First, a mixture of the hydrogel 

components (AAPBA, HEAA, TEGDA, and AAPH) in solution was deoxygenated by nitrogen 

gas for 30 minutes, and was then injected into the device, filling the gap between the parallel 

electrodes. The device was placed in a nitrogen environment and heated for 4 hours at 70°C. The 

hydrogel was formed between the parallel electrodes, as shown in Figure 4-3(d). The hydrogel-

integrated device was rinsed with water and ethanol to remove unreacted monomer and reagents. 

 

Materials 

 The hydrogel was synthesized in house via free radical polymerization with AAPBA and 
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HEAA monomers. An HEAA to AAPBA molar ratio of 9 (or approximately 10% AAPBA in all 

the monomers) was adopted. Then a solution consisting of AAPBA (1.1% w/v), HEAA (5.5% v/v), 

TEGDA (0.08% v/v), and AAPH (0.16% w/v) in distilled water was prepared for polymerization. 

A stock solution (0.1 M) of glucose was prepared by dissolving D-(+)-glucose (0.9 g) in distilled 

water to 50 mL. Glucose solution at varying concentrations (40, 70, 90, 180, 300, and 500 mg/dL) 

was prepared by diluting the stock solution.  

 

Experimental Setup 

During testing, we placed the device in an acrylic test cell (2 mL in volume) filled with glucose 

solution (Figure 4-4). The device was connected to a capacitance/voltage transformation circuit 

driven by a sinusoidal input from a function generator (Agilent, 33220A), which imposes an AC 

electric field on the electrodes of the device to induce a glucose concentration-dependent change 

in the permittivity of the hydrogel. The resulting changes in the effective capacitance Cx of the 

capacitance/voltage transformation circuit are determined by measuring the output voltage (Uout) 

from a given input AC voltage (Uin). All experiments were conducted at frequencies in a range of 

1 to 100 kHz as allowed by a lock-in amplifier (Stanford Research Systems, SR844) used in output 

voltage measurements.  
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Figure 4–4: Experimental setup: (a) Schematics of a testing setup. (b) Image of the testing setup. (c) 

Experimental setup. (d) A capacitance/voltage transformation circuit. 

 

4.3 Results and Discussion 

We first investigated the microsensor response to different glucose concentrations under bias 

voltages of different frequencies (Figure 4-5). First, we observed that, at each of a series of 

physiologically relevant glucose concentrations (0-500 mg/dL), the effective capacitance of the 

device, and hence the permittivity of the hydrogel, decreased with increasing frequency over the 

entire frequency range tested (1-100 kHz) (Figure 4-5a). This is consistent with the dielectric 

relaxation of the hydrogel, in which the dielectric properties of the hydrogel have a momentary 

delay with respect to a changing electric field [96]. The dielectric properties of the hydrogel in an 

electric field are in general influenced by a number of mechanisms of polarization (i.e., shift of 

electric charges from their equilibrium positions under the influence of an electric field[97]), such 

as electronic polarization, ionic polarization, dipolar polarization, counterion polarization, and 

interfacial polarization. Electronic polarization and ionic polarization involve the distortion of 

electron clouds with nucleus and the stretching of atomic bonds, while counterion polarization and 

dipolar polarization reflect redistribution of ions and reorientation of electrical dipoles [98, 99]. 
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At a given frequency, the effective capacitance of the hydrogel increased consistently with 

glucose concentration in the entire range tested (0-500 mg/dL). This is clear from the device’s 

frequency response (Figure 4-5a), and can be more conveniently examined when the device’s 

response is plotted versus the glucose concentration (Figure 4-5b). For example, at 30 kHz, the 

effective capacitance increased from 16.2 pF to 24.8 pF as the glucose concentration increased 

from 0 mg/dL to 500 mg/dL. This reflected that the binding between the hydrogel and glucose 

significantly influences the polarization of the hydrogel, which may include changes in the 

hydrogel’s structural conformations, permanent dipole moments, elastic resistance to the dipole 

rearrangement in the electric field, and electric double layer characteristics. These effects, which 

are highly complex and require elucidation through further in-depth studies, combine to result in 

the glucose concentration dependence of the hydrogel’s dielectric properties, explaining the 

observed variation of the device’s effective capacitance with glucose concentration. 

 

Figure 4–5: Measurement of glucose concentration using the microsensor: Dependence of the effective 

capacitance on (a) measurement frequency, and (b) glucose concentration. (Effective capacitance values 

are averages of triplicate measurements, and standard errors are shown as error in (b).) 
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It can be seen from Figure 4.5b that the dependence of the effective capacitance on glucose 

concentration is in general nonlinear over the full glucose concentration range tested (0-500 

mg/dL). Thus, in practical applications, a calibration curve represented by a lookup chart or 

nonlinear equation[100] can be used to determine the glucose concentration from a measured 

effective capacitance value. In moderately smaller glucose concentration ranges, however, this 

relationship became more linear. For example, the effective capacitance was approximately linear 

with glucose concentration from 40-300 mg/dL (R2=0.993), a range that is most relevant to 

continuous glucose monitoring needs. In this range, a calibrated linear equation may hence be 

adequate for the determination of glucose concentration from measurement results.  

We conducted the above-mentioned experiments in triplicates to examine the ability of the 

microsensor to measure glucose concentrations in a repeatable manner and with adequate 

sensitivity (Figure 4-5b). At all glucose concentrations, the standard error in the effective 

capacitance was less than 0.91 pF (2.3%), indicating excellent repeatability. In addition, at all of 

the measurement frequencies used, the resolution and range of glucose measurement resolution 

were found to be appropriate for continuous glucose monitoring. Considering 30 kHz for example, 

the sensitivity of the microsensor was approximately 15 fF(mg/dL)-1 in the glucose concentration 

range of 0-40 mg/dL. With a capacitance measurement resolution of 3 fF as allowed by our 

measurement setup, the device’s resolution for glucose concentration measurement was 

correspondingly estimated to be 0.2 mg/dL. At a signal-to-noise ratio of 3, this yielded a detection 

limit of 0.6 mg/dL, well below the physiologically relevant glucose concentration range (typically 

greater than 40 mg/dL[101]). For glucose concentrations within 40-300 mg/dL, the sensitivity was 

approximately 23 fF(mg/dL)-1, corresponding to an estimated resolution of 0.12 mg/dL. At higher 

glucose concentrations (300-500 mg/dL), the nonlinear sensor response experienced a gradual 
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declination in sensitivity and resolution (respectively to 8.4 fF(mg/dL)−1 and 0.35 mg/dL at 500 

mg/dL) as an increasingly small number of binding sites remained available in the hydrogel. These 

sensor characteristics, appropriate for practical applications, are comparable to those of 

commercially available electrochemical sensors (e.g., 1 mg/dL over a glucose concentration range 

from 0 to 400 mg/dL [102, 103] or 500 mg/dL [104]) as well as other research-stage boronic acid-

based affinity sensors (e.g., 0.3 mg/dL[105] over a range from 0 to 300 mg/dL[23] or 540 

mg/dL[106]) for continuous glucose monitoring. 

We investigated the response of the hydrogel-based microsensor to glucose as compared to its 

response to potential interferents. Nonspecific molecules exist in interstitial fluid and can interact 

with boronic acid, which is the glucose sensitive component of our hydrogel. These molecules 

include fructose (~1.8 mg/dL), galactose (~1.8 mg/dL), lactate (~9 mg/dL), and ascorbic acid 

(~1.32 mg/dL). We tested the hydrogel-based microsensor on these molecules and found that the 

resulting response was substantially lower than that to glucose. For example, at the same 

concentration of 90 mg/dL, the effective capacitance change (measured at 30 kHz) due to fructose, 

galactose, lactate and ascorbic acid was found to be 17%, 38%, 32% and 28% of that due to glucose, 

respectively (Figure 4-6a). Here, the effective capacitance change is calculated according to ΔC = 

C-C0 where C is the effective capacitance at a given glucose (or interferent) concentration, and C0 

is the effective capacitance in the absence of glucose and interferents.  Considering that the 

physiological concentrations of the potential interferents were about one order of magnitude lower 

than that of glucose, the microsensor was determined to be sufficiently selective for measurements 

of glucose in interstitial fluid for CGM applications.   

While boronic acid binds to all diol-containing molecules, the selective response of the 

microsensor to glucose over the potential interferents could be attributed to the unique binding 
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behavior between boronic acid and glucose. At a 1:1 ratio, boronic acid in fact binds more strongly 

to fructose than glucose. However, with a high concentration of boronic acid units (which was the 

case for our hydrogel), boronic acid can bind with glucose at a 2:1 ratio [107-109]. We exploited 

this property in previous work and developed solution-phase, viscometrically based affinity 

microsensors[109, 110]. In this work, we postulate that the existence of 2:1 binding between 

glucose and boronic acid units played a major role in the microsensor response, by causing 

additional crosslinking of the hydrogel that could lead to the augmentation of elastic resistance to 

electric field-induced dipole reorientation. The rather insignificant device response to the potential 

interferents (fructose, galactose, ascorbic acid and lactate) could, on the other hand, be attributed 

to a lack of this 2:1 binding mode.  

We also studied the role of boronic acid in glucose recognition to gain further insight into the 

principle and operation of the microsensor. Using hydrogels containing with and without AAPBA 

content, we obtain the dependence of the effective capacitance on glucose concentration (Figure 

4-6b). It can be seen that when using an AAPBA-free hydrogel, the microsensor exhibited 

negligible changes in the effective capacitance in response to glucose concentration changes. This 

is in contrast to the strong glucose-induced response of the microsensor when it was equipped with 

the 10%-AAPBA hydrogel, indicating that boronic acid moieties in the hydrogel were critically 

responsible for the desired recognition of glucose by the microsensor.  
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Figure 4–6: (a) Selectivity: ratio of the interferent-induced effective capacitance change to the glucose-

induced effective capacitance change (concentration: 90 mg/dL for glucose and each of the interferents 

including fructose, galactose, ascorbic acid and lactate). The effective capacitance changes were computed 

with respect to the effective capacitance in the absence of glucose or interferents. (b) Role of boronic acid: 

microsensor response to glucose when boronic acid components were absent in the hydrogel. (Bias voltage 

frequency: 30 kHz.)  

 

Finally, we tested the device with time-resolved glucose concentration measurements to assess 

its ability to track glucose concentration changes in a consistent and reversible manner. The 

measured microsensor output at 30 kHz varied from 16.5 pF at 0 mg/dL to 24.8 pF at 500 mg/dL 

(Figure 4-7). In particular, when the device was exposed to a glucose concentration after 

experiencing another sample that was either higher or lower in concentration, virtually the same 

effective capacitance value was consistently obtained. For example, the effective capacitance at 

40 mg/dL over the two periods (from 20 to 38 minutes, and from 321 to 341 minutes) were 

respectively 16.87 pF and 16.73 pF, agreeing within 0.8%. Similarly, the reversibility was within 

3.4% and 1.3% for the measurement data at glucose concentrations of 180 and 300 mg/dL, 

respectively. This indicates that because the binding between glucose and boronic acid moieties in 

the hydrogel, the microsensor possesses excellent reversibility in response to glucose 
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concentration changes. The time constant of the response (i.e., the time for the sensor to reach 63% 

of the steady state response) was approximately 16 min. This time constant was attributable to the 

relatively large thickness of the hydrogel in the proof-of-concept device (~200 μm), through which 

glucose molecules must diffuse to interact with the capacitive transducer. As the glucose diffusion 

time decreases with the square of the hydrogel thickness, it is expected that thinner hydrogels can 

be used to effectively obtain more rapid time responses.  

 

 

Figure 4–7: Time-resolved device response to time-varying glucose concentration. (Bias voltage frequency: 

30 kHz.) 

 

4.4 Conclusions  

This chapter presents a hydrogel-based affinity glucose microsensor that measures glucose 

concentration through dielectric transduction. The device consists of a pair of thin-film parallel 

capacitive electrodes sandwiching a synthetic hydrogel. Glucose molecules permeate into the 

hydrogel through electrode perforations, and bind reversibly to boronic acid moieties of the 
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hydrogel. This induces changes the dielectric polarization behavior, and hence the complex 

permittivity, of the hydrogel. Thus, the effective capacitance between the electrodes, which is 

directly related to the real part of the complex permittivity, can be measured to determine the 

glucose concentration. The use of an in situ polymerized hydrogel simplifies the design of the 

microsensor, facilitates its miniaturization and robust operation, and can potentially improve the 

tolerance of the device, when implanted subcutaneously, to biofouling. Testing results showed that 

the effective capacitance of the device, in a measurement frequency range of 1-100 kHz, responded 

consistently to glucose concentration changes ranging from 0 to 500 mg/dL. At a given frequency, 

the effective capacitance increased consistently with glucose concentration, suggesting that the 

affinity binding between glucose and boronic acid moieties caused the real permittivity of the 

hydrogel to increase. At 30 kHz, the measurement resolution of the microsensor was estimated to 

be 0.2, 0.12 and 0.35 mg/dL in the glucose concentration ranges of 0-40, 40-300, and 300-500 

mg/dL, respectively. When subjected to time varying glucose concentration changes in the full 0-

500 mg/dL range, the microsensor response was consistent and reversible. The time constant of 

this response was approximately 16 min, which can be readily improved by using thinner 

hydrogels for reduced glucose diffusion distances.  These results have demonstrated that the 

microsensor can potentially allow accurate and consistent measurement of glucose concentration 

in interstitial fluid for continuous glucose monitoring. 
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Chapter 5. Microfluidic Preprocessing for Investigating Single-Cell Gene 

Expression 

This chapter will introduce a microfluidic-integrated preprocessing for single-cell gene 

expression analysis as a second example of bioanalytical microdevices. This approach incorporates 

a single-cell capillary picker to introduce single cells into a microfluidic gene-expression 

preprocessing chip, which allows the tracking of identity of individual cells as well as timely 

preparation of single cells for analysis post microbeam radiation. The approach was demonstrated 

with QuantStudio digital PCR by measuring expression levels of the radiation responsive genes in 

individual control, microbeam-irradiated or bystander IMR90 human lung fibroblasts cells.  

 

5.1 Introduction 

Single-cell analysis, which has been extensively used for examining cell heterogeneity, may 

serve as an important tool for detecting cell-to-cell variation or responses in individual cells. Cell 

heterogeneity, as manifested by different stages, genetic lesions, or expression programs, is 

associated with distinct outcomes or therapeutic responses.  For example, cells from the same 

tumor may exhibit distinct phenotypic or epigenetic states, and such intratumoral heterogeneity 

can cause treatment failure and recurrence of disease [111].  Due to the increasing awareness of 

analyzing cellular response on a cell-by-cell basis [112-115], methods for single-cell gene 

expression profiling, which assay gene patterns in individual cells, have been developed to assist 

in the study of individual cell expression variability and enable characterization of intracellular 

molecular mechanisms and pathways [116].  



67 
 

Single-cell gene expression analysis has also proved useful for studying the cellular response 

to ionizing radiation [117]. Ionizing radiation is commonly used as a probe of cellular damage and 

repair mechanisms. Following ionizing radiation, cells activate biochemical pathways that consist 

of DNA damage cell-cycle checkpoint pathways and the DNA repair pathways, which promote 

cell survival while keeping DNA integrity [118]. Diverse cellular activities are engaged in the 

components of these pathways, such as apoptosis, cell cycle arrest, stress signaling and DNA repair 

[119]. These responses may be induced by alterations in protein modification or changes in 

subcellular localization as well as changes in gene expression profiles [120-122]. For their central 

role in elucidating the mechanisms underlying cellular radiation response, alterations in gene 

expression have been studied extensively in populations of cells post irradiation [123-125]. While 

few gene expression studies have covered the cellular response of individual cells to ionizing 

radiation, gene expression patterns in single irradiated cells have been explored via conventional 

quantitative RT-PCR [126].  A recent approach of using low-density Taqman real-time PCR has 

extended the ability of quantitative measurement from 3 genes to 48 genes in one single irradiated 

cell [117]. An interesting application of single-cell gene expression analysis in radiation studies is 

exploring the bystander effect, in which non-irradiated cells demonstrate several responses seen in 

nearby irradiated cells. While this appears to be mediated by signal transmission between 

irradiated and nearby non-irradiated cells via direct physical contact [127] or through the culture 

medium [128], the exact nature of the signal and the mechanisms of stress transmission remain to 

be determined.  These bystander mechanisms have implications for the assessment of radiation 
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risk in situations from low-dose environmental exposures, to particle therapy for cancer, to manned 

Space missions [129].  The microbeam facility at the Center for Radiological Research is 

particularly well suited for more definitive study of the bystander effect [130]. While a low dose 

of particle radiation delivered to a cell population follows a Poisson distribution [126], allowing 

calculation of the percentage of cells not directly traversed by a particle, the microbeam can deliver 

a precise number of particles (including one) to a specified cell in the population. Therefore, the 

microbeam enables irradiation with a precise number of particles to each individual hit cell, while 

the non-hit single cells are not traversed by a particle. 

Following the microbeam irradiation of single cells, microfluidic devices can be used to 

facilitate handling the preprocessing functions (e.g., cell lysis, RNA purification, etc.) for gene 

expression measurements. Microfluidic platforms featuring rapid and sensitive biochemical 

synthesis and analysis that also allow automation, integration and parallelization, have been 

increasingly used for gene expression profiling [131-133]. To date, microfluidics for single-cell 

gene expression have integrated functional components involving single cell isolation and lysis 

[134], RNA purification [135], and RT-PCR [136]. While demonstrating a modular and integrable 

platform, a highly integrated microfluidic tool requires complex device design and complicated 

off-chip control instrumentation. For example, microfluidic single-cell isolation that uses valve-

controlled chambers [137] relies on multilayer soft lithography, increasing the complexity of 

fabrication and pneumatic control. Microfluidic droplet-processing single-cell analysis devices 

typically require complex control with heating modules, particularly with the integration of droplet 



69 
 

generation and droplet thermo cycling [138]. We have previously developed a bead-based 

approach for performing RT-qPCR at the single-cell level on a microfluidic device, which featured 

integrated cell trapping, cell lysis, RT and qPCR on chip with high sensitivity and efficiency of the 

RT-qPCR reaction compared to off-chip RT-qPCR [38, 139]. While this approach has 

demonstrated sensitivity and efficiency in single-cell gene expression analysis, one limitation is 

that the cell trapping unit uses a geometric constraint to capture one single cell out of a group of 

cells, which does not allow tracking the identity of an individual cell. Commercial options also 

exist for performing single-cell gene expression analysis, such as the C1/BioMark system 

(Fluidigm, inc). Unfortunately, the input cells are sorted randomly, which hinders the tracking of 

individual cells from the time of irradiation to analysis.  

This chapter presents an approach that combines single-cell picking, lysing, reverse 

transcription (RT) and photocleavage to enable the isolation, tracking and gene expression analysis 

of individual cells. A single-cell capillary picker introduces single cells into a microfluidic device, 

termed the Preprocessing for Gene-Expression Measurement (PreGEM) chip, which performs 

gene-expression preprocessing. This approach permits the isolation and quick lysis of individual 

cells, while avoiding the complex microenvironment required for culturing cells on chip [140], 

thereby enabling the study of microbeam-irradiated single cells and bystander effects.  The 

PreGEM chip enables synthesizing and delivering stable cDNA for downstream gene expression 

analysis. The chip tracks the identity of individual cells in a single microfluidic channel, which is 

readily scalable by parallelization. A bead-based protocol is used to achieve mRNA capture and 
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the RT reaction, greatly simplifying both the design and operation of the microchip. Furthermore, 

instead of applying thermal denaturation (95 ̊C) to release single-stranded DNA (ssDNA), which 

tends to cause evaporation issues [141], a photocleavage approach has been used to release cDNA 

from the beads realized via a photocleavable link between the bead and cDNA. Finally, the 

approach maximizes the choice of platforms for downstream analysis, such as qPCR real-time 

gene expression analysis, QuantStudio digital PCR sensitive detection or NanoString multi-gene 

expression analysis. We demonstrate the preprocessing approach using QuantStudio digital PCR 

by measuring expression levels of the radiation responsive genes [142, 143] Cyclin-dependent 

kinase inhibitor 1a (CDKN1A) and Growth/differentiation factor 15 (GDF15) as well as of the 

Prostaglandin-endoperoxide synthase 2 (PTGS2) gene (both radiation and bystander responsive 

[144]) in individual control, microbeam-irradiated or bystander IMR90 human lung fibroblasts 

after 4-hour co-culture.  The results confirm the ability of the preprocessing approach to enable 

accurate tracking of single cells and efficient analysis of single-cell responses, as well as allow the 

comparison of activation levels of different genes and signaling pathways within individual cells.  

 

5.2 Material and Methods 

Cells  

Normal human diploid lung fibroblasts (IMR-90) were obtained from the American Type 

Culture Collection (ATCC® CCL-186; Manassas, VA, USA). Cells at passage 10-12 were grown 

in Eagle’s Minimum Essential Medium (CellGro, Manassas, VA, USA) supplemented with 12.5% 

https://en.wikipedia.org/wiki/Synthase
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heat-inactivated (56 C, 30 min) fetal calf serum, 400 mM L-alanyl-L-glutamine, 100 U/ml 

penicillin and 100 µg/ml streptomycin (Sigma-Aldrich Corp., St. Louis, MO, USA). The cells were 

maintained at 37 C in a humidified incubator with 5% CO2 in air.  

 

Cell Irradiation 

Microbeam irradiations were performed at the Radiological Research Accelerator Facility 

(RARAF) [130], Columbia University. Twenty-four hours before the experiment, cells were 

seeded in two 12.5 cm2 flasks at 70-80% confluence. The day of the experiment, one flask was 

incubated for 30 minutes with 100 nM Hoechst 33342 and the other with 200 nM MitoTracker 

Green (Thermo Fisher Waltham, MA USA). Cells from both flasks were then trypsinized and 

plated 1:1 on custom-made microbeam dishes [126] and allowed to attach for at least 1 h (Figure 

5.1). Immediately before irradiation, the culture medium was removed from the microbeam dish. 

The microbeam dish was positioned adjacent to the microbeam exit window and a moisture 

containment collar was placed over the objective lens to keep the cells from becoming dehydrated 

during the approximately 15 min irradiation time. The RARAF microbeam system has integrated 

image analysis, which was used to visualize the nuclei stained with Hoechst 33342. A computer 

automated nuclear irradiation protocol found the location of every stained nucleus on the dish. We 

used the RARAF 5 MV Singleton Accelerator to deliver five doubly charged helium particles 

(He2+), simulating an alpha particle, with an energy of 6.0 MeV to the center of each stained 

nucleus. The ion beam was measured to have a width of <5µm for all irradiations, and based on 
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SRIM calculations (Stopping Range of Ions in Matter) [145] , each He2+ particle had an LET of 

approximately 100 keV/µm. Cells showing nuclear stain were microbeam-irradiated while the 

MitoTracker Green-stained cells were not targeted and therefore were designated as “bystander” 

(Figure 5-1). The particle fluorescence was measured by a gas proportional counter positioned 

above the cells. After every nuclear stained cell on the plate had been irradiated the dish was 

removed from the irradiation endstation, fresh medium was added to the dish, and the dish was 

placed in the incubator at 37° C until ready for cell picking at 4 hours post irradiation. All control 

cells were stained with Hoechst 33342 and sham irradiated. 

 

 

Figure 5–1: A co-culture of Hoechst-stained IMR-90 cells (blue) with MitoTracker green-stained IMR-90 

cells (green) was established on microbeam dishes; at the endstation only Hoechst-stained cells were 

irradiated while the cytoplasmic-stained cells were designated as bystanders; single-cell picking was 

conducted 4 h after irradiation using a capillary micropipette with computer controlled positioning motors. 
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Cell Picking 

Cells were viewed on a custom microscope using a 10x objective with live imaging (pco.edge 

5.5, PCO, Kelheim, Lower Bavaria, Germany).  Custom software allowed for imaging and 

lighting control as well as computer adjustment of the position of the pipette mounted on a 6 axis 

stage (X, Y, Z, azimuth, elevation and retraction; Zaber Technologies Inc., Vancouver, BC). 40 uL 

of 0.25% trypsin-EDTA was added to the microbeam dish prior to picking to aid in cell release. To 

pick a cell, the pipette was positioned directly adjacent to a cell of interest on the microbeam dish. 

Multi-color illumination, with the use of a Lumencor Aura Light Engine (Lumencor, Beaverton, 

OR), a light source (Morrell Instruments, Mellville, NY) and a camera (PCO-Tech Inc, Romulus, 

MI), allowed for simultaneous imaging of both the nuclear stain and cytoplasmic stain, thus 

permitting determination of the cell as “irradiated” or “bystander”, respectively. Single cells were 

aspirated into the micropipette along with 1-3 µL of 0.25% trypsin-EDTA. After picking a cell, the 

micropipette was moved out of the microbeam dish and positioned within the input well of a 

PreGEM chip, where the picked cell was ejected directly into lysis buffer (Thermo Fisher, Waltham, 

MA). 

 

Fabrication of Microfluidic PreGEM Chip 

The chip (Figure 5-2a) is fabricated using standard soft lithography microfabrication 

techniques [146]. SU-8 photoresist (MicroChem Corp., Newton, MA) was spun-coated on a silicon 
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wafer and patterned with photolithography to define the liquid channel mold. Then, PDMS (Dow 

Corning) was poured over the mold and an additional vapor barrier [38] was embedded in the 

PDMS. Sheets bearing the microfluidic features were then peeled off the mold followed by inlet 

and outlet hole punching. The molded PDMS was sealed to a glass slide using oxygen plasma 

bonding. 

 

 

Figure 5–2: (a) Schematic of the side view of a PDMS PreGEM chip made by soft lithography. The 

microfluidic chip consists of an inlet for introduction of reagents, cell lysis and mRNA capture using 

magnetic beads as well as a reaction chamber for on-bead RT. (b) a bead-based process on the PreGEM 

chip: mRNA capture by Oligo(dT)25 on beads, cDNA synthesis on beads during RT, and cDNA release by 

photocleaving the PC (photocleavable) Biotin linker on beads. 

 

On-Chip RNA Capture 
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Different copy numbers of XenoRNA template (2×104, 5×104 and 105, Thermo Fisher 

Scientific Inc.) were introduced to the microchip, and were captured by 3.5×106 beads (Thermo 

Fisher Scientific Inc). Separating the magnetic beads from the remaining solution using a magnet, 

the effluent solution was transferred to micro tubes and mixed with another solution containing 

3.5×106 beads, which was followed by off-chip RT. In the end, 40-cycle qPCRs were run to detect 

the amount of un-captured templates.  

 

On-Chip RT Characterization 

The efficiencies of the on-chip bead-based RT were investigated using various copy numbers 

of XenoRNA templates (2×104, 5×104 and 105, Thermo Fisher Scientific Inc.). The on-chip RTs 

were first conducted after mixing RT reagents, XenoRNA, biotinylated Oligo(dT)25 primer 

(Integrated DNA Technologies Inc.) and 3.5×106 streptavidin magnetic beads. Subsequently, PCRs 

were performed with the products of RT using the qPCR system. In comparison for the on-chip 

efficiency, in-tube RTs were performed using a thermocycler followed by qPCR characterization. 

Additionally, to characterize the effects of beads on reaction efficiency, bead-based PCRs were 

subsequently performed with the products of in-tube RT by mixing and binding biotinylated cDNA 

to streptavidin beads, comparing the bead-based approach with the standard bench-top solution-

based approach.   

 

Single-Cell Processing on the PreGEM Chip 
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The input well of the PreGEM chip was pre-filled with the lysis buffer, so as to immediately 

lyse the input cell after it was picked and placed within the input well. Next, mRNA templates in 

the cell lysate were collected by photocleavable 5’-PC Biotin-(dT)25-3’ bead tether, which was 

made by incubating magnetic streptavidin beads (Thermo Fisher Scientific Inc.) with 

photocleavable biotinylated Oligo(dT)25 (Integrated DNA Technologies Inc.). The principle of 

mRNA capture relies on base pairing between the polyA tails of the mRNA and Oligo(dT)25 

immobilized on the surface of the beads. In the reaction of reverse transcription (RT), the bead-

bound Oligo(dT)25 functions as a primer for synthesis of cDNA. Extracted mRNA were moved 

from inlet well to reaction chamber using a magnet, followed by the introduction of reverse 

transcription mix (dNTP, RT buffer, MgCl2 solution, Reverse Transcriptase, RNase inhibitor). 

After RT (10 min at 25 C and 50 min at 42 C), the microchip was exposed under a UVA lamp 

(Sylvania Inc) photocleaving the PC linker, which released the cDNA from the beads.  

 

In-Tube RT, qPCR and Digital PCR (dPCR) 

In-tube RTs were run using a thermocycler (Eppendorf) with a standard protocol (10 min at 

25 C and 50 min at 42 C). qPCRs were performed using 96-well reaction plates run on the 

7900HT Fast Real-Time PCR (Applied Biosystems). 5 μL RT products, 6.25 μL nuclease-free 

water, 1.25 μL Taqman gene expression assay (Hs99999905_m1, Thermo Fisher Scientific Inc.) 

and 12.5 μL Taqman gene expression master mix were loaded on the plates, which were run for 45 

cycles. The QuantStudio 3D digital PCR system (Thermo Fisher Scientific Inc.) was used to 
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conduct digital PCRs. Starting samples in a final volume of 15 L that consisted of bead-excluded 

RT product, Taqman gene expression master mix (Thermo Fisher Scientific Inc.), Taqman gene 

expression assay (Hs99999142_m1, Hs00153133_m1, Hs00171132_m1, Thermo Fisher Scientific 

Inc.) and nuclease-free water were loaded onto Digital PCR Chips (Applied Biosystems) via the 

QuantStudio 3D Digital Chip Loader (Applied Biosystems). The chips were immersed in oil to 

avoid evaporation and sealed with UV sealant (Applied Biosystems). This was followed by 

running 40 cycles of dPCR using GeneAmp® PCR system 9700 Thermocycler, which is adapted 

for digital PCR reactions. The chips were then loaded onto the QuantStudio™ 3D Digital PCR 

Instrument, and the end-point fluorescence of each well on the chips was measured using 

QuantStudio™ 3D Digital PCR software v3.0. The fluorescence data were read and analyzed using 

QuantStudio 3D Analysis Suite Cloud Software.  

 

Statistical Analysis 

Statistical differences between two groups of cells were determined using unpaired two-sample 

t-test or one-way ANOVA followed by post-hoc Tukey test, where necessary. Pearson correlation 

coefficient (r value) was used to measure the linear relationship between expression levels of two 

genes. Defined as the covariance of two variables divided by the product of their standard 

deviations and calculated as follows: , where x and y represent 

variables and n is the number of experiments. The Kolmogorov-Smirnov test was used to test the 

normality of the samples and to decide whether the distribution functions of two samples are 
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significantly different. R (version 3.1.1) was used to perform statistical analysis. 

5.3 Results 

In the experiments, we first performed on-chip RNA capture validation, then characterized on-

chip RT efficiency and bead-based reaction efficiency, as well as quantifying the releasing 

efficiency of cDNA from beads. We then demonstrated single-cell analysis with the integrated 

system from microbeam irradiation, cell picking, and on-chip reactions, all the way through 

QuantStudio dPCR. The integration of the system allows the exploration of cell-to-cell variability 

in response to microbeam irradiation and in bystander cells.  

 

Validation of RNA Capture on the Pre-GEM Microchip 

Before characterizing efficiencies of downstream reactions, the on-chip capture of mRNA via 

5’-PC-Biotin-(dT)25-3’ Streptavidin magnetic beads was validated using XenoRNA template. The 

value of ΔRn, indicating the magnitude of the fluorescent signal and, therefore, amplification 

generated by PCR, was 3.7 for the positive control (105 XenoRNA with 3.5×106 beads) after 40 

cycles of bead-based PCR. Referring to the method section, the remaining solutions after bead 

capture were mixed with bead-based solution, and RT-PCRs were performed to quantify remaining 

templates in the solution after the first capture. It was found that the ΔRn values remained below 

the threshold (Figure 5-3). Thus, we can conclude that 3.5×106 beads were sufficient to capture 

essentially all of the polyAdenylated templates, and an undetectable amount of free RNA templates 

were residual in the binding waste. 
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Figure 5–3: Quantified detection of RNA trapping efficiency using 3.5×106 beads. There was no detectable 

residual XenoRNA template in the binding waste.  

 

On-Chip RT Characterization and Interference of Beads with Reaction Efficiency 

Starting with 20k, 50k and 100k copies of XenoRNA, the on-chip bead-based RTs followed by 

off-chip bead-based qPCRs were conducted to test repeatability and characterize reaction 

efficiency (Figure 5-4a). We found that under the given experimental conditions, the PCR 

efficiency defined by (10-1/k -1) × 100%, where k is the slope of the Ct as a function of the logarithm 

of the template copy number, for our bead-based approach was 90.5%. To characterize the on-chip 

RT efficiency, we conducted the bead-based PCR testing following in-tube RT. The PCR efficiency 

Eb for the bead-based PCR with in-tube RT was 83.2%, meaning the bead-based on-chip RT has a 

1.08-fold increase in efficiency compared with that of in-tube RT. This improved efficiency for 

on-chip reaction likely resulted from more efficient molecular interactions in the microscale 
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environment [131, 147]. Meanwhile, we ran a solution-based PCR without introducing beads 

following in-tube RT. Some bead interference was observed, affecting the reaction efficiency, as 

the presence of beads during the PCR reaction yielded higher Ct values than the solution-based 

reactions. In terms of the reaction efficiency, it was found in Figure 5.4b that under the given 

experimental conditions, the PCR efficiency Es for the solution-based PCR testing (86.3%) was 

higher than the PCR efficiency Eb for the bead-based PCR (83.2%), which was likely attributable 

to enhanced molecular interactions in the absence of the beads. The reaction efficiency was not 

dependent on template copy number, however. Based on these results, we calculated a correction 

factor that can be used to estimate the corrected threshold cycle of the bead-based approach in 

order to offset the influence of beads on the reaction. The corrected threshold cycle can be 

evaluated by Cts=Ctb×log(1+Eb)/log(1+Es), where Ctb, Cts, Es, and Eb denote threshold cycle of 

the bead-based positive controls, threshold cycle of the corrected positive controls, solution-based 

PCR efficiency, and bead-based PCR efficiency, respectively. 
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Figure 5–4: (a) Mean and standard deviation of on-chip bead-based RT followed by offchip bead-based 

qPCR. (b) Mean and standard deviation of in-tube RT followed by bead-based offchip qPCR and solution-

based offchip qPCR, respectively. 

 

Characterization of the Releasing Efficiency of cDNA from the Beads via On-Chip 

Photocleavage 

It is also important to know the releasing efficiency of cDNA from the beads via on-chip 

photocleavage. Therefore, an experiment was designed to characterize the release efficiency 

(Figure 5-5). The first arm of the experiment used on-chip cell lysis, mRNA capture, and RT 

processing of a small number (10) of IMR-90 cells obtained by dilution. Without photocleavage, 

the RT products (cDNA on beads) were collected and analyzed by qPCR. We next performed on-

chip lysis of 10 cells, mRNA capture and RT, followed by on-chip photocleavage via UV 

irradiation (peak wavelength: 365nm). The beads were separated from the cleaved RT product 

(cDNA), and qPCR analyses were performed separately using the cDNA cleaved from the beads 

and the remaining beads. Looking at the amplification curves for the housekeeping gene GAPDH, 

there is negligible amplification of the cleaved beads, indicating the cDNA has been effectively 
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removed from the beads by the UV irradiation. We have also noticed that the threshold cycle Ctb 

of cDNA-on-beads amplification (Positive Control: A1, A2 and A3) are higher than the Ct of 

cDNA in solution (C1, C2 and C3), which would be expected, given that we have already shown 

that the bead-based approach has a lower PCR efficiency than solution-based reactions (Figure 5-

5b). Evaluating the releasing efficiency of cDNA from the beads requires the corrected threshold 

cycle Cts, which has been defined as previously defined. Thus, the releasing efficiency defined as 

(1+Es)
-Ct/ (1+Es)

-Cts is estimated to be (mean ± s.d.) 95.6% ± 3.5% using experimentally determined 

cycle threshold (Ctb and Ct) and PCR efficiency (Es and Eb).  

 

Figure 5–5: Schematic of experiment flow and qPCR following on-chip cDNA synthesis using magnetic 

beads, A: perform PCR with cDNA on beads, B: photocleave beads and run PCR with beads only, C: use 
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the photocleaved cDNA product from B to run PCR. Solid, dashed and dash-dot curves represent 

independent experiments per experiment group.  

 

Microbeam-Irradiated and Bystander Single Cells 

Having characterized the bead-based process on chip, we were ready to integrate the PreGEM 

chip with the cell picker and study the single-cell response to microbeam irradiation as well as the 

bystander effect. 30 Individual control, 30 microbeam-irradiated and 30 bystander single cells were 

one by one picked from microbeam dishes via the cell picker and transferred to the microchips and 

processed for cell lysis, mRNA capture, RT and photocleavage. The recovered cDNAs from the 

on-chip reaction were then used to run digital PCR reactions with analysis on the QuantStudio 

platform. The QuantStudio uses limiting dilution of the reaction mix to count individual molecules, 

providing absolute quantification of gene expression levels using Poisson statistics. Figure 5-6 

presents the distribution of individual control cells, bystander cells and irradiated cells based on 

the quantities of PTGS2, CDKN1A and GDF15 in each cell. One interesting observation is the 

elevated variability in expression levels in both bystander cells and irradiated cells compared to 

controls. For example, the expression levels of CDKN1A among irradiated cells distribute in a 

range of 15 to 165 counts while bystander cells have a narrower range of 0 to 45 counts, compared 

to that the control cells fall within a range of 0 to 25 counts. Also, it was found that the expression 

levels of both CDKN1A and GDF15 in irradiated cells are significantly higher than the expression 

levels for both genes in bystander cells (p < 0.001). The average fold-changes for CDKN1A and 

GDF15 in irradiated cells are 7.56 and 7.37, respectively, while the average fold-changes for these 
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two genes in bystander cells are 2.54 and 2.19, with respect to the mean value of the two genes in 

control cells. While for PTGS2, the average fold-changes are 6.77 and 5.24 in irradiated cells and 

bystander cells, respectively. 

 

Figure 5–6: Left column: Significantly different distributions of transcript numbers of CDKN1A, PTGS2 

and GDF15 as measured by digital PCR from individual control, bystander and microbeam-irradiated 

IMR90 cells. Right column: Comparisons of mean quantities of three gene products: CDKN1A, PTGS2 and 
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GDF15 averaged over 30 individual control, bystander and microbeam-irradiated IMR90 cells. One asterisk 

(*) indicates p < 0.05 and three asterisks (***) indicate p < 0.001. 

 

In order to compare the expression levels of the three genes within individual cells, regression 

analyses were applied to data points corresponding to expression levels of CDKN1A compared 

with those of PTGS2 and GDF15. We found that a linear model was not significant to explain the 

relationship between the expression levels of CDKN1A and PTGS2, which represent two different 

signaling pathways, in individual control, bystander and irradiated cells (Figure 5-7a, c, e).  

Conversely, expression of the two p53-regulated genes, GDF15 and CDKN1A, was significantly 

correlated within individual cells (p < 0.05). Additionally, the r values were calculated in terms of 

the expression levels of CDKN1A and GDF15 for sets of control, bystander and irradiated cells. A 

strong linear relationship was found for CDKN1A against GDF15 among irradiated cells (r = 0.80), 

while the correlation decreased between these genes in bystander cells due to elevated variance (r 

= 0.65). 
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Figure 5–7: Scatter plots of expression levels of CDKN1A against PTGS2 (a) (c) (e) (g) and CDKN1A 

against GDF15 (b) (d) (f) (h). Grey shading represent 95% confidence level interval for predictions from a 

linear model (blue dashed line). 

(a) (b)

(c) (d)

(e) (f)

(g) (h)

P < 0.001, r = 0.76

P < 0.001, r = 0.65

P < 0.001, r = 0.80

P < 0.001, r = 0.91



87 
 

5.4 Discussion 

To support our microbeam studies of the radiation bystander effect, we have developed a 

system to perform single-cell gene expression measurements following irradiation with the 

microbeam. This system empowers our single-cell irradiation studies, allowing individual 

microbeam-irradiated cells or non-hit bystander cells to be tracked, lysed, and prepared for analysis. 

Our approach could also be applied to studies of rare cells in many other contexts. Gene expression 

variability in rare cells is of great interest for applications including cancer diagnosis [148], cancer 

drug development [149] and prenatal diagnosis [150]. While much can be learned through studying 

gene expression response in bulk cell populations, such analysis of gene expression dilutes the 

contribution of these rare cells to the pattern of the population. Information that covers the diversity 

and complexity of the cells as well as their unique molecular signatures is thereby lost. 

The utility of the integrated preprocessing system was demonstrated by interfacing with 

QuantStudio digital PCR. The end-to-end analyses from microbeam irradiation to digital PCR gene 

expression measurements indicate cell-to-cell variability among individual control, microbeam-

irradiated as well as bystander cells. It is critical to know that such variability is mainly due to the 

cell-to-cell differences in gene expression rather than being introduced by measurement noise. As 

can be seen from Figure 5.6, the mean quantities of each gene in irradiated and bystander cells are 

greater than the mean of the gene in individual control cells. While the measurement noise would 

be expected to decrease with elevated abundance of transcripts, the variance in irradiated and 

bystander cells is larger than the variance in controls. This would indicate that there is minimal 
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effect on dispersion from measurements and the variance of the single-cell data reflects actual cell-

to-cell differences. 

The response of lung fibroblast cells to radiation has been extensively studied by microarray 

and qRT-PCR [117][151][152][153]. For example, global gene expression four hours after 

bystander and direct alpha particle exposure of lung fibroblast cells was measured, revealing 

disparate roles of two major radiation response pathways, p53 and NFκB, in the bystander response. 

Activation of the p53 response pathway was found to be minimal in bystander cells, in contrast 

with the NFκB pathway, which appeared to respond identically in bystander and irradiated cells 

[144]. Additionally, lung fibroblasts were exposed to alpha-particle radiation at a dose range of 0-

1.5 Gy, after which the GDF15 gene, regarded as a marker for lung injury, was assessed at the 

protein level and 3-fold higher expression levels were found in exposed cell culture media 24 hours 

after exposure [154]. The single-cell data presented in Figure 5.6 are consistent with these studies, 

which could be explained by the previous observation that p53-regulated genes like CDKN1A and 

GDF15 were expressed at elevated levels in directly irradiated cultures, while showing little or no 

change in bystanders [144]. In contrast, the response pattern of NFκB regulated genes such as 

PTGS2 was found to be virtually identical in bystander and irradiated cells.  

What was missed in the above studies was the heterogeneity of responses within bystander and 

irradiated populations. While studies in populations gave an averaged cellular response, it is clear 

that the presented genes were not uniformly expressed across even a small population of cells (n 

= 30) within each treatment set. Within irradiated cells, expression levels for any particular gene 
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may not be uniformly elevated among the cells, in addition to inherent cell-to-cell differences 

revealed in the controls (Figure 5.6). Signaling and response mechanisms in bystander cells are 

complex, involving both direct contact and gap junctions between bystanders and irradiated cells 

[155, 156] as well as communication through extra-cellular signals in the culture media [157, 158]. 

Thus, it is possible that the distance between an irradiated cell and a non-hit bystander, the 

concentration gradient of signaling molecules in the media, and the movement of the media could 

contribute to the observed differences in gene expression across bystander cells.  

Within the same signaling pathway, CDKN1A and GDF15 both are p53-induced genes [159], 

and it is clear from Figure 5.7h that they are significantly correlated in microbeam-irradiated cells, 

and to a lesser extent in control and bystander cells. It is known that GDF15, which contains two 

p53 binding sites in its promoter region, is a direct target gene of p53 [160]. Radiation-induced 

DNA damage can induce GDF15 expression in a p53-dependent manner. It has also been found 

that GDF15 holds a moderate but significant association with p53 after DNA damage [161], which 

would indirectly reveal the correlation of genes CDKN1A and GDF15 within the p53 pathway. 

Next consider the pair of CDKN1A and PTGS2, which represents activation of different 

pathways including p53 and NFκB. The former gene plays essential roles in the DNA damage 

response [162] and the latter counteracts p53 activity as well as inhibits DNA damage-induced 

apoptosis [163] [164]. As seen from Figure 5.7, the correlations between the two genes in controls 

and bystanders are weak and positive while the two genes were found to be negatively related in 

irradiated cells. The negative trend observed between CDKN1A and PTGS2 in irradiated cells may 
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imply a transcriptional cross talk between NF-κB and p53, in which both pathways inhibit each 

other’s ability to stimulate gene expression and this process is likely dependent on the relative 

levels of the two transcripts [165]. It has been suggested that stimulation of NF-κB promotes 

resistance to programmed cell death while the activation of p53 is associated with the induction of 

apoptosis or cell cycle arrest following DNA damage [166] [167]. If this is indeed the case, it is 

possible that NF-κB activation occurs simultaneously with the induction of p53 in a few individual 

cells shown in Figure 5.7e, which exhibited equally high levels of expression of both genes, but 

that activation of the two pathways is not tightly linked within the same cell.  

 

5.5 Conclusions 

In summary, the data presented in this chapter demonstrate the preprocessing approach for 

single-cell irradiation studies, and together with qPCR or digital PCR provide a powerful approach 

to investigate the variability of gene expressions in individual cells with microbeam irradiation, 

and many other applications where rare cells are of interest.  
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Chapter 6. Concluding Remarks 

 

6.1 Summary of the Thesis  

This thesis discusses mathematical modeling and experimental characterization for 

bioanalytical applications. The work presented in the thesis includes the modeling of a microplate-

based viscometric glucose sensor, for prediction of frequency response of the sensor at a variety 

of glucose concentrations; the modeling of a microcantilever-based viscometric glucose sensor, 

for parametric study of the sensor’s response when varying geometric and material properties; the 

capacitive measurements of a hydrogel-based glucose sensor, for enabling continuous glucose 

monitoring in a reversible manner; and an integrated preprocessing approach for gene expression 

measurement at single-cell level.  

The work incorporated in this thesis can be divided into four chapters, each of which is 

summarized below.  

The model of the diaphragm-based glucose sensor reveals the general trend in the 

experimentally observed sensor characteristics with nominal material properties by comparing the 

estimation of the model with experimental results. Besides, parametric studies with the model 

show that the deflection of the diaphragm at the resonance frequency is strongly dependent on the 

height of liquid chamber due to squeeze-film damping effects. Additionally, simulation results 

using the model suggest that the composition of polymer solution can be tuned to optimize the 

glucose sensing. Thus, the model enables efficient and accurate quantitative determination of 

dynamic characteristics of diaphragm-based viscometric glucose sensor, and can be extended to 
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other bioanalytical microdevices involving complex fluid structure interaction.   

This thesis also develops a model of the microcantilever-based viscometric glucose sensor. 

The model couples the structural vibration of the cantilever with the flow via boundary conditions 

at the beam-liquid interface, and is capable of predicting the dynamic behavior of the vibrational 

glucose sensor while providing detailed insight into the sensors’ characteristics. By considering 

the surface stress, this model is generalized to cases where the microcantilever-based sensors are 

used for biochemical sensing via surface binding. Additionally, the dynamic response of the 

cantilever under thermal excitation has been investigated. It is found that the thermal noise does 

not change monotonically with Reynolds number and the variation of the noise is strongly 

dependent on the intensity of viscous dissipation, which will be of significant practical value to 

precise measurements.  

As an exploratory study on dielectric glucose sensor, this thesis introduces a hydrogel-based 

glucose sensor, detecting glucose via dielectric measurements. This microsensor eliminates the 

use of mechanical moving parts existing in viscometric glucose sensors that hinders 

miniaturization. The hydrogel is directly embedded on the transducer via in situ polymerization 

and will be stable over time, allowing the device to remove a semipermeable membrane that are 

otherwise required to hold the glucose-sensitive material, and potentially offer improved tolerance 

to biofouling during implanted operation. Experimental results demonstrate that in a glucose 

concentration range of 0–500 mg/dL and with a resolution of 0.35 mg/dL or better, the microsensor 

exhibits a repeatable and reversible response, and can potentially be useful for continuous glucose 
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monitoring in diabetes care. 

This thesis has explored the integration of a capillary cell picker and a bead-based 

microfluidic platform for studying the variability in gene expressions among single cells, 

particularly with treatment of ionizing irradiation. Our current approach have enabled the study of 

irradiated single cells as well as bystander effect by incorporating a single-cell capillary picker to 

introduce single cells into a microfluidic gene-expression preprocessing chip. The approach has 

been demonstrated with QuantStudio digital PCR by measuring expression levels of the radiation 

responsive genes, Cyclin-dependent kinase inhibitor 1a (CDKN1A) and Growth/differentiation 

factor 15 (GDF15) as well as of the Prostaglandin-endoperoxide synthase 2 (PTGS2) gene (both 

radiation and bystander responsive) in individual control, microbeam-irradiated or bystander 

IMR90 human lung fibroblasts cells after 4-hour coculture. The results confirm accurate tracking 

of cell treatments through the system and efficient analysis of single cell responses, and also allow 

comparison of activation levels of different genes and signaling pathways within individual cells. 

 

6.2 Directions for Future Work 

In the research presented in this thesis, we have investigated device physics on vibrational 

glucose sensors, and have demonstrated an explorative development of a hydrogel-based dielectric 

glucose sensor. Surface-immobilized hydrogel has exhibited great potential in real-time 

monitoring of physiologically relevant glucose concentrations. Note that the microsensor is limited 

by a slow time response (~20 min), which can be attributed to use of a thick hydrogel layer (~250 
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μm) and an in vitro testing flow cell. Therefore, in the future work, we will immobilize a thinner 

layer of hydrogel by spinning coating the polymerization mixture and manufacture a new testing 

setup to reduce the convective-diffusive distance of transporting the glucose. To achieve the goal 

of subcutaneously implanted continuous glucose monitoring, in vivo study of the dielectric glucose 

sensor needs to be conducted in sedated rats to test the low-range measurement accuracy. The 

sensor’s response to low glucose concentrations and the time delay of the sensor would be 

evaluated by comparing to the readings of the glucometer. Moreover, multiple sensors would be 

implanted in a group of rats for measurements to evaluate the clinical accuracy of the hydrogel-

based sensors. In addition, an electrokinetic model would be built to correlate the hydrogel 

dielectric response to glucose concentration. Empirical data of the dielectric glucose sensor could 

be used to calibrate the prediction model. 

The work presented in Chapter 5 has established a solid groundwork for the tracking of cell 

identity while conducting single-cell gene expression analysis.  In our case, the preprocessing-

gene-expression-analysis microchip can be readily scaled up to form a multi-channel chip on 

which multiple channels can be integrated with their reaction units to increase the throughput. 

Moreover, multiplex gene expression assays will be used to allow the multi-gene expression 

analysis. Further work is required for the development of such devices and optimization of assays. 

One prominent issue would be to handle the fluidic sample delivery and manipulation, especially 

when there are multiple inlets, and the application requires synchronized reagents input. The other 

challenge would be to integrate a pre-amplification module onto the microfluidic preprocessing 
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chip. Additionally, the multiplex gene expression assay will be optimized while interfacing the 

microfluidic chip with the NanoString nCounter, which is a multiplexed detection system with 

measurement of up to 800 genes in an individual cell [168].  
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