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Potential applications for virtual and augmented reality 
technologies in sensory science 

 

Abstract 

Sensory science has advanced significantly in the past decade and is quickly evolving to 

become a key tool for predicting food product success in the marketplace. Increasingly, 

sensory data techniques are moving towards more dynamic aspects of sensory perception, 

taking account of the various stages of user-product interactions. Recent technological 

advancements in virtual reality and augmented reality have unlocked the potential for new 

immersive and interactive systems which could be applied as powerful tools for capturing 

and deciphering the complexities of human sensory perception. This paper reviews recent 

advancements in virtual and augmented reality technologies and identifies and explores 

their potential application within the field of sensory science. The paper also considers the 

possible benefits for the food industry as well as key challenges posed for widespread 

adoption. The findings indicate that these technologies have the potential to alter the 

research landscape in sensory science by facilitating promising innovations in five principal 

areas: consumption context, biometrics, food structure and texture, sensory marketing and 

augmenting sensory perception. Although the advent of augmented and virtual reality in 

sensory science offers new exciting developments, the exploitation of these technologies is 

in its infancy and future research will understand how they can be fully integrated with food 

and human responses.  

Industrial relevance 

The need for sensory evaluation within the food industry is becoming increasingly complex 

as companies continuously compete for consumer product acceptance in today’s highly 

innovative and global food environment. Recent technological developments in virtual and 

augmented reality offer the food industry new opportunities for generating more reliable 

insights into consumer sensory perceptions of food and beverages, contributing to the 

design and development of new products with optimised consumer benefits. These 

technologies also hold significant potential for improving the predictive validity of newly 

launched products within the marketplace. 
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1. Introduction 

Sensory evaluation is a scientific discipline that is used to understand how humans perceive 

and respond to the various stimuli in food using the five senses of sight, smell, touch, taste 

and hearing. From a fundamental perspective, it attempts to understand the intricacies of 

sensory perception and consumer behaviour, while at an applied level it can be used as a 

tool across the product development process to characterise and understand how the 

sensory properties of food drive consumer decision making and hedonic response (Kemp, 

Ng, Hollowood & Hort, 2018). For many years, sensory data was based on averaging sensory 

responses from consumers evaluating foods under controlled conditions in a sensory 

laboratory (Hathaway & Simons, 2017), and was simply viewed by industry as a means for 

comparing the acceptability and competitiveness of food products within the marketplace 

(Tuorila & Monteleone, 2009). However, in the current highly competitive and global food 

environment, the need for sensory information is becoming increasingly complex, as 

industry face constant pressure to develop high quality food products at reduced time-to-

market (Delarue, 2015). Over the past decade, advancements in digital technologies, such as 

smartphones and social media applications, have stimulated a new era of consumer 

connectivity, providing researchers with opportunities to collect new types of sensory 

information (Jaeger & Porcherot, 2017; Jaeger et al., 2017). As a result, the range and 

sophistication of techniques available for capturing and deciphering consumer’s sensory 

perceptions towards food is evolving substantially to meet industry demands. Sensory 

evaluation is being increasingly applied by companies in both developed and emerging 

markets, as a powerful tool for predicting product success across a range of industrial 

functions including research and development, quality control and marketing (Delarue, 

2015; Kemp et al, 2018).  

As the digital world continues to evolve at a rapid pace, new virtual reality (VR) and 

augmented reality (AR) technologies are emerging with the potential to transform the 

landscape for collecting and processing sensory and consumer information. Although both 

virtual and augmented reality have existed in various forms for decades (Ong & Nee, 2004), 

it is only recently these technologies have advanced to a point of radically changing how 

people connect and interact with the world (Porcherot et al., 2018; Velasco, Obrist, Petit & 

Spence, 2018). Research on the industrial applications for VR and AR is a strong and rapidly 
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growing area, with the market for these technologies projected to reach $162 billion by 

2020 (Business Insider, 2016). Recent technological developments in VR and AR are already 

showing a demonstrable impact across a number of industries including healthcare (Silva et 

al., 2018), manufacturing (Bottani & Vignali, 2018), engineering (Singh & Erdogdu, 2004), 

entertainment (Aukstakalnis, 2017), education (Merchant, Goetz, Cifuentes, Keeney-

Kennicutt & Davis, 2014), automotive (Lawson, Salanitri & Waterfield, 2016) and travel 

(Gibson & O’Rawe, 2018). For example, within industrial manufacturing these technologies 

have been applied throughout the production process from initial product design and 

assembly operations, through to enabling real-time discussions between multidisciplinary 

teams located at across the globe, resulting in fewer design flaws, enhanced workflow 

efficiency and increased savings in terms of costs and man-hours (Aukstakalnis, 2017). 

Beyond manufacturing, AR technology is being used by the automotive industry to support 

accident and emergency services. For example, Mercedes Benz are placing quick response 

(QR) codes on the B-pillars and fuel doors of all new cars, enabling first responders to 

quickly view colour-coded images of wiring and fuel systems using an AR mobile application 

(Etherington, 2016). As these technologies open up a world of possibilities for transforming 

the real world and how people interact with it, the food industry is now endeavouring to 

understand how to capitalise on these digital tools for competitive gain. The focus of this 

paper is to review recent advancements in virtual and augmented reality technologies and 

to explore their potential applications within the field of sensory science, highlighting the 

potential benefits for the food industry and outlining the challenges that currently exist for 

widespread adoption of these technologies.  

2. Recent advancements in virtual and augmented reality technologies 

2.1 Virtual reality 

Although virtual reality and augmented reality are both evolving interface systems for 

displaying digital information, they are distinct technologies with fundamental differences in 

the type of computing systems required to experience them. Due to continuous advances in 

core enabling technologies and the conflicting meaning of the words virtual and reality, the 

term virtual reality has been exceptionally difficult to define and no single definition exists in 

current literature as a result (Aukstakalnis, 2017). Generally, VR is described as an immersive 
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human-computer interaction in which an individual can explore and interact with a three-

dimensional computer-generated environment. A VR experience is typically accomplished 

through the use of a stereoscopic head mounted display (HMD) which completely replaces 

the user’s view of the real physical world with an interactive synthetic environment (Siegrist 

et al., 2018; Silva et al., 2018). Virtual reality as a concept is not entirely new, and dates back 

to the late 1950s when Morton Heilig, an American cinematographer, developed (and later 

patented) the Sensorama, an arcade-style cabinet which stimulated the senses through the 

use of stereoscopic 3D images, stereo speakers, fans and a vibrating chair. The Sensorama is 

considered one of the earliest examples of immersive, multisensory technologies. In the late 

1960s, computer graphics pioneer Ivan Sutherland, alongside his student Bob Sproull, 

engineered what is widely considered to be the first HMD system known as the Sword of 

Damocles (Sutherland & La Russa, 2017). The weight of the system required it to be 

suspended from the ceiling, but the technology was capable of tracking the movement of 

the user’s head, and could display simple 3D wireframe images in the user’s viewing 

direction. Throughout the 1960s and 1970s, the United States government, particularly the 

National Science Foundation, Department of Defence, and the National Aeronautics and 

Space Administration (NASA) were also involved in their own research efforts, which yielded 

a large pool of skilled researchers in areas such as computer graphics, network 

infrastructure and simulation modelling (Lowood, 2018; Sutherland & La Russa, 2017). 

However, the term virtual reality was not popularised until the late 1980s, when Jason 

Lanier, founder of VPL Research, developed the first commercially available VR products 

including the Dataglove and the EyePhone head mounted display (Lauria & Ford-Morie, 

2015). 

Between these early systems and today, major advances in computational power and 

visualisation and tracking technologies have given rise to a new era of affordable, fully 

immersive stereoscopic HMDs that are widely available to consumers. Nowadays, there is a 

multitude of VR HMD devices on the market ranging from high-end PC-based or “tethered” 

display systems to lower end devices driven by smartphones. While the majority of VR 

systems developed to date focus on controlling the user’s visual and auditory experiences, 

technologies such as haptic gloves and full-body haptic suits are being increasingly used for 

adding tactile and kinaesthetic content across a range of VR applications (Aukstakalnis, 
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2017; Gallace & Spence 2014). Haptic gloves, such as CyberGraspTM, DexmoTM and HaptX, 

are capable of stimulating the sense of touch by transmitting tactile inputs (e.g. vibrations 

and pressure) to the user’s skin using force feedback technology. However, effectively 

reproducing tactile sensations within a VR system poses considerable technological 

challenges due to the complexity of the human nervous system (Aukstakalnis, 2017; Perret 

& Vander-Poorten, 2018). 

In terms of PC-based VR, the Oculus Rift and HTC Vive were the first modern, commercially 

available platforms to retrigger the public’s interest in virtual reality technology. Following 

the pre-release of two developer models and acquisition of Oculus by Facebook for $2 

billion dollars, the consumer version of Oculus Rift was released in early 2016. VR 

competitor to the Oculus Rift, HTC Vive, was released one month later following 

collaboration between Valve Corporation and smartphone manufacturer, HTC (Sutherland & 

La Russa, 2017). Both HMDs are equipped with a high resolution display of 1080x1200 pixels 

per eye with a field of view extending 110-degrees, and have built-in sensors for tracking 

the position and orientation of the user using six degrees-of-freedom, enabling the user to 

move around the virtual space. Additionally, motion-tracked controllers allow the person to 

use their hands to intuitively manipulate virtual objects and interact with the computer 

simulation, further enhancing the feeling of immersion (Siegrist et al., 2018). While PC 

driven VR undoubtedly offers the most powerful immersive experience of modern VR 

technology, the headsets are expensive and require the user to be physically tethered to a 

computer with advanced processing power. As a result, mainstream adoption of consumer 

PC VR has been primarily in the gaming industry to date (Aukstakalnis, 2017). Nonetheless, 

new headsets are increasingly being launched into the market delivering more sophisticated 

levels of technology. For example, the HTC Vive Pro, launched in April 2018, provides 

wireless capability and features a 78% resolution increase to 1400x1600 per eye, promising 

the consumer a more immersive and comfortable VR experience (Warren, 2018). 

Advancements in smartphone technology (e.g. increased processing power, higher pixel 

counts, and high-performance sensors) have played an integral role in connecting 

consumers to virtual worlds. Smartphone-based VR requires a headset with custom lenses 

in which a user can simply insert a compatible phone. Smartphone VR devices currently 

available on the market include Google cardboard, Samsung Gear VR and Google Daydream. 
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The VR content is processed by the software on the smartphone, and the movement of the 

users head is tracked by the phone’s internal inertial measurement unit (IMU) which 

generally only supports three degrees of freedom tracking (Aukstakalnis, 2017; Sutherland & 

La Russa, 2017). This permits the user to look in every direction around them (side to side, 

up and down, forwards and backwards), but their position is fixed, meaning it’s not possible 

to interact or move around the virtual space. Due to limitations in positional tracking and 

computational power, smartphone-driven VR provides a considerably less immersive 

experience in comparison to PC-based platforms. Nonetheless the accessibility and lower 

production cost of these headsets has encouraged the sizeable and widespread uptake of 

VR among digitally-savvy consumers (Flavián, Ibáῆez-Sanchez & Orús, 2018; Lamkin, 2017). 

Smartphone HMDs are commonly used for viewing simple 360-degree videos, which is a 

real-world video recording where every angle is captured with an omnidirectional camera 

(or several cameras) and subsequently stitched together to generate an immersive 

experience for the user (Sutherland & La Russa, 2017). It is argued however, that immersive 

content based on 360-degree video technically does not constitute a true virtual reality 

experience which by definition requires computer generated imagery (Aukstakalnis, 2017; 

Siegrist et al., 2018). 360-degree videos are typically described in the context of virtual 

reality by marketers seeking new, innovative tools for creating more immersive and 

engaging brand experiences for consumers.  

Beyond PC and mobile based VR platforms, the latest innovations in VR technology have 

given rise to a new category of ‘standalone’ portable headsets such as the Oculus Go, 

Lenovo Mirage Solo, and the upcoming HTC Vive Focus. These headsets are capable of 

generating a highly immersive virtual experience without the use of a computer or 

smartphone, offering a convenient and affordable alternative to existing systems on the 

market (Brewster, 2018).    

2.2 Augmented reality 

Augmented reality is a relatively newer form of human-computer interaction which 

superimposes computer-generated information into a person’s view of the real world, 

creating an illusion where both virtual and real objects coexist in the same space (Ong & 

Nee, 2004). Therefore, AR can be differentiated from VR, given that the former overlays 
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digital information in a real environment, rather than completely replacing it. In addition to 

combining real and virtual information, a true AR system should run interactively in real 

time, and seamlessly align natural world and virtual objects with each other (Azuma et al., 

2001; Kipper & Rampolia, 2013). While AR technology to date has been confined to 

overlaying visual imagery onto the real world, advancements in speech recognition 

technologies are extending AR to audio-based platforms. A promising breakthrough 

innovation in this area is by Bose Corporation, who recently established a $50 million 

venture fund to develop audio-driven AR glasses which will combine motion sensors, built-in 

speakers and GPS data to intuitively augment sound in the users surrounding environment 

(Robertson, 2018). The earliest technological development in AR can be traced back to Ivan 

Sutherland’s work on the Swords of Damocles HMD. Although the Swords of Damocles 

system is widely considered one of the earliest examples of VR technology, the headset was 

transparent in places and therefore is argued to also represent one of the earliest 

innovations enabling modern AR devices (Aukstakalnis, 2017; Azuma et al., 2001; Kipper & 

Rampolia, 2013). The term ‘augmented reality’ was later coined in the early 1990s by Boeing 

researcher Tom Caudell to describe a system for assembling electrical cables in aircrafts 

(Caudell & Mizell, 1992). However, due to technological limitations in both hardware and 

software, AR developments in the years that followed were primarily confined to research 

laboratories, and even in the present day, AR does not yet have the same degree of 

technological maturity in comparison to VR (Azuma et al., 2001; Sutherland & La Russa, 

2017). 

Two primary platforms currently exist for displaying AR information: handheld displays such 

as smartphone and tablets, and AR-enabled HMDs. Although providing an arguably lower 

end experience, smartphones represent the most common distribution channel for AR in 

the consumer market. With the recent release of software development platforms ARCore 

and ARKit for Android and iOS devices respectively, building AR smartphone applications is 

becoming increasingly easier for developers (Mealy, 2018; Linowes & Babilinski, 2017). 

Perhaps the most successful application to capture public attention of AR technology has 

been Pokémon Go. The application, which was launched in 2016, anchors avatars in the real 

world using the camera on a mobile device, and has been reportedly downloaded 800 

million times since its launch (Lanier, 2018). In a typical AR system, the camera in a 
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smartphone is used to scan a specially designed marker, such as a QR barcode or image, 

which calculates the camera’s position in relation to the environment and projects visual AR 

content through the screen. While the technology enabling ‘marker-based’ AR is well 

developed and easy to use, the requirement of a specific physical marker may limit its 

potential application in the food industry. As technology continues to advance, AR systems 

are increasingly transitioning to markerless AR, which typically uses the devices features 

such as GPS, camera, hybrid vision and accelerometers to adjust the surrounding 

environment and control the alignment between real and virtual objects, without the need 

of a physical marker (Kipper & Rampolia, 2013; Comport, Marchand, Pressigout & 

Chaumette, 2006). Nonetheless, both techniques require the user to constantly hold the 

smartphone in the same position, providing a less convenient experience for the user. 

The most well-known AR enabled HMDs available on the market at the time of writing 

include Magic Leap One, Meta, and Microsoft Hololens. These headsets support much more 

sophisticated levels of technology than their smartphone counterparts, including voice 

recognition, spatial mapping, and gesture detection (Dickson, 2018). These devices typically 

take the form of large, transparent HMDs which overlay spatially correlated, high-definition 

digital content within the users’ physical surroundings. Due to the cost, bulkiness and a lack 

of consumer need beyond entertainment, these AR headsets are primarily targeted towards 

industry as a visualization tool for enhancing workflow efficiency or meeting an information 

need (Aukstakalnis, 2017; Kipper & Rampolia, 2013). Although AR is still in its infancy from a 

consumer perspective, hardware platforms enabling AR technology are advancing at a rapid 

pace, and is evident by the recent proliferation of wearable AR glasses into the marketplace 

(Lamkin, 2018). Indeed, research efforts in AR technology have also extended to contact 

lenses, which will be designed to detect and display digital information onto the wearer’s 

retina with the blink of an eye (Kim et al., 2016; Kipper & Rampolia, 2013). As the immense 

potential for AR technology begins to unfold, those working in the field believe that AR will 

soon become an integral part of society, leading to the eventual demise of the smartphone 

(Carroll, 2017). However, it is unlikely that neither AR nor VR will ever reach mainstream 

adoption unless industry identifies a genuine consumer need for the technologies, and 

proves to make a demonstrable contribution in the daily activities of people’s lives.  

 

ACCEPTED MANUSCRIPT



AC
C

EP
TE

D
 M

AN
U

SC
R

IP
T

 

10 
 

3. Potential applications for virtual and augmented reality in sensory science 

As virtual and augmented reality technologies continue to evolve (as discussed above), the 

possibilities for using these technologies in a myriad of speciality application markets will 

continue to grow. In the following section, the potential applications for these technologies 

within the field of sensory science will be discussed.  

3.1. Context enhancing technologies 

It is widely accepted that consumers’ emotional and hedonic responses are shaped by the 

context in which a food is consumed. For example, an average tasting wine may be 

perceived as enjoyable and memorable if consumed in the company of family and friends. 

Recently, there has been significant interest among sensory scientists in gaining a better 

understanding of consumption context in consumer sensory testing (Jaeger et al., 2017; 

Jaeger & Porcherot, 2017; Hein, Hamid, Jaeger & Delahunty, 2010). The reason for this 

increase in interest is not surprising. Despite decades of research demonstrating the 

usefulness of consumer sensory laboratory tests in identifying products of poor sensory 

quality, it is evident that data derived from these tests cannot reliably predict the success of 

a product within the first few years of launch. Therefore it is not uncommon for products 

perceived as favourable in consumer trials to quickly fail once entering the marketplace (de 

Wijk, Kooijman, Verhoeven, Holthusen & de Graaf, 2012; Köster, 2009). Although multiple 

factors can influence the poor predictive validity of newly launched products, conducting 

consumer sensory tests in isolated sensory booths devoid of environmental contextual cues 

could be a contributing factor (Hathaway & Simons, 2017; Bangcuyo et al., 2015). The highly 

controlled setting of a sensory laboratory does not accurately reflect real life conditions, and 

fails to consider the impact of contextual information in forming sensory perceptions and 

acceptance.  

Several approaches have been taken to study consumption context in consumer sensory 

testing. Written or imagined scenarios have been used to evoke certain situations or 

contexts, (Hein et al., 2010), while more realistic and ecologically valid environments have 

been created such as The Restaurant of the Future in Wageningen, Netherlands, which is 

elaborately rigged with state of the art technology for observing consumer eating and 

drinking behaviour. More recently, physical immersive environments, such as a bar (Sester 
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et al., 2013), coffeehouse (Bangcuyo et al., 2015) or aeroplane (Holthuysen, Vrijhof, de Wijk 

& Kremer, 2017) have been set-up using a combination of visual, auditory, olfactory and 

tactile stimuli for communicating contextual information to the consumer. Although only a 

handful of context conditioning studies have utilised physical immersive environments, the 

results to date have been promising, showing heightened consumer engagement and 

delivering more discriminative and predictive hedonic responses compared to a controlled 

laboratory setting (Hathaway & Simons, 2017; Holthuysen et al., 2017; Kim et al., 2016; 

Bangcuyo et al., 2015; Sester et al., 2013) . However, while recreating a physical immersive 

environment could improve the ecological validity of research, it requires a relatively large 

amount of space and can be a rather expensive and time-consuming task.  

An immersive VR environment can elicit vivid perceptual experiences, inducing a strong 

sense of presence whereby the user genuinely feels removed from the real world (Schnack, 

Wright & Holdershaw, 2018; Gallace, Ngo, Sulaitis & Spence, 2012). Contextual or 

surrounding stimuli (e.g. colours, furniture etc.) can also be easily manipulated using VR 

technology, providing an innovative tool for understanding the impact of different contexts 

on emotional and hedonic ratings. From a research perspective, a number of different 

approaches have been used for adapting VR technology in consumer product evaluations. 

For example, Andersen, Kraus, Ritz, & Bredie (2018) studied the impact of exposure to a 

secluded sunny beach situation on desires for beverages using a 360-degree VR video 

displayed through a HMD device. Other authors have also recently used 360-degree VR to 

explore the effects of different environments (park bench, cow barn, and a sensory booth) 

on sensory perception of blue cheese (Stelick, Penano, Riak & Dando, 2018). While 360 

degree-VR video is a relatively easy and inexpensive approach for enhancing context in 

consumer sensory evaluations, there are a number of limitations which need to be 

considered. For instance, haptic cues are absent from 360 degree VR as subjects are unable 

walk around or interact with the surrounding environment, which might have a profound 

impact on their perceived sense of presence. In addition, a 360-degree VR is a pre-recorded 

video which fully replaces the user’s view of the real world, meaning the HMD would need 

to be removed to enable sensory assessments of food products. This would effectively break 

the user’s level of immersion and possibly hinder their ability to perform the sensory task in 

a reliable manner. In other approaches, aspects of consumer food behaviour were studied 
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in entirely 3D computer-generated VR environments, such as a supermarket (Schnack et al., 

2018; Siegrist et al., 2018; Verhulst, Normand, Lombard & Moreau, 2017) or food buffet 

(Persky, Goldring, Turner, Cohen & Kistler, 2018; Ung, Menozzi, Hartmann & Siegrist, 2018), 

in which participants could walk around and become immersed in the virtual space using a 

HMD. These studies provide interesting insights into how consumers select food in a VR 

world, demonstrating that behaviour in VR is in many respects similar to behaviour in real 

life. However, it should be considered that consumer’s choice or sensory perception of 

foods in a completely virtual environment could be heavily dependent on the visual realism 

of the food image depicted. For instance, fruits and vegetables could be perceived as less 

appealing in VR than in the real world (Siegrist et al., 2018). This potential limitation could 

be overcome by using a form of augmented reality called mixed reality, in which a specific 

HMD, such as Microsoft Hololens, can integrate specific elements from the real 

environment, such as food or the person hands, within the surrounding VR space 

(Korsgaard, Bjoner & Nilsson, 2018). However, regardless of the approach, it must be kept in 

mind that research on the contextual effects VR / AR environments is in its infancy, and 

further research is necessary to facilitate their confident application in improving the 

reliability of consumer sensory evaluations.  

3.2. Biometrics 

Eating is a multisensory experience during which the brain interprets and connects the 

various sensory stimuli in a food product with previously stored information to form our 

perception of flavour. During traditional hedonic tests, sensory data is collected using 

explicit measures, whereby consumers are instructed to evaluate specific product attributes 

for acceptability or preference by indicating their perceived sensory response on some type 

of scale. More recently, there has been a dramatic rise in hedonic tests incorporating self-

reported emotional measures in an effort to gain deeper insights into consumer-product 

interactions (Jaeger et al., 2018; Dorado, Chaya, Tarrega & Hort, 2016; Ng, Chaya & Hort, 

2013). While data generated from these studies is important for informing the development 

of food products, self-reported assessments rely on the use of conscious and rational 

reasoning (Torrico et al., 2018a; de Wijk et al., 2012), and therefore the accuracy of the data 

is dependent on the individual’s ability to articulate their hedonic and emotional 

perceptions to food stimuli. However, research has highlighted that consumer choices are 

ACCEPTED MANUSCRIPT



AC
C

EP
TE

D
 M

AN
U

SC
R

IP
T

 

13 
 

also shaped by mechanisms which exist below the level of consciousness (Köster, 2009) 

therefore it is likely that hedonic and emotional responses processed at an unconscious 

level by the brain cannot be verbally articulated, even though they play an important role in 

the way people select and consume foods.  

The application of biometric technology for characterising consumers based on their 

unconscious responses towards food stimuli is a growing area of interest within the arena of 

sensory and consumer science (Torrico et al., 2018b; Jaeger et al., 2017). Biometric data is 

typically collected using a device comprising a range of sophisticated sensors which measure 

and analyse an individual’s unique physiological or behavioural characteristics. Biometrics is 

already integrated into our everyday life. For instance, wearable fitness trackers, such as the 

Fitbit, use the technology for monitoring personal health and lifestyle information, while the 

latest smartphones feature fingerprint and facial recognition to unlock devices. The global 

market for biometric devices and applications is also developing rapidly, with particular 

growth expected in industries including mobile, healthcare, travel and banking in the 

coming years (Moeller, 2018). From a sensory research perspective, biometric techniques 

have been applied to implicitly measure the body’s involuntary or behavioural reactions to 

food stimuli, which can be a direct indicator of an individual’s emotional state. The most 

commonly studied measures to date include involuntary physiological responses governed 

by the Autonomic Nervous System (ANS) including heart rate, skin temperature, respiratory 

patterns and skin conductivity. These types of responses have been investigated in the 

context of a number of product types such as beer (Beyts et al., 2017), juice (Verastegui-

Tena, van Trijp & Piqueras-Fiszman, 2019) and chocolate (Torrico et al., 2018a). Other 

biometric measures of interest include capturing facial expressions using either 

electromyography (EMG) (Beyts et al., 2017) or a Facial Action Coding System (He, 

Boesveldt, de Graaf, de Wijk, 2016; de Wijk et al., 2012); recording eye movements using 

eye-tracking technology (Siegrist, Leins-Hess & Keller, 2015); and to a lesser extent, 

recording brain wave rhythms using electroencephalography (EEG) (Viemose et al., 2013). 

While the application of biometrics in sensory science is relatively new, combining these 

techniques provide an opportunity to capture novel multidimensional data for relating 

unconscious responses to various stages of consumer-product interactions, removing the 

biases associated with traditional methods, and enriching our understanding of the 
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emotions responsible for driving product acceptance in the real world (He et al., 2016; de 

Wijk et al., 2012). 

With developments in next generation virtual and augmented reality technologies emerging 

concurrently with advancements in biometrics, there is potential for integrating these 

technologies for future sensory and consumer research applications. In theory, both VR and 

AR technologies could eventually integrate all the biometric techniques mentioned above, 

however, based on recent technological innovations, eye-tracking and facial recognition will 

likely garner most attention in coming years. For instance, in early 2018, Tobii released eye-

tracking technology which can be added to a retrofitted version of the HTC Vive headset 

(Hardawar, 2018), enabling researchers the opportunity to measure consumer visual 

attention within a controlled VR environment. The integration of eye-tacking technology 

within a VR headset also has the added advantage of creating the impression of higher 

quality graphics using a technique called foveated rendering, which only renders high 

definition graphics in the area the person is focussed on, while reducing the picture quality 

everywhere else. Therefore, rendering an immersive VR environment requires less 

processing power, enabling a higher quality VR experience using lower-end devices such as 

mobile phones (Mealy, 2018). In addition to eye-tracking, technology firm, Mindmaze, have 

designed a nuero-sensitive foam comprising a ring of sensors which can be inserted into the 

faceplate of any VR headset. The foam-based insert, called Mask, uses biometric technology 

to detect user’s facial expressions and translates the emotion expressed through virtual 

avatars in real time (Burn, 2017). Although the Mask is a relatively simple creation, it 

demonstrates the potential to capture consumers’ emotional responses using facial 

recognition technology while immersed in a VR world. Research efforts have also begun to 

incorporate facial recognition and eye-tracking technology in augmented reality devices, 

making it possible in the future for people walking the streets to instantly retrieve digital 

data, such as social media history, for people passing by (Swaminathan & Ramachandran, 

2018; Kipper & Rampolia, 2013). Furthermore, it has been reported that companies, such as 

Facebook, are building non-invasive brain computer interfaces (BCI) for AR and VR headsets 

whereby the brain will communicate directly with the technology, enabling users to 

eventually control their digital experiences with their mind (Constine, 2017). While this may 

prove unrealistic, prior BCI research has successfully demonstrated the ability to navigate a 
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virtual street using thought-modulated electroencephalogram (EEG) brain signals 

(Pfurtscheller et al., 2006).  

While it’s abundantly clear that the true potential for these applications remains to be seen, 

combining biometrics with VR/AR, in conjunction with explicit measures, could be used to 

build sophisticated models predicting an individual’s sensory preference and liking of food 

products. Although the interplay between biometrics and VR/AR is advancing at a rapid 

pace, a key challenge will be the accurate collection and processing of such complex 

datasets in a manner that generates reliable insights into consumer sensory perceptions of 

food. 

3.3. Food structure and texture 

The breakdown of food in the mouth is a highly dynamic process which is influenced by both 

the food’s structure and a series of complex oral manipulations involving the mouth (teeth, 

tongue and palate) and saliva secretion. During eating, the structure of food is physically 

transformed from its initial shape and size to a state at which it can be safely swallowed. It is 

widely accepted that the textural sensory properties perceived as food is broken down in 

the mouth has a profound influence on consumer choice and product acceptability. 

However, texture is considered a multidimensional food property and consequently the 

determining mechanisms governing perception are difficult to understand. Texture 

perception is dynamic in nature, meaning the textural sensations detected in the initial 

stages of food breakdown could be very different from those perceived at the end. It is well 

recognized the structural properties of food are intrinsically linked to food texture (de 

Lavergne, van de Velde & Stieger, 2017; Chen & Stokes, 2012), and a range of imitative 

mechanical and rheological measurements can be used to instrumentally predict key 

aspects of texture perception during the very initial stages (e.g. first bite) of eating. 

However, due to the complexities of oral food breakdown, it is not currently possible, using 

existing techniques, to instrumentally predict responses to perceptual judgments of 

changing texture which arise as the food is transformed after the initial few seconds of 

breakdown (Stokes, Boehm & Baier, 2013; Chen & Stokes, 2012). In order to design 

texturally optimised food products, it is necessary to better understand the interplay 

between food structure and sensory perception across the dynamics of food oral 
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processing. A number of studies have been recently undertaken in this area (Santagiuliana, 

Christaki, Piqueras-Fiszman, Scholten, & Stieger, 2018; Witt & Stokes, 2015; Stokes, et al., 

2013).  

Currently, many different imaging techniques exist for capturing and understanding various 

aspects of food structure, which can include simple 2-dimensional (2D) images of sections 

and surfaces, as well as more complex 3-dimensional (3D) images of internal structures. 

However, viewing a 3D image on a 2D flat panel display, such as a computer screen, lacks 

depth perception and limits the accuracy of quantitative 3D image analysis (Wheeler et al., 

2018; Bassel, 2015). Virtual and augmented realities are emerging as innovative 

technologies for visualising computationally intense digital data. The application of VR / AR 

as visualisation tools is gaining particular attention within the healthcare sector, and is 

already showing demonstrable results in facilitating medical interventions and enhancing 

the area of education and training (Aukstakalnis, 2017; Sutherland & La Russa, 2017). For 

instance, novel VR applications such as VRVisu, ConfocalVR, Arivis InViewR and Echopixel 

True 3D have the capability to reconstruct complex images from real-world medical datasets 

into real 3D immersive experiences, enabling medical practitioners to treat patients more 

effectively (Silva et al., 2018; Stefani, Lacy-Hulbert & Skillman, 2018; Reddivari, Smith & 

Pabalate, 2017). Augmented reality has also been recently adopted in medical practice 

whereby one of the UK’s largest children’s hospitals is exploring Microsoft Hololens for 

interactive visualization of 3D images of patient heart or brain scans during surgery 

(Palladino, 2018).  

Adapting these technologies within the food industry has the potential to revolutionise 

research methodologies for the 3D visualisation of internal structures in food. For example, 

x-ray micro-computer tomography (µCT) is currently being used by food scientists as a non-

destructive and non-invasive imaging technique for studying the 3D structure of ingredients 

and foods (Schoeman, Williams, du Pleissis & Manley, 2016 and Léonard, Blacher, Nimmol & 

Devahastin, 2008). By taking this technique (and others such as MRI) one step further and 

applying volume rendering to the images produced, the viewing of food structures in a truly 

3D form using a VR HMD is enabled. Using handheld controllers, it is possible to acquire 

measurement data of various aspects of structure while immersed within a computer 

generated imagery-based VR food. The application of these technologies within food are 
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currently being investigated within the Teagasc Food Research Programme in Ireland 

whereby sophisticated volume rendering techniques in VR have enabled researchers to 

‘step inside’ foods such as bread (Figure 1) and a pig carcass, generating novel quantitative 

measures of complex food structures which is not possible using existing techniques. These 

virtual reality systems provide an immersive and engaging tool for researchers to inspect 

and manipulate the internal structures of foods. Indeed, in the future, these specialised 

visualisation systems could be advanced to incorporate tactile or audio feedback devices, 

enabling fascinating possibilities for understanding complex information. Combing data 

generated using this software with measurements of temporal perceptual changes using 

appropriate sensory testing techniques, such as Temporal Dominance Sensations (TDS), 

could provide innovative visualisations for identifying and predicting the impact of a new 

ingredient addition or applied treatment on texture perception, potentially leading to new 

manufacturing practices, food products and customer experiences. 

3.4. Sensory marketing 
 
As consumers become more connected and informed in today’s highly competitive food 

market, companies must create more innovative ways to positively engage with their 

customers. Over the past decade, an area of psychological research known as ‘sensory 

marketing’ has emerged as a strategic tool for designing multisensory food brands intended 

to stimulate each of the five senses of sight, smell, touch, taste and hearing. Marketing 

professionals are increasingly focussing on selling consumers an experience, rather than just 

a product, which has been specifically designed to elicit an emotional association to a 

specific food brand (Spence, 2019; Kemp et al, 2018). Researchers have studied various 

aspects of multisensory product design on human sensory perception, such as the effect of 

external elements like music, sound and smell (Kantono et al., 2016; Spence, 2015a; Spence, 

2015b) or the impact of changing the colour, shape or weight of food containers (Kampfer, 

Leischnig, Sven Ivens & Spence, 2017; Piqueras-Fiszman, Alcaide, Roura & Spence 2012). The 

emergence of virtual and augmented reality technologies has opened a gateway of 

opportunity to improve sensory marketing efforts within the food industry through 

stimulating immersive and interactive user experiences. The introduction of affordable VR 

headsets, along with ARKit and ARCore development software for mobile platforms, is 

enabling new marketing strategies to be developed for engaging consumers with brand 
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messages. For example, companies such as Nestlé, Boursin Cheese and Patrón are using VR 

storytelling techniques to reveal their entire production process to consumers (Michail, 

2017; Arthur, 2015). McDonald’s and Coca Cola have released limited-edition packaging 

which can be transformed into a cardboard VR headset compatible to work with a 

consumer’s smartphone (Filloon, 2016). While Guinness has applied sensory marketing 

research to design specific VR environments for enhancing the flavour profile of a new line 

of beers (Kiefer, 2017). Food companies are also attempting to build more meaningful 

consumer-brand relationships by adding interactive features to their packaging using AR 

technology. Consumers can use their smartphones to scan food packaging and details 

regarding sourcing, production, preparation methods or price comparisons are instantly 

retrieved through the device (Powell, 2018; Watson, 2017). Furthermore, Kabaq (a 3D food 

technology company) are combining digital rendering and photogrammetry to present 

consumers with realistic 3D visions of menu options in restaurants before ordering 

(http://www.kabaq.io/). 
 

While these technologies provide exciting new platforms for sensory marketing, there are 

barriers which will impede their successful implementation. As mentioned previously, it is 

unlikely VR / AR will ever reach mainstream consumer audiences without the industry first 

demonstrating how their technologies provide genuine customer value. Therefore, 

focused/targeted strategies will need to be developed to encourage consumer adoption. In 

addition, people perceive the world around them through the multisensory integration of 

visual, olfactory, auditory, gustatory and tactile stimuli. However, when considering the 

study of multisensory information using VR / AR technology, the vast majority of research to 

date has involved the stimulation of one or two sensory modalities at a given time, typically 

vision and audition, and, to a lesser extent, haptics (Gallace et al., 2012). While noteworthy 

advances have been made to stimulate olfactory and gustatory experiences within VR and 

AR systems (Porcherot et al., 2018; Risso, Rodriguez, Bordegoni, & Gallace, 2018; Stelick et 

al., 2018; Carulli, Bordegoni & Cugini, 2016; Dinh, Walker, Song, Kobayashi & Hodges, 1999), 

integrating odour and taste stimuli within these environments is challenging and highlights 

an obvious limitation of these systems. Nevertheless, stimulating multiple sensory 

modalities simultaneously within a virtual environment has been reported to deliver a 

perceptually enhanced sensory experience (Gallace et al., 2012; Dinh et al., 1999). As taste 
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and smell are integral in multisensory food product design, a key challenge will be 

associated with building sensory marketing campaigns appealing to multiple senses in a VR / 

AR setting. It is important that marketing professionals fully understand how these digital 

platforms form sensory experiences, and develop innovative strategies that will assist in 

improving these experiences, potentially enhancing brand characteristics and eliciting 

stronger emotional connections towards food products (Petit, Cheok, Spence, Velasco & 

Karunanayaka, 2015).   

 

3.5 Augmenting sensory perception  
 

The capacity of augmented reality systems to superimpose digital information over real 

world views is gaining interest as a means for promoting healthier eating habits. Recently, a 

number of AR applications for visualising nutritional information have been built for 

smartphone and tablet devices. For instance, Bayu, Arshad & Ali (2013) built a prototype AR 

gauge meter system for visualising the nutritional content of food, which could be utilised 

by diabetic patients for controlling blood glucose levels. An AR application for conveying 

nutritional information of drinks ranging in healthiness was also recently proposed 

(Csakvary, 2017). In addition, an AR tool ‘ServAR’ was developed and tested with potential 

users and showed promising results for improving the accuracy of estimating portion sizes 

of a variety of foods (Rollo, Bucher, Smith & Collins, 2017). The provision of augmented 

nutritional information on influencing consumer food choices is currently being investigated 

at Teagasc Food Research Centre, Dublin, Ireland, whereby new AR applications are being 

developed taking account of multisensory processing between different sensory modalities. 

An example of the AR application is shown in Figure 2.   

A number of AR-based technologies have also been developed attempting to control food 

portion size without negatively impacting perceived quantity. For instance, Narumi, Ban, 

Kajinami, Tanikawa & Hirose (2012) applied a shape deformation processing method in real-

time to augment the volume of food resulting in a 15% reduction in consumption without 

changing perceived fullness. The perceived appearance and taste of sweet and savoury food 

products were also digitally manipulated using a projective AR application and a camera 

(Nishizawa, Jiang & Okajima, 2016). In addition, a ‘Meta Cookie’ AR system for overlaying 

visual and olfactory information onto a real cookie was shown to change taste experiences 
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in over 70% of participants (Narumi, Nishizaka, Kajinami, Tanikawa & Hirose, 2011). While 

the proposed systems demonstrate the potential for AR to manipulate food portion size and 

sensory perceptions while continuing to maintain consumer satisfaction, small sample sizes 

were used in each of these studies, and therefore validation of findings would be required 

with a more representative sample of consumers. 

There is also a growing interest in integrating digital flavour augmentation technologies into 

our daily eating and drinking experiences. Perceptions of basic tastes sensations (sweet, 

salt, sour and bitter) have been successfully stimulated by applying electrical and thermal 

stimulation to the human tongue using a digital taste interface, with study participants 

noting a particularly high perception rate of salty and sour tastes (Nakamura & Miyashita, 

2013; Ranasinghe, Nakatsu, Nii, & Gopalakrishnakone, 2012). This electrical taste 

augmentation technique has been integrated into everyday utensils such as a spoon 

(Ranasinghe, Lee, Suthokumar & Do, 2016), chopsticks and a soup bowl (Ranasinghe et al., 

2018) with results also demonstrating significant increases in saltiness and sourness 

perception when the utensils were used to consume different food products. Indeed, from a 

psychological perspective, the visual (e.g. colour) and tactile (e.g. weight) properties of 

utensils such as plates and cutlery has been shown to elicit perceptions of sweetness and 

saltiness in real foods (Piqueras-Fiszman et al., 2012; Harrar & Spence, 2011; Harrar, 

Piqueras-Fiszman & Spence, 2011). Therefore, the combined use of electrical taste 

augmentation with changes in environmental cues such as packaging colour and shape 

could be used, in theory, to elicit illusory tastes or flavours perceptions, enabling food 

manufactures to reduce the salt or sugar content of foods without a detrimental impact on 

sensory quality.  

Beyond augmenting flavour experiences, a large interdisciplinary research project is also 

underway investigating the how virtual reality technologies and computational gastronomy 

can be merged to create multisensory eating experiences with the possibility of health or 

nutrition benefits (www.projectnourished.com). Within sensory science, these technologies 

could be used to create or augment novel flavour experiences, or elicit heightened flavour 

sensations in people with impaired taste acuity such as older consumers or cancer patients 

(Ranasinghe et al., 2018). While the prospect of digitizing flavour perception is exciting, 

whether these technologies will be adopted in a commercial setting in the next 5 years or 50 
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years is impossible to predict. Nonetheless, the challenge lies for food manufactures to 

leverage the advantages these technological systems have to offer.  

4. Conclusion 

This paper provides, to the best of our knowledge, the first review of the emerging 

opportunities for virtual and augmented reality technologies across the discipline of sensory 

science. The review highlights the potential benefit for these technologies within the food 

industry and outlines the challenges which currently exist for widespread adoption. The 

findings indicate that VR and AR hold significant potential to become major computing 

platforms within sensory science, facilitating initial promising innovations in five key areas: 

consumption context, biometrics, food structure and texture, sensory marketing and 

augmenting sensory perception. The results show that VR and AR can be applied as context-

enhancing technologies by replacing real environments with immersive settings, improving 

the ecological validity of research and allowing for a better prediction of consumer sensory 

evaluations. In the area of biometrics, VR and AR can integrate a range of techniques (e.g. 

eye-tracking and facial recognition) for capturing consumers’ unconscious and unbiased 

emotional responses towards food products, providing deeper insights into consumer food 

choice and preferences. VR and AR can also enable the interactive visualisation of complex 

food ingredient structures and their interplay with dynamic sensory data, enhancing our 

understanding of oral food processing, potentially leading to new manufacturing practices, 

food products and customer experiences. In addition, augmenting flavour or nutritional 

information could induce expectations of satiation, ultimately reducing the amount of food 

consumed. Finally, in sensory marketing these technologies could stimulate multiple senses 

simultaneously providing exciting new eating experiences for consumers. While it is clear 

that VR and AR will play a transformative role in many aspects of sensory science, the 

application area is exceptionally young and future research will understand how they can be 

fully integrated with food and human responses. VR and AR technologies will continue to 

evolve at a rapid pace; devices will become smaller, more affordable and inevitably become 

key digital communication and social platforms for consumers in the future. However, 

mainstream adoption of VR and AR devices will be unlikely unless a genuine consumer need 

for these technologies is identified, and they prove to make a demonstrable contribution in 
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consumers’ everyday life. The enabling technologies have been developed; the next step 

involves creating the innovative applications. 
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Fig.1. Loaf of bread imaged using computed tomography (CT) and Arivis Vision 4D software 

(Arivis AG, Erika-Mann-Straβe 23, 80636 Munich, Germany). 

 

Fig.2. Visualisation of an AR nutritional label for a 450 g portion of beef lasagne 
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Highlights 

 Recent advancements in virtual and augmented reality technologies are reviewed 

 Emerging applications for VR and AR in sensory science are identified 

 Key areas in which VR and AR may prove valuable in sensory science are identified 

 Future research will identify how VR/AR can be integrated with food/human 

responses 

 

Key words 

Virtual reality, augmented reality, emerging technologies, sensory science  

 

Industrial relevance 

The need for sensory evaluation within the food industry is becoming increasingly complex 

as companies continuously compete for consumer product acceptance in today’s highly 

innovative and global food environment. Recent technological developments in virtual and 

augmented reality offer the food industry new opportunities for generating more reliable 

insights into consumer sensory perceptions of food and beverages, contributing to the 

design and development of new products with optimised consumer benefits. These 

technologies also hold significant potential for improving the predictive validity of newly 

launched products within the marketplace. 
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