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ABSTRACT

The science goals for ground-based large-area surveys, such as the Dark Energy Survey, Pan-
STARRS, and the Large Synoptic Survey Telescope, require calibration of broadband photometry
that is stable in time and uniform over the sky to precisions of a per cent or better. This performance
will need to be achieved with data taken over the course of many years, and often in less than ideal
conditions. This paper describes a strategy to achieve precise internal calibration of imaging survey
data taken in less than “photometric” conditions, and reports results of an observational study of the
techniques needed to implement this strategy. We find that images of celestial fields used in this case
study with stellar densities ~ 1/arcmin? and taken through cloudless skies can be calibrated with
relative precision ~ 0.5% (reproducibility). We report measurements of spatial structure functions
of cloud absorption observed over a range of atmospheric conditions, and find it possible to achieve
photometric measurements that are reproducible to 1% in images that were taken through cloud layers
that transmit as little as 25% of the incident optical flux (1.5 magnitudes of extinction). We find,
however, that photometric precision below 1% is impeded by the thinnest detectable cloud layers. We
comment on implications of these results for the observing strategies of future surveys.

Subject headings: atmospheric effects - methods:observational - surveys - techniques:photometric

1. INTRODUCTION

arXiv:1312.1916v1 [astro-ph.IM] 6 Dec 2013

A digital camera on a modern ground-based astronom-
ical telescope will count a fraction of the photons pro-
duced by a celestial source that reach the top of the at-
mosphere. For broad-band observations the digital count
(ADU) associated with a source is proportional to the in-
tegral of the optical flux F, () from the source weighted
by the observational bandpass, Sy(z,y, alt,az,t,\),

AT 0o
ADU™es = A/ dt/ F,(N)Sy(x,y, alt,az, t, )N\~ d\,
0 0

(1)
where A is the area of the telescope pupil and AT is the
duration of the exposure. The units of flux F,(\) are
ergs cm~2 s~! Hz~!, and the factor A~'d\ counts the
number of photons per unit energy at a given wavelength.
(Strictly, this should be (hA\)~td\ = —(hv)~ldv, but
the units can be chosen to absorb the factor of Planck’s
constant h into the definition of the instrumental system
response.) The coordinates (x,y) are those of the source
image in the focal plane of the camera, (alt,az) are the
altitude and azimuth of the telescope pointing, and t is
the time (and date) of the observation.

Assuming the atmospheric and instrumental properties
are uncorrelated, the optical passband can be separated
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into two functions,

Sy(z,y,alt, az,t,\) = Si™ (x,y, t, \)x S“" (alt,az,t, \),
(2)
where S¥™ is the optical transmittance (dimensionless)
from the top of the atmosphere to the input pupil of the
telescope, and S/ is the instrumental system response
(ADU /photon) from photons through the input pupil of
the telescope to ADU counts in the camera. This instru-
mental “throughput” includes the reflectance of the mir-
rors, transmission of the refractive optics and optical fil-
ters, efficiency of the camera sensors, and the gain of the
electronics used to read out the detectors. The relative
spatial variation in S}"** is usually measured with some
combination of artificial illumination with diffuse light
from a screen mounted in the dome of the telescope hous-
ing and star flats assembled from dithered exposures of
fields with high densities of stars (Magnier & Cuillandre |
[2004; Regnault|[2009). If care is taken to manage effects
of thermal and mechanical changes of the telescope, then
it is possible to obtain a relatively stable instrumental re-
sponse throughout a night of observing. Careful analysis
can reduce errors in the flat fielding across small fields of
view to sub-percent accuracies (Landolt|[1992; [Stetson
2005).
But the atmospheric transmittance can vary consider-
ably more rapidly and by significantly greater amounts
[2007). Precise photometry is tradition-
ally achieved only during times when atmospheric con-
ditions are stable and clear of clouds. A night is gener-
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ally regarded as “photometric” if multiple observations
of the same target yield sufficiently small variations in
measured magnitudes. Only at the best sites do these
conditions exist for significant fractions of the observing
calendar.

The science goals for future ground-based all-sky sur-
veys, such as the Dark Energy Survey (DES) (Flaugher
2007) , Pan-STARRS (Kaiser et al. | [2002), and the
Large Synoptic Survey Telescope (LSST) (Lvezic et al.
2008) pose stringent requirements on the stability and
uniformity of photometric measurements. These surveys
seek relative calibration of photometry that is stable in
time and uniform over the sky to precisions of a per cent
or better. This performance will need to be achieved with
measurements made from multiple images taken over the
course of many years. And to maximize efficiency, these
surveys will observe in less than ideal conditions. In this
paper we demonstrate a method to precisely calibrate
data taken in non-photometric conditions.

1.1. Atmospheric Eztinction and the Nature of Clouds

Processes that attenuate light as it propagates
through the atmosphere include absorption and scatter-
ing (Rayleigh) by molecular constituents (O2, Os, wa-
ter vapor, and trace elements), scattering (Mie) by air-
borne macroscopic particulate aerosols with physical di-
mensions comparable to the wavelength of visible light,
and shadowing by ice crystals and water droplets in
clouds. These process all have characteristic dependences
on wavelength and airmass, and atmospheric transmit-
tance can be separated into three terms,

S (alt, az,t,\) = S (alt,az,t) x
x gmetecular (g1t az t, \) x

x SMie(glt, az,t, \). (3)

In a previous paper (Burke et al. |[2010) we reported
a technique to remove effects of attenuation by atmo-
spheric molecules and aerosols in calibration of ground-
based observations at optical and near-infrared (NIR)
wavelengths. The technique reported there takes ad-
vantage of state-of-the-art models of atmospheric optical
radiation transport and readily-available codes to accu-
rately compute atmospheric extinction over a wide range
of observing conditions. Spectra of a small catalog of
bright “probe” stars are taken as they progress across the
sky and back-light the atmosphere during the night. The
signatures of various atmospheric constituents in these
spectra are used to extract the makeup of the atmosphere
across the sky. This technique was shown to provide ex-
cellent reconstruction of the wavelength-dependent por-
tion of atmospheric transmission.

In addition to determination of the wavelength-
dependent atmospheric extinction, calibration of wide-
field imaging survey data requires recognition and cor-
rection for absorption and scattering of light by water
droplets and ice crystals in clouds. These particulates
are large compared to the wavelength of visible light, so
they produce shadows that are wavelength independent
(597 in Eq. Bl). Cloud structure can be intricate with
significant spatial variations across a single field of view,
and can change in the time interval between exposures
(Fliflet & Manheimer | [2006; [Koren et al. |12008). In the

worst case, the loss of light will be too severe to allow use-
ful data to be taken. But it will be important to be able
to correct data for thin cloud cover that may not be ap-
parent to the naked eye, and it will certainly be of great
benefit to be able to take useful data over an extended
range of atmospheric conditions. There are several im-
portant features of future dedicated surveys that should
enable this to be done. These surveys will use telescopes
with fields of view several degrees across, and they will
be sensitive enough to capture several tens of thousands
of stars in each image. These surveys also will observe
these stars multiple times, and so will be sensitive to
changes in observing conditions.

1.2. Strategy for “All-Weather” Calibration and Outline
of this Paper

Here we extend our previous work to include photo-
metric corrections for cloud cover. We seek a calibration
of each image in a data set relative to a reference con-
dition of the sky encountered during the survey. This
reference condition may be the most photometric night,
but it need not be; it could be a frequently encountered
condition that optimizes statistical sampling of celestial
objects. Absolute calibration of this reference condition
is a later step.

Our goal is a robust calibration procedure that will
achieve highly reproducible results from survey data
taken over a wide range of conditions rather than op-
timum results from tightly selected subsamples of the
data. Our strategy is to construct a catalog of stars
that appear as point-sources in the survey images them-
selves. The number of such sources, and the precision
with which their magnitudes are measured, must be suf-
ficient to create an accurate (up to an overall constant)
map S9"*(alt,az,t) of the gray extinction at all points
on each image. The required density and precision of
measurements of calibration sources is determined by the
spatial structure of the absorption of light by cloud cover
and the photometric requirements of the survey. The
goal of this study is to provide a more quantitative pic-
ture of these conditions and requirements.

The calibration procedure begins with a standard pho-
tometric reduction of images carried out using bias, dark,
and flat-field images taken on a nightly cadence. The
technique discussed in our previous paper is used to
determine wavelength-dependent atmospheric extinction
for each image; and the observed instrumental magni-
tudes of sources on each image are corrected to the
top of the atmosphere with the assumption that the
spectral energy distribution (SED) f, () of the object
is independent of wavelength (i.e. “flat”). An inter-
nal standard magnitude system is defined, and linear
color corrections are then applied to transform the flat
SED magnitudes to in-band top-of-the-atmosphere mag-
nitudes. The final step is a global calibration anal-
ysis based on the successful SDSS Ubercal technique
(Padmanabhan et al. | 2008). This analysis determines
the wavelength-independent extinction for every image
in the survey sample, and completes the definition of the
internal calibration. This paper discusses each of these in
the context of analysis of data acquired during an observ-

ing run that we carried out at Cerro Tololo in northern
Chile.



All Weather Calibration of Wide Field Optical and NIR Surveys 3

Table 1
Stars Observed with SMARTS RCSPEC.

Target RA (J2000) DEC (J2000)
CD-329927 14 11 46 -33 03 14
LTT7379 18 36 26 -44 18 37
HD189910 20 03 18 -25 08 45
HD207474 21 49 10 -02 02 24
LTT9239 22 52 41 -20 35 53
F110 2319 28 -05 09 56
CD-35534 01 32 04 -34 29 15

2. OBSERVING CAMPAIGN AND REDUCTION OF DATA

An observing campaign was done for this study dur-
ing a 3-night period in July 2009 at the Cerro Tololo
InterAmerican Observatory (CTIO) in northern Chile.
Data were taken on each night with the SMARTS 1.5m
Cassegrain telescope with the Ritchey-Chrétien spectro-
graph (RCSPEC), and with the Blanco 4m telescope
with the MOSAIC II wide-field imager.

2.1. The Spectroscopic Data and Analysis

Targets observed with the spectrograph are listed in
Table[Il These were all used in our previous studies, and
the data were acquired and reduced in the same man-
ner as reported in the earlier paper. These data were
used to extract extinction parameters for the wavelength-
dependent processes introduced above.

Data were taken with RCSPEC during parts of each of
the three nights of the run. The instrumental setup em-
ployed a low-dispersion grating (#11) at 12.5° tilt blazed

at 8000A. All observing was done in first order with an
OGb5H30 blocking filter to eliminate second-order light at
wavelengths below 10500A. This resulted in a dispersion
of 5.4A /pixel on the CCD, FWHM of 16.4A, and res-

olution R ~ 400 at 6500A. The slit on RCSPEC does
not rotate to track the parallactic angle of refraction, so
all spectra were taken with a 10” full aperture. Target
stars were first visually centered with the slit closed to
1”, then the slit was opened to acquire spectra.

Reduction of spectra was carried out as in our previ-
ous work. Briefly, bias frames and dome flats were taken
daily and used in reductions of the 2-d CCD images of
the slit. Quartz lamp flats and neon lamp calibration
exposures were taken with each new pointing of the tele-
scope. Reductions of 2-d images to 1-d spectra were per-
formed with IRAF software!, and included overscan and
bias removal, sky subtraction, and wavelength calibra-
tion. Initial correction of the spectra for instrumental
signature and flux calibration was done using standard
targets Fiege 110 and LTT 9239 without telluric correc-
tion.

The reduced spectra were fit with model stellar spec-
tra (Kurucz|/1993) and templates of atmospheric absorp-
tion computed with the MODTRAN code (Berk et al.
1999). These fits yield coefficients that define the col-
umn heights of various atmospheric components relative
to the 1976 U.S. Standard Atmosphere mix used to com-

L IRAF software is distributed by the National Optical Astron-
omy Observatory, which is operated by the Association of Uni-
versities for Research in Astronomy (AURA) under cooperative
agreement with the National Science Foundation.

Table 2
Summary of Spectral Calibration Fit Results

Date Cos 10(%) 71(%) 72(%) o

July 4 096 1.29 0.05 -0.01  -1.66
July 5 0.77  2.63 -0.09 -0.01 -2.27
July 6 087 1.29 0.01 0.03 -1.45

pute the templates. The fitting model for atmospheric
transmittance of light used in this analysis is summarized
with the formula:
smedel (g1t az, t; \) = S9"Y (alt, az, t) x
X (1.0 = Chro1(BP(t)/ BPy) Amois(z(alt); X)) x
X (1.0 = \/Crnot BP(t)/ BPy Apoa(2(alt); X)) x
X (1.0 — CoszAos(z(alt); ) x
X (1.0 = Cra0o(alt, az,t) Agao (z(alt); N)) x
X e(fz(alt)"raerosol(altwazvt;A))' (4)

The attenuation coefficients A; are computed as one (1.0)
minus the transmission MODTRAN templates. Refine-
ment of the instrumental signature is also included in
these fits as described in our earlier publication.

For purposes of this work, the important components
are molecular scattering and absorption (A;,.), ozone
(Aos), and the aerosol (Mie) optical depth represented
by the formula

A «
Taerosol(alt,az, t; \) = (1o + MEW 4+ 12 N.S) <—> ,

Ao

(5)
where \g = 6750A is chosen for convenience in the mid-
dle of the wavelength range of the observations, and
EW = cos(alt)sin(az) and NS = cos(alt)cos(az) are
projections of the telescope pointing respectively in the
east-west and north-south directions. Molecular scat-
tering is given by the barometric pressure (the value
BPy = 782 mb is used for reference on Cerro Tololo),
and the parameters Cps, a, and 7; were derived for each
night of observing. Absorption by water vapor (Ag20)
is negligible in the r band used primarily in the analysis
reported here. The results of the fits to the data taken
during the run are given in Table These are used to
correct all imaging data and to define the atmospheric
component of the standard passbands (Subsection 24
below). The atmospheric extinctions ranged from a few
per cent in i-band images taken near zenith to ~ 20% for
g-band images taken at the largest zenith angles. From
our previous work we expect measurements of r-band
extinction to be accurate to ~ 0.003 — 0.004 magnitudes
over the range of colors of stars and atmospheric depth
encountered in this study.

2.2. The Imaging Data and Reductions

We want to isolate the effects of the spatial struc-
ture of cloud densities on our “all weather” calibration
strategy from other potential sources of instability or
non-uniformity. In addition to making direct measure-
ment of extinction by atmospheric molecules and aerosols
(and avoiding optical bands with substantial absorption
of light by water vapor), we have chosen an observing
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Figure 1. The airmasses of the imaging observations used in this
study. Three fields observed over three nights are folded onto the
single UT axis of the figure. Data for J2214 on July 5 are not
shown as they are not used in the analysis.

scheme that minimizes potential variations in the mea-
surements of light from individual sources due to varia-
tions in the instrumental response of the telescope and
camera.

Imaging data were taken with the Blanco telescope
and the MOSAIC II imager with the CTIO griz filters
(¢6017-¢6020). The targeted 36" x 36’ fields are given in
Table [Bl These fields were chosen because they are rel-
atively well known, were conveniently visible during the
run, and because they cover a range of Galactic latitudes
and hence, stellar densities. Each field was tracked for
several hours by the equatorially mounted Blanco tele-
scope so motion of the celestial scene on the focal plane of
the MOSAIC II instrument was minimized. A summary
of the observing campaign is given in Table[d] and Figure
[ shows the airmasses at which data were taken. The ta-
ble includes a characterization of the atmospheric condi-
tion during each observing period; this is not a rigorous
determination of the photometric quality of the data,
but rather a simple summary from visual appearance.
A more quantitative definition of photometric quality is
given in Section [ below.

Images were taken in pairs of 15-second exposures with
nominal gain setting of two e~ per ADU count, and the
pixels were read out unbinned. The time interval be-
tween exposures was approximately two minutes. The
specific pattern rr — gg — rr — it — " — zz — rr wWas
repeated as a set to provide a high density of r-band im-
ages and color measurements for each detected object.
Short 15-second exposures were used in this study in or-
der to capture spatial structure in cloud opacity as it will
appear in LSST images; it can be expected that spatial
structure will be less intricate when averaged over longer
exposures such as those that will be used by DES.

Bias and flats were taken daily in each band, and the
IRAF MSCRED package was used to correct the science
images obtained on each corresponding night. Each im-
age was fitted with a World Coordinate System (WCS)
solution using the IRAF MSCRED and MSCFINDER
packages with object lists taken from the USNO-B as-
trometric catalog. Fitting residuals in each axis were

typically 0.08 7 (rms), or approximately one-third of the
pixel dimension and easily sufficient for source match-
ing. The WCS mapping also allows the images and pho-
tometry to be corrected for geometric distortion. The
WCS solution was used to convert the pixel coordinates
of each object reported by DoPHOT (Schechter et al.
1993) to coordinates on the sky, and the image then sinc
resampled with the IRAF MSCIMAGE task to an image
with equal-area projection. Each object then has coor-
dinates on the USNO-B system, and the photometry is
corrected for optical distortion of pixel areas. No further
correction was applied at this stage of the analysis for
non-uniformity of the instrument response.

Object identification and instrumental photometry for
each identified source were done following a procedure
that uses a version of DoPHOT modified by one of us
(Saha et al. 12011). The procedure renormalizes all PSF-
fitted magnitudes to the system of 20 pixel (5.4 ") radius
apertures, and de-trends the data for variations of the
PSF across the field of view. The reference aperture is
large enough that the measurements are robust against
the seeing variations encountered during our observa-
tions. DoPHOT reports error estimates for individual
objects based on shot noise from source and background
counts modulated by the chi-squared from fit residuals
for individual objects. The procedure propagates these
errors, and adds in quadrature additional uncertainties
incurred in applying the aperture corrections. The re-
sulting estimated errors oP"°* have been validated as
being realistic, and our analysis below also finds good
agreement in these data.

Instrumental magnitudes were defined in bands b = gri
for each detected source ¢ on each image j by the formula,

, ADU,

The measured digital counts ADU, were corrected and
normalized as described above. The arbitrarily chosen
zero point corresponds to magnitude differences V - r
2 between the V-band used in the on-line MOSAIC II
exposure time calculator and the r-band defined here.

The wavelength-dependent portion of atmospheric
transmission was computed using the appropriate coeffi-
cients from the fits to the spectroscopic data, (¢f. Eqgs.
and M),

Schromatic = Swwlecular(alt7 CLZ,t, A)XSMie(alt, az, t, )\)

(7)
The instrumental passbands Si"** (Eq. B were com-
puted using filter transmission curves? and detector effi-
ciencies® found on the CTIO website; these were taken
to be independent of location in the focal plane. A cor-
rected top-of-the-atmosphere “flat-SED” source magni-
tude was then computed by correcting the raw instru-
mental magnitude for both wavelength-dependent atmo-
spheric extinction and the instrumental response of the
appropriate band,
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Table

3

Fields Observed with Blanco/MOSAIC II.

Field Nickname RA DEC Galactic Latitude Calibration
(J2000) (J2000) (deg) Stars
CD-329927 CD-32 141146 -3303 14 39 1645
SDSS J210330.85-002446.4 J2103 21 03 31 -00 24 46 -29 1480
SDSS J221458.36-002511.9 J2214 22 14 58 -00 25 12 -44 154
SDSS J233040.47+010047.4 J2330 23 3040 01 00 50 -56 323
Table 4
Summary of Blanco/MOSAIC II Observing Campaign.
Date MOSAIC II Ops  Field General Observable Images Calibratable
(2009) (UT) Conditions Time (%) All/r-band Images (%)
July 4 06:30 - 09:00 J2103  Partly Cloudy 66 70/40 82
July 5 04:00 - 04:40 CD-32 Cloudy 20 21/12 70
July 5 05:40 - 07:10 J2214  Very Cloudy NA 40/24 NA
July 6 00:30 - 04:40 CD-32 Clear 100 117/67 100
July 6 04:50 - 05:50 J2103 Clear 100 28/12 100
July 6 06:10 - 10:15 J2330 Clear 100 112/62 100
2 Website www.ctio.noao/instruments/FILTERS
3 Website www.ctio.noao.edu/mosaic
ADU,

ml 94 = —2.51log;, <

The integral in Equation [§ was computed numerically for
each source on each image as a sum over 1 nm wide wave-
length bins. The resulting corrected magnitudes were
then used to construct object catalogs for the different
fields observed during the run.

2.3. Object Catalogs

In what follows, we consider only those objects that
DoPHOT unambiguously classified as stars (Type = 1).
The DoPHOT software is particularly good at separat-
ing stars from extended objects (Schechter op.cit.). And
as shown below, the colors of our final sample track the
well-known stellar locus with little indication of contam-
ination by non-stellar objects.

An object catalog was created for each field by asso-
ciating sources seen on repeated images at the same ce-
lestial coordinates to a single object. Subsets of twenty
images of each field were chosen as “build” samples, and
stellar sources with m?’©4 < 24.5 (S/N > 1) were se-
lected from each of these images. A nested sorting rou-
tine then identified nearest neighbors and next-to-nearest
neighbors for pairs of sources found on different images.
A friends-of-friends algorithm was used to collect these
pairs into objects. Pairs were considered to come from
the same object if they are within 1" of each other on the
sky; stellar densities in the sample fields are sufficiently
low that with this choice there is negligible contamina-
tion from random overlap of true objects. The resulting

AT [° Sehromatic(glt az,t, \)Sist (M)A~ 1dA

) +30.75.

number of objects found in each field is given in Table Bl
The full catalog for the study was then compiled by asso-
ciating sources found on the remaining images to objects
found in the “build” samples.

A first estimate of the magnitude of each object in
each band was made by finding the brightest observed

m"bTOA and computing an average value mbTOA from all
observations of that object that were within 0.06 mag
(~ 3aPhot) of the brightest. The distribution of colors
g—r = mloA —ml'oA and r —i = mI04 — mIo4
computed from these magnitudes is shown in Figure
The distribution is consistent with the well-known main-
sequence stellar locus, and indicates a clean separation
of stellar point sources in the data. The analysis then
concentrated on the numerous r-band data by selecting
objects that satisfied the following criteria:

e The estimated object magnitude in the r-band sat-
isfies 22.0 > mI94 > 17.0; this corresponds to
signal-to-noise ratios of approximately 10-300 for
the exposure time, seeing, and sky conditions of
our sample.

e The object was observed in more than 10 7-
band images with photometric measurement error
oPhot < 0.10.

e The object is spatially separated by more than 5"
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Figure 2. Color-color (g-r vs. r-i) of all objects computed from
initial estimates of top-of-the-atmosphere magnitudes mbTOA.

from any other object in the catalog.

All objects that passed these criteria were randomly sep-
arated into “calibration” objects (with 70% probability)
and “test” objects (with 30% probability). As implied
by the terminology, calibration objects were used to de-
termine calibration constants for each image, and test
objects were used to test the accuracy of the interpo-
lation of these constants to random positions on each
image.

A first estimate of S9"%¥(alt,az,t) at the location
of each calibration object on each image was com-
puted as the difference of the estimated mX94 and the
mIO4(alt,az,t) observed in the image. A first estimate
of the average cloud opacity across the field of view on
each image was then computed as the average of the esti-
mated S9"* of all calibration objects seen on the image.
An image was considered “calibratable” if,

e There were at least 100 calibration objects visible
in the image.

e The estimated mean gray extinction in the r-band
was less than 1.5 mag.

A summary of the observing conditions, fraction of
observable time, and fraction of calibratable images for
subsets of the data is included in Table @l Essentially
all images taken in clear conditions could be calibrated,
and even in rather poor conditions the fraction of im-
ages that could be calibrated with good precision remains
high. But, as discussed below, the precision of the cali-
bration falters as the photon statistics worsen and stars

Ji° SN A

drop out of the calibration sample with deteriorating ob-
serving conditions. The field J2214 was observed in very
cloudy conditions that yielded extremely poor results as
the number of calibration stars fell dramatically and pho-
tometric reduction errors became large. No further anal-
ysis was done of data on this target field.

2.4. Standard Passbands and Magnitudes

To obtain a well-defined in-band majgnitude for each
object, we transform each measured m. 04 to an equiv-
alent magnitude that would have been seen through a
fixed “standard” passband [Fukugita et al. | (1996),

SEtA(N) = SImsbstd()) x Gehromaticsstd(yy - (g)

0.8

Transmission
o o o o o
w - o o 3

o
i

0.1

%00 4000 5000 6000 7000 8000 9000 10000 11000
Wavelength (Angstrom)

Figure 3. Standard passbands Slftd used for this analysis.

The instrumental passbands S;"St’sm were those com-

puted from quantum efficiency and filter transmission
data downloaded from the Blanco/MOSAIC II website.
The atmospheric transmission S¢iromatic:std was com-
puted with MODTRAN for an airmass of 1.3 using the
spectroscopic data from the third night of the run. The
resulting S;'@ passbands shown in Figure [J] are typical
of the observational passbands (corrected to airmass of
1.3) for much of the data used in this paper. These form
an internal photometric system suitable for our purposes
here; we make no attempt to determine transformations
to any other published system.

The difference between a magnitude measured through
an observational passband and what would be measured
through a standard passband is (Ivezié¢ et al. |2007),

mitd —mIo4 = Amgtd = 2.5 log (

where the source SED f,()) is defined by
Fu(/\) :FOfv()‘)a (11)

with f,(A\) = 1 at some chosen reference wavelength.

fooo Slz;nst ()\)Schram (A)A71 d\

I3 Fo ()8t (A)Sehrom (N A~ LdA (10)
I fo (NS (A AN )

The value of Fyy does not enter the analysis, and a useful
choice for the reference wavelength is the weighted mean
of the standard r passband. The normalizations of the
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Figure 4. Transformations of calibration observations from mea-
sured top-of-the-atmosphere magnitudes to the standard r-band.
All calibration observations are plotted, and the structure reflects
the various combinations of airmass and atmospheric conditions
encountered during the campaign. Overflow and underflow counts
are shown in the outer bins of the plot.

standard passbands,
Sperm = / SprIAT A, (12)
0

are 0.150, 0.151, 0.107, and 0.060 for b = griz respec-
tively, and the corresponding weighted mean wavelengths
Ay = 4804.4A, 6232.5A, 7700.5A, and 8978.0A.

The g and 7 bands were used to make a linear correction
to the slope of the object SED across the r band.

F,—F; (A=)

L(A) = 1.0 , 13
fo) =10+ g n (13)
where the flux values were computed as,

F, = 1070,4(m50“—30.75). (14)

The distribution of Am3! is shown in Figure [ for the
observations of each calibration (and test) object. As
can be seen from Eq. if a particular observation is
made through a passband S¢""°™ that is identical to S5,
then Am3*¢ = 0 for that observation. Generally, the
choice of a standard passband that is typical of the actual
observing conditions results in relatively modest values
of Am?'® for most observations of stars in the sample.

3. CALIBRATION OF SOURCE AND OBJECT CATALOGS

Photometric calibration can be separated into three
steps:

e Relative calibration: internal normalization of
measurements in a given bandpass relative to all
other measurements made in the same bandpass
across the sky and at different times. This is the
only part of the calibration that we address in this
work.

e Absolute calibration of colors: determination of the
ratios of flux normalizations of the standard pass-
bands.

e Absolute calibration of flux: definition of an overall
physical scale.

This can be made numerically explicit by writing the
calibration errors in a linear decomposition,
mitd = mire 4ot 15, (2, y, alt, az, t, Sp(N), SED)+Ay,
15
where m!™¢ is the true in-band magnitude of the ob-
ject at the top of the atmosphere. The photometric er-
rors o?"9t (cf. Sec. 22)) include statistical fluctuations
in source and background counts, random errors in cor-
rections for seeing-dependent aperture losses and other
uncertainties in the assignment of ADU counts to source
flux measurements. The A, and J, terms represent errors
in the calibration of ADU counts to physical units. The
Ay are fixed offsets of the zero-points of the photomet-
ric bands from the absolute normalization of the phys-
ical scale that are determined in the second and third
calibration steps. The §, are relative errors of the in-
ternal zeropoint around A, that depend on position in
the field of view (z,y), position on the sky (alt,az), date
and time of the observation, the observational bandpass
Sp(A), and the source SED. The average of §, over the
survey is zero by construction, but a value must be de-
termined for each source location in each image. In this
work, we primarily address determination of that part of
or(z,y,alt,az,t,S,, SED) caused by variation in trans-
mission of light through the atmosphere, in particular
variation due to gray cloud cover S9"% (alt,az,t).

3.1. Global Calibration

After reduction of each image, correction for chro-
matic atmospheric extinction, and transformation to
the standard passbands, a global self-calibration pro-
cedure was used to minimize the dispersion of resid-
ual errors in all observations of the calibration ob-
jects.  This process is based on techniques origi-
nated for imaging surveys (Glazebrook et al.| [1994;
MacDonald et al. | 12004); the specific implementation

used here is based on the “Ubercal” procedure devel-
oped for SDSS (Padmanabhan et al. |[2008) and applied
to data taken in photometric conditions free of clouds
by several authors (Wittman et al. |2011;[Schlafly et al.
2012). This technique minimizes residual errors in both
the image reductions and chromatic extinction correc-
tions, and we extend it here to correct for the gray opac-
ity of cloud cover over a range of non-photometric con-
ditions.

“Calibration patches” were defined on the camera fo-
cal plane that are small compared to the full field of
view, but large enough to contain sufficient numbers
of calibration stars to achieve good precision. For ex-
ample, ~ 100 calibration stars with photometric errors
oPhot < 0.1 would provide sub-percent relative calibra-
tions if the cloud structure is sufficiently simple to allow
a single average to be taken over each patch. Images
taken by future surveys are expected to contain ~ 1 such
star per square arcmin, and an important objective of
our study is to determine if this is sufficient to reach the
goals of these surveys. Several of the fields we chose for
this study (Table B]) are at sufficiently low Galactic lat-
itudes to provide similar densities of stars in 15 second
exposures with the Blanco. So we partition the MOSAIC
IT 36’ x 36’ focal plane into sixteen 9’ x 9’ patches.

Future surveys will “dither” pointings from epoch to
epoch to control systematic errors. The calibration is
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joined smoothly across patch boundaries as stars fall
on different patches on different epochs across the sky.
We implement this feature in our study by defining
two different patterns of patches - one pattern for even-
numbered images, and the other for odd-numbered im-
ages. The patterns are internally dithered by shifting the
boundaries of the central four patches by 4400 pixels rel-
ative to a perfectly symmetrical division of the MOSAIC
IT focal plane into sixteen patches of equal size. This
means that the outer twelve patches alternate in area
from image to image, and generally means that back-to-
back pairs of images that make up our observing cadence
are analyzed with complimentary patterns. Several val-
ues of the size of the dither were tried, and it was found
that steps of +20% of the size of the patch work well.

We define coordinates (x,y) that span the focal plane
of the MOSAIC II imager, and (zP,y?) as local coor-
dinates that span a single patch p. The units of both
are pixel counts with origin at the center of the imager
or patch respectively, and normalized to lie between -
1 and +1. We note that the MOSAIC II layout® cor-
responds to the horizontal (z) coordinate increasing to
celestial North (declination) and the vertical (y) coordi-
nate increasing to celestial East (right ascension). The
calibration zero point relative errors are written in terms
of these variables as,

6T(‘T7yaa/lt7a27 t,ST,SED) - 6 (‘T y7xp7yp7j)

=0z, y) + 5l @), (16)
where the time variable has been subsumed into the im-
age index j, and the telescope (alt, az) has been similarly
subsumed into the patch index p. No color correction is
made after transformation of each measured magnitude
to the standard r-passband defined in Section 24 The
dinst ig a correction for non-uniformity of the r-band in-
strumental response that remains after the flat-field and
geometric optical projection corrections are applied dur-
ing the image reduction process. The instrumental cor-
rection is assumed to be constant during the three nights
that data were collected for this study. But each patch p
on each image j is characterized by a unique wavelength-
independent correction §97% = —2.5log;(S9"Y) (cf.
Eqgs. Bl and B) that is predominantly due to absorption
of light by cloud cover.

The global calibration procedure minimizes the relative
error §, in the photometric zero-point for each patch p
on each r-band image j of the accumulated survey by
minimizing

2 (3G, 5) — (mECG) + 8r(w,y, 77,37, )
X (Zz;) O'PhOt(i7j)2+(0.0)2 )

(17)
where the summation is over all calibration objects ¢ in
all images j; the coordinates (z,y) and (a?,y?) are those
of object i 1n 1mage j. The fitted parameters are the
estimates m&Y of the in-band magnitudes of each cali-
bration obJect and the errors in the zero points d,. The
parameter o is introduced to control possible underes-
timates of the errors of the brightest objects. It is used

4 Website
imager

www.ctio.noao.edu/noao/content,/mosaic-ii-ccd-

only in the fitting step of the analysis, and separate fits
with values ¢y = 0.001 and 0.003 were tested. The larger
value is set by the expected signal-to-noise of the bright-
est calibration objects (m, = 17.0). The differences in
the parameters fitted with the two values are found to
be statistically negligible, and all results presented below
were derived from fits made with oo = 0.001.

We use low-order polynomials to model the corrections
6inst and 6gray’

S (2, y) = 0o + Oyy + Op2a® + Oy2y” + Spyay, (18)

and
k k—n
UHCEED S I A AR UG
n=0m=0

The geometric correction is taken to be zero at the coor-
dinate origin (the center of the MOSAIC II focal plane
array), so there are five terms fitted to the entire data
sample. Separate fits were done with the order of the
polynomials in (5qm.y set to k = 1, 2, and 3; the higher

order fits 1nclude s1x (k =2) or ten (k = 3) parameters
for each of the sixteen patches on each image, which yield
totals of 21014 or 32726 parameters respectively. No ex-
plicit requirement is made that the §7"°Y solutions be

continuous or smooth across patch boundaries, but the
internal dither of even and odd images implicitly enforces
compatible solutions in neighboring patches. Complete
analyses were done with the second and third-order fits
to test the sensitivity of our conclusions to the number
of free parameters in the model. We discuss below op-
timization of the complexity of the fit model, and sensi-
tivity to over-fitting the information content of the data.

It is useful to define a measured gray extinction for
observation j of calibration object i as (c¢f. Eqs [IH] [I6]

I7)

B (2,4, 7) = m (i, §) = 6,7 (@, y) =mIC(i). (20)

This parameter, which depends on the global fit only
through quantities that are determined simultaneously
for all images, can be compared with the gray correction
fitted at the location of the calibration stars image-by-
image (Eq. [9). It is the basis for the analysis of the
spatial structure functions of the gray extinction due to
clouds that is presented below.

3.2. Results of the Global Calibration F'it

The x? per degree of freedom (DOF) was mini-
mized using the SciPy® conjugate gradient routine opti-
mize.fmin.cg with convergence accepted when the change
in x?/DOF per iteration was less than 10~°. The second
(DOF = 165041) and third (DOF = 153329) order fits
converged to x2/DOF = 1.886 and 1.754 respectively.

The fitted calibration parameters are presented in Fig-
ures[B [6] and[l The instrumental correction that is used
for all images is shown in Figure[B} the distribution of the
correction for the observed data is shown as a histogram
in the same figure. With few exceptions the