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#### Abstract

We propose a positive-preserving moment closure for linear kinetic transport equations based on a filtered spherical harmonic ( $\mathrm{FP}_{N}$ ) expansion in the angular variable. The recently proposed $\mathrm{FP}_{N}$ moment equations are known to suffer from the occurrence of (unphysical) negative particle concentrations. The origin of this problem is that the $\mathrm{FP}_{N}$ approximation is not always positive at the kinetic level; the new $\mathrm{FP}_{N}^{+}$closure is developed to address this issue. A new spherical harmonic expansion is computed via the solution of an optimization problem, with constraints that enforce positivity, but only on a finite set of pre-selected points. Combined with an appropriate PDE solver for the moment equations, this ensures positivity of the particle concentration at each step in the time integration. Under an additional, mild regularity assumption, we prove that as the moment order tends to infinity, the $\mathrm{FP}_{N}^{+}$approximation converges, in the $L^{2}$ sense, at the same rate as the $\mathrm{FP}_{N}$ approximation; numerical tests suggest that this assumption may not be necessary.

For purposes of comparison, we also consider a positive-preserving $U_{N}$ closure that is based on the uniform damping of coefficients in the $\mathrm{FP}_{N}$ approximation. While simple and less expensive to implement, the $\mathrm{UD}_{N}$ approximation does not converge as fast as the $\mathrm{FP}_{N}$ approximation for problems with limited regularity. We simulate the challenging line source benchmark problem with moment equations using several different choices of closure. The line source results indicate that, when compared to the $\mathrm{UD}_{N}$ closure, the accuracy of the $\mathrm{FP}_{N}^{+}$closure makes up for the overhead incurred by the optimization problem. In addition, we observe that for a regularized version of the line source problem, the $\mathrm{UD}_{N}$ closure causes severe degradation in the space-time convergence of the PDE solver, while the $\mathrm{FP}_{N}^{+}$closure does not.


1. Introduction. Kinetic transport equations are used to model particle-based systems in various areas including rarefied gases $[8,9]$, radiative transport [12, 31, 40], and semiconductors [33]. These equations govern the evolution of a positive scalar function, the kinetic distribution, that depends on position, momentum, and time. In typical settings, the position-momentum phase space is six-dimensional. This makes the numerical simulation of these equations difficult.

Moment methods are commonly used to approximate the solution of kinetic equations. These methods track a finite number of moments (or weighted averages) of the kinetic distribution with respect to the momentum variable. Equations to describe the evolution of these moments are derived directly from the kinetic equation. However, for any finite number of moments, the exact moment equations are not closed, i.e., they require additional information about the kinetic distribution that is lost when

[^0]retaining only a finite number of moments. Hence a moment closure is needed to fill in the missing kinetic information and close the system of equations.

In this paper, we consider linear kinetic equations with a momentum variable that specifies the direction of particle travel by an angle on the unit sphere. In this setting, the most common moment closure method is the spherical harmonic approximation, or $\mathrm{P}_{N}$ method $[7,31]$. This method is equivalent to a standard spectral discretization of the kinetic equation with respect to the momentum variable. The finite expansion of the kinetic distribution in spherical harmonics provides the necessary closure, and the coefficients of the expansion are related to the tracked moments via a linear mapping.

Although computationally fast, the $\mathrm{P}_{N}$ method suffers from several well-known drawbacks. Like most spectral methods, it may produce highly oscillatory solutions that can lead to local negative values in the particle concentration. ${ }^{1}$ Several moment closures have been proposed to address these issues. The $\mathrm{M}_{N}[5,14,22,37]$ and $\mathrm{PP}_{N}[18,23]$ closures were proposed to maintain the positivity of solutions by using a positive ansatz for the closure. This is in contrast to the spherical harmonic expansion for the $\mathrm{P}_{N}$ method, which may take on negative values. However, both the $\mathrm{M}_{N}$ and $\mathrm{PP}_{N}$ solutions are still quite oscillatory $[18,23]$ and much more expensive than $\mathrm{P}_{N}[1,2,17]$. The recently proposed $\mathrm{FP}_{N}$ closure $[34,42]$ still uses a spherical harmonics expansion, but damps the oscillations via a low pass filter on the moments. While the filter mitigates the occurrence of negative particle concentrations, they are not fully removed. Small negative values in the particle concentration may not hurt linear kinetic models, but for nonlinear models, negative concentrations may make the system unstable. ${ }^{2}$ Hence, it is of interest to develop a positive-preserving ${ }^{3}$ modification of the $\mathrm{FP}_{N}$ method.

In the current work, we propose a modification of the $\mathrm{FP}_{N}$ closure that preserves non-negativity on a finite, predetermined set of quadrature points. This set is part of a quadrature rule that is used to evaluate moments of the spherical harmonic expansion up to a given order exactly (up to machine precision). As shown in [2], this condition is sufficient to maintain a non-negative particle concentration. We refer to this new method as the $\mathrm{FP}_{N}^{+}$method.

Implementation of the $\mathrm{FP}_{N}^{+}$method requires a PDE solver to update the moment system in time and the solution of a constrained optimization problem to define the closure. For the PDE solver, we use the kinetic scheme developed in [2]; see also [18]. Meanwhile, the optimization problem can be written as a strictly convex quadratic program (CQP) with a large number of inequality constraints, which enforce positivity on the prescribed quadrature. We extend the constraint-reduced Mehrotra's predictorcorrector (MPC) linear program solver proposed in [44] to solve the CQPs that arise from the $\mathrm{FP}_{N}^{+}$method. The benefit of the constraint reduction technique increases with the number of quadrature points.

Further, the consistency properties of the $\mathrm{FP}_{N}^{+}$closure are analyzed in this paper. Under an additional, mild regularity assumption, we prove that as the moment order tends to infinity, the $\mathrm{FP}_{N}^{+}$approximation converges to the underlying target function, in the $L^{2}$ sense, as fast as the $\mathrm{FP}_{N}$ approximation. We then provide numerical results which suggest that this property holds even without the additional

[^1]assumption. For comparison, we also analyze and test the consistency properties of another positive-preserving closure that, for reasons that will become clear later, we refer to as the uniform damping $\left(\mathrm{UD}_{N}\right)$ closure. This closure was originally proposed in [32] to generate spatial reconstructions in the numerical simulation of hyperbolic conservation laws. More recently, it was applied to finite volume, weighted essentially non-oscillatory (WENO) and discontinuous Galerkin schemes in [46]. Because of its simplicity and fast implementation, the method has been applied in a variety of applications; see [47] for review and further references. We prove convergence results for the $\mathrm{UD}_{N}$ closure that are suboptimal when compared to the $\mathrm{FP}_{N}$ closure; numerical tests suggest that the estimates are likely sharp. For smooth problems, the difference in the accuracy of the closures is negligible. However, for problems with less regularity, the difference is substantial.

Finally, we compute the numerical solution from the $\mathrm{FP}_{N}^{+}$method on the line source benchmark problem [16] and compare it to solutions from the $\mathrm{P}_{N}, \mathrm{FP}_{N}, \mathrm{PP}_{N}$, and $\mathrm{UD}_{N}$ methods. For the same number of moments, the $\mathrm{FP}_{N}^{+}$method performs much better than the $\mathrm{UD}_{N}$ method. However, enforcing positivity does create some local trade-offs in accuracy when compared to the $\mathrm{FP}_{N}$ method. The $\mathrm{P}_{N}$ and $\mathrm{PP}_{N}$ methods are not competitive. We also compare the efficiency of the more accurate $\mathrm{FP}_{N}^{+}$closure with the less expensive $\mathrm{UD}_{N}$ closure. In particular, we consider the solution time needed to reach a given level of accuracy in the particle concentration. For the line source problem, we conclude that the $\mathrm{FP}_{N}^{+}$solutions are generally two to ten times faster than the $\mathrm{UD}_{N}$ solutions to reach the same accuracy.

The remainder of the paper is organized as follows. In Section 2, we review the kinetic equation, moment equations, and several moment closures including $\mathrm{P}_{N}, \mathrm{FP}_{N}$, $\mathrm{PP}_{N}$, and $\mathrm{UD}_{N}$ closures. Section 3 introduces the proposed $\mathrm{FP}_{N}^{+}$closure and illustrates the implementation details in the $\mathrm{FP}_{N}^{+}$method. In Section 4, the consistency analysis of the $\mathrm{FP}_{N}^{+}$and $\mathrm{UD}_{N}$ closures and numerical convergence results are provided. In Section 5, we present results for the line source problem. Section 6 is for conclusion and discussion.

## 2. Preliminaries and Notations.

2.1. Kinetic Equations and Moment Models. As in [18], we consider a linear kinetic model of particles traveling with unit speed ${ }^{4}$ which scatter isotropically off of a background material medium. Emission, absorption, and external sources are neglected for simplifying the presentation; they can be included easily. The kinetic description is given by a non-negative distribution function $f=f(x, \Omega, t)$ where $x=\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}$ is the spatial position, $\Omega=\left(\Omega_{1}, \Omega_{2}, \Omega_{3}\right) \in \mathbb{S}^{2}$ is the direction of particle travel, and $t \geq 0$ is the time. In terms of the polar angle $\theta$ and the azimuthal angle $\phi,\left(\Omega_{1}, \Omega_{2}, \Omega_{3}\right)=(\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)$. In what follows, it is often convenient to express functions on $\mathbb{S}^{2}$ in terms $\mu:=\cos \theta$ and $\phi$.

The governing linear kinetic equation is of the form

$$
\begin{equation*}
\partial_{t} f+\Omega \cdot \nabla_{x} f=\frac{\sigma}{4 \pi}\langle f\rangle-\sigma f \tag{2.1}
\end{equation*}
$$

where $\sigma$ is the scattering cross-section, and the angle brackets denote integration with respect to $\Omega$ over the angular space $\mathbb{S}^{2}$, i.e., $\langle f\rangle(x, t)=\int_{\mathbb{S}^{2}} f(x, \Omega, t) d \Omega$. To obtain a unique solution, one must equip (2.1) with appropriate initial and boundary conditions.

[^2]Moments $\mathbf{u}^{f}$ associated to $f$ are defined as

$$
\begin{equation*}
\mathbf{u}^{f}=\mathbf{u}^{f}(x, t):=\langle\mathbf{m} f(x, \cdot, t)\rangle \tag{2.2}
\end{equation*}
$$

where $\mathbf{m}$ is a vector of basis functions over $\mathbb{S}^{2}$. Following standard practice, we use spherical harmonic basis functions. ${ }^{5}$ For moments up to order $N$, the spherical harmonics basis $\mathbf{m}: \mathbb{S}^{2} \rightarrow \mathbb{R}^{n}, n=(N+1)^{2}$, is given by $\mathbf{m}=\left[m_{0} ; \mathbf{m}_{1} ; \ldots ; \mathbf{m}_{N}\right]$, where $\mathbf{m}_{\ell}$ is the collection of the $2 \ell+1$ harmonics of degree $\ell$, which are defined explicitly in [18]. The components of $\mathbf{m}$ form an orthogonal basis for $\mathbb{P}_{N}\left(\mathbb{S}^{2}\right)$, the space of polynomials in $\Omega$ on $\mathbb{S}^{2}$ with degree at most $N$. We assume the components of $\mathbf{m}$ are normalized so that $\left\langle\mathbf{m m}^{T}\right\rangle=I_{n \times n}$.

Equations for $\mathbf{u}^{f}$ are derived by multiplying the kinetic equation (2.1) by $\mathbf{m}$ and integrating over $\mathbb{S}^{2}$, which gives

$$
\begin{equation*}
\partial_{t} \mathbf{u}^{f}+\nabla_{x} \cdot\langle\mathbf{m} \Omega f\rangle=-\sigma R \mathbf{u}^{f} \tag{2.3}
\end{equation*}
$$

where the $n \times n$ matrix $R=\operatorname{diag}(0,1, \ldots, 1)$. Equation (2.3) is exact, but it is not closed due to the flux term $\langle\mathbf{m} \Omega f\rangle$. Specifically, the spherical harmonic expansion of $\mathbf{m}_{N} \Omega$ involves harmonics of degree $N+1$ so that $\langle\mathbf{m} \Omega f\rangle$ cannot be expressed as a function of $\mathbf{u}^{f}$.

In order to close (2.3), we define an operator $\mathcal{E}: \mathbb{R}^{n} \rightarrow L^{2}\left(\mathbb{S}^{2}\right)$ that maps a given set of moments to a distribution on $\mathbb{S}^{2}$ that approximates $f$. Then (2.3) can be closed by substituting the ansatz $\mathcal{E}[\mathbf{u}]$ for $f$, which yields the closed moment system

$$
\begin{equation*}
\partial_{t} \mathbf{u}+\nabla_{x} \cdot\langle\mathbf{m} \Omega \mathcal{E}[\mathbf{u}]\rangle=-\sigma R \mathbf{u} \tag{2.4}
\end{equation*}
$$

The solution $\mathbf{u}=\left[u_{0} ; \mathbf{u}_{1} ; \ldots ; \mathbf{u}_{N}\right]$ of system (2.4) is an approximation of the exact moments $\mathbf{u}^{f}$. Equation (2.4) can be solved numerically in a variety of ways. In this paper, we use the kinetic scheme proposed in $[2,18]$; the full description of the scheme is included in the supplementary materials.

In slab geometry, the distribution $f$ in (2.1) is independent of $x_{1}$ and $x_{2}$, i.e., $\partial_{x_{1}} f=\partial_{x_{2}} f=0$. Thus one can express the angular dependence of $f$ in terms of $\mu=\Omega_{3}$ only, thereby reducing the angular domain from $\mathbb{S}^{2}$ to $[-1,1] .{ }^{6}$ Thus, we consider also in the paper convergence of the $\mathrm{FP}_{N}^{+}$closure on the interval $[-1,1]$. In this case, the angle brackets denote integration with respect to $\mu \in[-1,1]$, and the moment basis $\mathbf{m}:[-1,1] \rightarrow \mathbb{R}^{n}, n=N+1$, is given by $\mathbf{m}=\left[m_{0} ; m_{1} ; \ldots ; m_{N}\right]$, where $m_{\ell}$ is the $\ell$-th order Legendre polynomial on $\mu$. The components of $\mathbf{m}$ in this case form an orthogonal basis for $\mathbb{P}_{N}([-1,1])$, the vector space of polynomials on $[-1,1]$ of degree at most $N$. We assume the standard normalization $\left\langle m_{\ell}^{2}\right\rangle=\frac{2}{2 \ell+1}$. Note that (2.3) and (2.4) still hold true for slab geometry, with the modified angular space and moment basis.

In the remaining parts of Section 2 and Section 3, we present several moment closures in full geometry. These closures can be formulated analogously in the case of slab geometry with minor modifications, as described in the preceding paragraph.
2.2. $\mathbf{P}_{N}$ Closures. The $\mathrm{P}_{N}$ equations approximate the linear kinetic equation (2.1) via a standard spectral method. For $\mathbf{u} \in \mathbb{R}^{n}$, the $\mathrm{P}_{N}$ operator $\mathcal{E}_{\mathrm{P}_{N}}: \mathbb{R}^{n} \rightarrow$

[^3]$\mathbb{P}_{N}\left(\mathbb{S}^{2}\right)$ maps moments $\mathbf{u}$ to $\mathbb{P}_{N}\left(\mathbb{S}^{2}\right)$, with
\[

$$
\begin{equation*}
\mathcal{E}_{\mathrm{P}_{N}}[\mathbf{u}]:=\hat{\boldsymbol{\alpha}}_{\mathrm{P}_{N}}(\mathbf{u})^{T} \mathbf{m} \tag{2.5}
\end{equation*}
$$

\]

where the $\mathrm{P}_{N}$ ansatz $\mathcal{E}_{\mathrm{P}_{N}}[\mathbf{u}]$ solves the $L^{2}$ entropy minimization problem

$$
\begin{equation*}
\underset{g \in L^{2}}{\operatorname{minimize}} \frac{1}{2}\left\langle g^{2}\right\rangle \quad \text { subject to } \quad\langle\mathbf{m} g\rangle=\mathbf{u} \tag{2.6}
\end{equation*}
$$

and the expansion coefficients $\hat{\boldsymbol{\alpha}}_{\mathrm{P}_{N}}(\mathbf{u})$ solve the dual problem of (2.6), and are given by

$$
\begin{equation*}
\left.\hat{\boldsymbol{\alpha}}_{\mathrm{P}_{N}}(\mathbf{u}):=\underset{\boldsymbol{\alpha} \in \mathbb{R}^{n}}{\operatorname{argmin}}\left\{\left.\frac{1}{2}\langle | \boldsymbol{\alpha}^{T} \mathbf{m}\right|^{2}\right\rangle-\mathbf{u}^{T} \boldsymbol{\alpha}\right\}=\left\langle\mathbf{m} \mathbf{m}^{T}\right\rangle^{-1} \mathbf{u}=\mathbf{u} \tag{2.7}
\end{equation*}
$$

Setting $\mathcal{E}[\mathbf{u}]=\mathcal{E}_{\mathrm{P}_{N}}[\mathbf{u}]$ in (2.4) gives the $\mathrm{P}_{N}$ equations:

$$
\begin{equation*}
\partial_{t} \mathbf{u}+\nabla_{x} \cdot\left\langle\Omega \mathbf{m m}^{T}\right\rangle \mathbf{u}=-\sigma R \mathbf{u} \tag{2.8}
\end{equation*}
$$

2.3. Filtered $\mathbf{P}_{N}$ Closures $\left(\mathbf{F P}_{N}\right)$. Filtering is commonly used to mitigate Gibbs phenomena in spectral methods for the spatial discretization of hyperbolic problems [20,21]. Filtered spherical harmonics expansions for angular moment closures were first proposed in [34] in order to suppress oscillations and mitigate the occurrence of negative concentrations in the $\mathrm{P}_{N}$ solution.

The filter can be embedded directly into the numerical PDE solver for the $\mathrm{P}_{N}$ equations (2.8): before each time step, the moment $\mathbf{u}$ is replaced by $F \mathbf{u}$ where $F=\operatorname{blockdiag}\left(F_{\ell} I_{(2 \ell+1) \times(2 \ell+1)}\right)$ is an $n \times n$ matrix and each $F_{\ell} \in[0,1]$ is a filtering coefficient, with $F_{0}=1$. Associated to $F \mathbf{u}$ is the ansatz

$$
\begin{equation*}
\mathcal{E}_{\mathrm{FP}_{N}}[\mathbf{u}]:=\mathcal{E}_{\mathrm{P}_{N}}[F \mathbf{u}]=\hat{\boldsymbol{\alpha}}_{\mathrm{FP}_{N}}(\mathbf{u})^{T} \mathbf{m} \tag{2.9}
\end{equation*}
$$

where $\hat{\boldsymbol{\alpha}}_{\mathrm{FP}_{N}}(\mathbf{u}):=\hat{\boldsymbol{\alpha}}_{\mathrm{P}_{N}}(F \mathbf{u})$ solves the filtered version of dual problem (2.7)

$$
\begin{equation*}
\left.\hat{\boldsymbol{\alpha}}_{\mathrm{FP}_{N}}(\mathbf{u})=\underset{\boldsymbol{\alpha} \in \mathbb{R}^{n}}{\operatorname{argmin}}\left\{\left.\frac{1}{2}\langle | \boldsymbol{\alpha}^{T} \mathbf{m}\right|^{2}\right\rangle-(F \mathbf{u})^{T} \boldsymbol{\alpha}\right\}=F \hat{\boldsymbol{\alpha}}_{\mathrm{P}_{N}}(\mathbf{u}) . \tag{2.10}
\end{equation*}
$$

We call this the discrete embedding of the filter.
The original choice of $F_{\ell}$ in [34] was based on an optimization problem that penalizes angular derivatives of the ansatz. In [42], a more general formulation leads to a modified system of equations. There $F_{\ell}$ is given by

$$
\begin{equation*}
F_{\ell}=\left[\kappa\left(\frac{\ell}{N+1}\right)\right]^{\nu}, \quad \text { where } \quad \nu=-\frac{\sigma_{\mathrm{F}} \Delta t}{\log [\kappa(N /(N+1))]} \tag{2.11}
\end{equation*}
$$

depends on the time step, $\sigma_{\mathrm{F}}$ is a tuning parameter, and $\kappa: \mathbb{R}^{+} \rightarrow[0,1]$ is a filter function. We say $\kappa$ has order $p>0$ if $\kappa \in C^{p}\left(\mathbb{R}^{+}\right)$and $\kappa(0)=1$ and $\kappa^{(k)}(0)=0$ for $k=1, \ldots, p-1$.

The choice of $\nu$ in (2.11) ensures the discrete embedding is formally consistent in the limit $\Delta t \rightarrow 0$ with a modified version of (2.8), the $\mathrm{FP}_{N}$ equations:

$$
\begin{equation*}
\partial_{t} \mathbf{u}^{*}+\nabla_{x} \cdot\left\langle\Omega \mathbf{m} \mathbf{m}^{T}\right\rangle \mathbf{u}^{*}=-\sigma R \mathbf{u}^{*}-\sigma_{\mathrm{F}} L \mathbf{u}^{*} \tag{2.12}
\end{equation*}
$$

where $L=\operatorname{blockdiag}\left(L_{\ell} I_{(2 \ell+1) \times(2 \ell+1)}\right)$, and $L_{\ell}=\frac{\log \left(\kappa\left(\frac{\ell}{N+1}\right)\right)}{\log \left(\kappa\left(\frac{N}{N+1}\right)\right)}$. We refer to (2.12) as a continuous embedding of the filter.

In the following sections, we consider both types of embeddings: discrete and continuous. The discrete approach is more conducive to the consistency analysis in Section 4, while the continuous approach is better for assessing the space-time convergence of the PDE solver in Section 3.2.1. In Section 4.2, the convergence results of the $\mathrm{FP}_{N}$ closures are presented for the 2nd-order Lanczos filter [42], 4thorder spherical spline filter [42], and the 6th-order exponential filter [15]. The filter functions $\kappa$ are given by

$$
\begin{equation*}
\kappa_{\text {Lanczos }}(\eta)=\frac{\sin (\eta)}{\eta}, \quad \kappa_{\text {SSpline }}(\eta)=\frac{1}{1+\eta^{4}}, \quad \kappa_{\operatorname{Exp}}(\eta)=\exp \left(c \eta^{6}\right) \tag{2.13}
\end{equation*}
$$

where, in the definition of $\kappa_{\operatorname{Exp}}, c=\log \left(\epsilon_{M}\right), \epsilon_{M}$ being the machine precision. In the numerical tests presented in Section 5.2, the 4th-order spherical spline filter is used.

While the $\mathrm{FP}_{N}$ closure effectively damps oscillations in the numerical solution, it still suffers from some challenges. These include (i) the occurrence of negative particle concentrations that can affect the stability of nonlinear systems (see [35,39]) and (ii) the lack of a systematic way to choose the tuning parameter $\sigma_{\mathrm{F}}$. In the remainder of this paper, we address the former.
2.4. Positive $\mathbf{P}_{N}$ Closures $\left(\mathbf{P} \mathbf{P}_{N}\right)$. In [23], a positive particle concentration is ensured imposing point-wise positivity constraints on a discretized version of (2.6). Let $\mathcal{Q}$ and $\mathcal{W}$ be the points and (strictly positive) weights of a quadrature rule on $\mathbb{S}^{2}$ with degree of precision $2 N+1$-that is, the quadrature rule integrates polynomials in $\mathbb{P}_{2 N+1}\left(\mathbb{S}^{2}\right)$ exactly (in exact arithmetic). Then the discrete $\mathrm{PP}_{N}$ ansatz $\mathcal{E}_{\mathrm{PP}_{N}}$ : $\mathbb{R}^{n} \rightarrow \mathbb{R}^{|\mathcal{Q}|}$ maps $\mathbf{u}$ to the unique minimizer for

$$
\begin{align*}
\underset{g \in \mathbb{R}^{\prime}|\mathcal{Q}|}{\operatorname{minimize}} & \frac{1}{2} \sum_{k=1}^{|\mathcal{Q}|} w_{k}\left|g_{k}\right|^{2} \\
\text { subject to } & \sum_{k=1}^{|\mathcal{Q}|} w_{k} \mathbf{m}\left(\Omega_{k}\right) g_{k}=\mathbf{u}  \tag{2.14}\\
& g_{k} \geq 0, \quad \forall k \in\{1, \ldots,|\mathcal{Q}|\},
\end{align*}
$$

where $\left(\Omega_{k}, w_{k}\right) \in(\mathcal{Q}, \mathcal{W})$ for all $k \in\{1, \ldots,|\mathcal{Q}|\}$. If $\mathcal{E}_{\mathrm{P}_{N}}[\mathbf{u}] \geq 0$ on $\mathcal{Q}$, then $\mathcal{E}_{\mathrm{PP}_{N}}[\mathbf{u}]$ is just the restriction of $\mathcal{E}_{\mathrm{P}_{N}}[\mathbf{u}]$ to $\mathcal{Q}$.

In [18], a continuum variant of the $\mathrm{PP}_{N}$ closure was proposed to enforce positivity by adding a $\log$ penalty term to (2.6). In this case, the $\mathrm{PP}_{N}$ operator $\mathcal{E}_{\mathrm{PP}_{N}}: \mathbb{R}^{n} \rightarrow$ $L^{2}\left(\mathbb{S}^{2}\right)$ maps $\mathbf{u}$ to the unique minimizer for

$$
\begin{equation*}
\underset{g \in L^{2}\left(\mathbb{S}^{2}\right)}{\operatorname{minimize}}\left\langle\frac{1}{2} g^{2}-\delta \log g\right\rangle \quad \text { subject to }\langle\mathbf{m} g\rangle=\mathbf{u}, \tag{2.15}
\end{equation*}
$$

where $\delta>0$ is a penalty parameter. Although (2.15) is formulated as a continuous problem, a quadrature rule is still required to approximate the integrals in the objective.

While both variants (2.14) and (2.15) of the $\mathrm{PP}_{N}$ closures generate a positive ansatz, numerical solutions of the modified optimization problems (2.14) and (2.15) are significantly more expensive to obtain. Moreover, neither ansatz is a polynomial. A consequence of this is that solutions of the $\mathrm{PP}_{N}$ equations suffer from artifacts, known as ray effects [31, Section 4-6], due to the fact that the quadrature rule is not exact.
2.5. Uniform Damping Closures ( $\mathbf{U D}_{N}$ ). Uniform damping (UD) is a simple method for generating a non-negative polynomial reconstruction from given moments. It was first proposed in [32] as a limiter for finite volume discretizations of hyperbolic PDE, and has recently been used to generate discontinuous Galerkin and finite volume WENO methods $[46,47]$ that satisfy maximum principles while maintaining highorder.

The $\mathrm{UD}_{N}$ closure is a simple application of the UD method. It works by damping moments $\mathbf{u}_{\ell}$ uniformly for all $\ell>0$, while preserving $u_{0}$. Given quadrature points and weights $(\mathcal{Q}, \mathcal{W})$, the $\mathrm{UD}_{N}$ operator $\mathcal{E}_{\mathrm{UD}_{N}}: \mathbb{R}^{n} \rightarrow \mathbb{P}_{N}\left(\mathbb{S}^{2}\right)$ maps $\mathbf{u}$ to the ansatz

$$
\begin{equation*}
\mathcal{E}_{\mathrm{UD}_{N}}[\mathbf{u}]:=\frac{u_{0}}{u_{0}+\left\langle m_{0} c_{N}\right\rangle}\left(\mathcal{E}_{\mathrm{FP}_{N}}[\mathbf{u}]+c_{N}\right), \quad c_{N}=-\min \left\{\min _{\Omega_{k} \in \mathcal{Q}} \mathcal{E}_{\mathrm{FP}_{N}}[\mathbf{u}]\left(\Omega_{k}\right), 0\right\} . \tag{2.16}
\end{equation*}
$$

This ansatz is still a spherical harmonics expansion; hence $\mathrm{UD}_{N}$ solutions do not suffer from ray effects as $\mathrm{PP}_{N}$ solutions do. In addition, it is inexpensive to implement. However, as proved in Theorem 4.4 in Section 4.1 and shown in Section 5.2, the UD $_{N}$ closure may lose accuracy for problems with non-smooth solutions.
3. Positive Filtered $\mathbf{P}_{N}$ Closures $\left(\mathbf{F} \mathbf{P}_{N}^{+}\right)$. To overcome the drawbacks of the $\mathrm{FP}_{N}, \mathrm{PP}_{N}$, and $\mathrm{UD}_{N}$ closures, we design positive filtered $\mathrm{P}_{N}\left(\right.$ or $\left.\mathrm{FP}_{N}^{+}\right)$closures. This closure prevents the occurrence of negative particle concentrations using a polynomial ansatz that is non-negative at a pre-selected set of quadrature points. The $\mathrm{FP}_{N}^{+}$ ansatz is defined via the solution of an optimization problem. The $\mathrm{FP}_{N}^{+}$ansatz is more expensive to compute than the $\mathrm{UD}_{N}$ ansatz; however, it is more accurate. The benefits of this additional accuracy are analyzed and explored in Sections 4 and 5 .
3.1. Formulation. The $\mathrm{FP}_{N}^{+}$operator $\mathcal{E}_{\mathrm{FP}_{N}^{+}}: \mathbb{R}^{n} \rightarrow \mathbb{P}_{N}\left(\mathbb{S}^{2}\right)$ maps moments $\mathbf{u}$ to the ansatz

$$
\begin{equation*}
\mathcal{E}_{\mathrm{FP}_{N}^{+}}[\mathbf{u}]:=\hat{\boldsymbol{\alpha}}_{\mathrm{FP}_{N}^{+}}(\mathbf{u})^{T} \mathbf{m} \tag{3.1}
\end{equation*}
$$

where $\hat{\boldsymbol{\alpha}}_{\mathrm{FP}_{N}^{+}}(\mathbf{u})$ solves

$$
\begin{align*}
\underset{\boldsymbol{\alpha} \in \mathbb{R}^{n}}{\operatorname{minimize}} & \frac{1}{2}\left\|\boldsymbol{\alpha}^{T} \mathbf{m}-\mathcal{E}_{\mathrm{FP}_{N}}[\mathbf{u}]\right\|_{L^{2}\left(\mathbb{S}^{2}\right)}^{2} \\
\text { subject to } & \boldsymbol{\alpha}^{T} \mathbf{m}\left(\Omega_{k}\right) \geq 0, \quad \forall \Omega_{k} \in \mathcal{Q}  \tag{3.2}\\
& \left\langle m_{0} \boldsymbol{\alpha}^{T} \mathbf{m}\right\rangle=u_{0}
\end{align*}
$$

and $\mathcal{Q}$ is a quadrature set. The $\mathrm{FP}_{N}^{+}$ansatz is the best $L^{2}$ approximation to the $\mathrm{FP}_{N}$ ansatz in $\mathbb{P}_{N}\left(\mathbb{S}^{2}\right)$ that is non-negative on $\mathcal{Q}$ and preserves particle concentration. ${ }^{7}$ The set $\mathcal{Q}$ is chosen so that the associated quadrature rule has degree of precision $2 N+1$. This implies that the flux term $\langle\Omega \mathbf{m} \mathcal{E}[\mathbf{u}]\rangle$ in (2.4) is evaluated exactly whenever $\mathcal{E}[\mathbf{u}] \in \mathbb{P}_{N}\left(\mathbb{S}^{2}\right)$. It also ensures that $u_{0}$ is non-negative in the next update of the PDE solver (see Section 3.2.1 and the supplementary materials for details).

Like the standard filter, the positive-preserving filter (3.2) can be discretely embedded into the numerical PDE solver for the $\mathrm{P}_{N}$ equations $(2.8)^{8}$ : before each time step, the moment $\mathbf{u}$ is replaced by $\left\langle\mathbf{m} \mathcal{E}_{\mathrm{FP}_{N}^{+}}[\mathbf{u}]\right\rangle$. If the inequality constraints in (3.2) are not active at the solution, then $\left\langle\mathbf{m}_{\mathcal{F P}_{N}^{+}}[\mathbf{u}]\right\rangle=F \mathbf{u}$. Indeed, in this case, (3.2) is

[^4]equivalent to the dual problem in (2.10). When the inequality constraints are active, $\left\langle\mathbf{m} \mathcal{E}_{\mathrm{FP}_{N}^{+}}[\mathbf{u}]\right\rangle$ depends on $\mathbf{u}$ in a nonlinear way that cannot be expressed in closed form. Rather it must be determined from the numerical solution of (3.2). With the continuous embedding, the filter is built in to the equations, but positivity is still embedded in the numerics: at each time step of the numerical PDE solver for the $\mathrm{FP}_{N}$ equations (2.12), the moment $\mathbf{u}^{*}$ is replaced by $\left\langle\mathbf{m} \mathcal{E}_{\mathrm{P}_{N}^{+}}\left[\mathbf{u}^{*}\right]\right\rangle$ where $\mathcal{E}_{\mathrm{P}_{N}^{+}}$is given by (3.1) when there is no filter-that is, when $F=I$.
3.2. Implementation. In this subsection, we summarize the implementation of the $\mathrm{FP}_{N}^{+}$closures, which includes a numerical PDE solver for (2.4) and an algorithm for the optimization problem (3.2). Further details can be found in the supplementary materials.
3.2.1. Numerical PDE Solver. We generate a numerical solution of the $\mathrm{FP}_{N}^{+}$ equations using a second-order kinetic scheme that was developed in [2]. (See references therein for early developments of this type of method.) The scheme is based on the following discrete ordinate approximation of (2.1):
\[

$$
\begin{equation*}
\partial_{t} f^{\mathcal{Q}}+\nabla_{x} \cdot \Omega f^{\mathcal{Q}}=\frac{\sigma}{4 \pi}\left\langle f^{\mathcal{Q}}\right\rangle_{\mathcal{Q}}-\sigma f^{\mathcal{Q}} \tag{3.3}
\end{equation*}
$$

\]

where $f^{\mathcal{Q}}(x, \Omega, t) \approx f(x, \Omega, t)$ for each ordinate $\Omega$ in a quadrature set $\mathcal{Q}$ and $\langle\cdot\rangle_{\mathcal{Q}}$ denotes the quadrature rule associated to $\mathcal{Q}$. With an appropriate choice of quadrature, the $\mathrm{P}_{N}$ equations (2.8) can be derived directly from (3.3). Indeed, by taking quadrature-based moments of (3.3) and using the ansatz $\mathcal{E}_{\mathrm{P}_{N}}[\mathbf{u}]$ to approximate $f^{\mathcal{Q}}$, we arrive at the following system for the unknowns $\mathbf{u}$ :

$$
\begin{equation*}
\partial_{t}\left\langle\mathbf{m} \mathcal{E}_{\mathrm{P}_{N}}[\mathbf{u}]\right\rangle_{\mathcal{Q}}+\nabla_{x} \cdot\left\langle\Omega \mathbf{m} \mathcal{E}_{\mathrm{P}_{N}}[\mathbf{u}]\right\rangle_{\mathcal{Q}}=\frac{\sigma}{4 \pi}\langle\mathbf{m}\rangle_{\mathcal{Q}}\left\langle\mathcal{E}_{\mathrm{P}_{N}}[\mathbf{u}]\right\rangle_{\mathcal{Q}}-\sigma\left\langle\mathbf{m} \mathcal{E}_{\mathrm{P}_{N}}[\mathbf{u}]\right\rangle_{\mathcal{Q}} \tag{3.4}
\end{equation*}
$$

If, as in Section 3.1, the quadrature set $\mathcal{Q}$ is chosen so that $\langle\cdot\rangle_{\mathcal{Q}}$ has degree of precision $2 N+1$, then (3.4) is equivalent to (2.8). This is our motivation for the choice of quadrature. A similar procedure can also be used to update the $\mathrm{FP}_{N}$ equations in (2.12).

It is known [2] that with an appropriate CFL condition, a finite volume discretization of (3.3) preserves the positivity of $f^{\mathcal{Q}}$. The corresponding kinetic scheme for (3.4) is derived by taking quadrature moments of this discretization and thus preserves positivity of the particle concentration. Details of this scheme and a precise statement of the positivity result are given in the supplementary materials.
3.2.2. Solving the $\mathbf{F P}_{N}^{+}$Optimization Problem. If $\hat{\boldsymbol{\alpha}}_{\mathrm{FP}_{N}}(\mathbf{u})$ satisfies the non-negativity constraints in (3.2), then $\hat{\boldsymbol{\alpha}}_{\mathrm{FP}_{N}}(\mathbf{u})$ solves (3.2)—that is, $\hat{\boldsymbol{\alpha}}_{\mathrm{FP}_{N}^{+}}(\mathbf{u})=$ $\hat{\boldsymbol{\alpha}}_{\mathrm{FP}_{N}}(\mathbf{u})$. Otherwise, a numerical optimization algorithm is needed. We discuss such an algorithm here.

Due to the orthonormality of spherical harmonics, the equality constraint $\left\langle m_{0} \boldsymbol{\alpha}^{T} \mathbf{m}\right\rangle=$ $u_{0}$ in (3.2) is equivalent to $\alpha_{0}=u_{0}$. Hence the variable $\alpha_{0}$ can be removed from the minimization problem, and (3.2) can be rewritten as

$$
\begin{align*}
\underset{\tilde{\boldsymbol{\alpha}} \in \mathbb{R}^{n-1}}{\operatorname{minimize}} & \left.\left.\frac{1}{2}\langle | \tilde{\boldsymbol{\alpha}}^{T} \tilde{\mathbf{m}}\right|^{2}\right\rangle-(\tilde{F} \tilde{\mathbf{u}})^{T} \tilde{\boldsymbol{\alpha}}  \tag{3.5}\\
\text { subject to } & \tilde{\boldsymbol{\alpha}}^{T} \tilde{\mathbf{m}}\left(\Omega_{k}\right) \geq-m_{0} u_{0}, \quad \forall \Omega_{k} \in \mathcal{Q}
\end{align*}
$$

where $\tilde{\boldsymbol{\alpha}}=\left[\alpha_{1}, \ldots, \alpha_{n-1}\right]^{T}$, and similarly for $\tilde{\mathbf{u}}, \tilde{\mathbf{m}}$, and $\tilde{F}$. This is a convex quadratic program (CQP), which can be solved using primal-dual interior-point methods, including affine-scaling (AS) [45] and Mehrotra's predictor-corrector (MPC) approach [36].

Because the main computational cost (per iteration) of standard interior-point methods is proportional to the number of constraints, constraint-reduced variants of these algorithms are preferred. Constraint reduction for the AS algorithm was developed in [24]. Details of our version of the constraint-reduced MPC algorithm are provided in the supplementary materials. For the test problem in Section 5, we find that the MPC algorithm performs better than the AS algorithm; and in both cases, constraint reduction provides additional efficiency, particularly for larger quadrature sets.
3.2.3. Quadrature. We use two types of quadrature to define the $\mathrm{FP}_{N}^{+}$and $\mathrm{UD}_{N}$ closures and evaluate the numerical flux in the PDE solver. One of them is a product quadrature on the unit sphere $[3,43]$. For closures with moment order $N$, we require the quadrature to have degree of precision $2 N+1$, so we need a grid of at least $N+1$ (or $(N+1) / 2$, for even functions on $\mu$ ) Gauss-Legendre points in the $\mu$ direction and $2(N+1)$ equally spaced points in the $\phi$ direction.

Another quadrature we use is the Lebedev quadrature [26-30], which requires fewer quadrature points than the product quadrature does to achieve the same degree of precision. This property significantly reduces the computation time of the $\mathrm{FP}_{N}^{+}$ method, where the quadrature points are not only used in numerical integration, but also involved in the formulation of the optimization problem (3.5). Some comparisons of these two types of quadrature are given in Table 5.1, and discussed in Remark 4.
4. Consistency Results. In this section, we analyze consistency properties of the $\mathrm{FP}_{N}^{+}$and $\mathrm{UD}_{N}$ approximations and report numerical convergence results, for both full and slab geometries. We consider target functions $\Psi=\Psi(\mu, \phi)$ where $\mu=\Omega_{3} \in[-1,1]$ and $\phi \in[0,2 \pi]$ is the azimuthal angle on the sphere, and functions $\psi=\psi(\mu)$ which correspond to the slab geometry case discussed in Section 2.1.

For $q \in \mathbb{R}$, the fractional Sobolev spaces $H^{q}([-1,1])$ is the set of functions $\psi$ such that the norm

$$
\begin{equation*}
\|\psi\|_{H^{q}([-1,1])}:=\left(\sum_{\ell=0}^{\infty} \ell^{q}(1+\ell)^{q}\left(\frac{2 \ell+1}{2}\right)\left|\alpha_{\ell}\right|^{2}\right)^{1 / 2}, \quad \alpha_{\ell}=\int_{-1}^{1} \psi(\mu) m_{\ell}(\mu) d \mu \tag{4.1}
\end{equation*}
$$

is finite [38]. In this definition, $m_{\ell}$ is the $\ell^{\text {th }}$ Legendre polynomial. The space $H^{q}\left(\mathbb{S}^{2}\right)$ is the set of functions $\psi$ such that the norm

$$
\begin{equation*}
\|\psi\|_{H^{q}\left(\mathbb{S}^{2}\right)}:=\left(\sum_{\ell=0}^{\infty} \sum_{|j| \leq \ell} \ell^{q}(1+\ell)^{q}\left|\alpha_{\ell}^{j}\right|^{2}\right)^{1 / 2}, \quad \alpha_{\ell}^{j}=\int_{\mathbb{S}^{2}} \psi(\Omega) m_{\ell}^{j}(\Omega) d \Omega \tag{4.2}
\end{equation*}
$$

is finite [21]. In this definition, $m_{\ell}^{j}$ is the degree $\ell$, order $j$ spherical harmonic. In the remainder of this section, we use $\mathcal{S}$ to denote either $[-1,1]$ or $\mathbb{S}^{2}$. Recall that $H^{0}(\mathcal{S})=L^{2}(\mathcal{S})$.

For $q>0$, let $q=v+w, v$ a positive integer and $w \in[0,1)$. Then the space $C^{q}([-1,1])$ is defined as the set of functions $\psi$ such that the norm

$$
\begin{equation*}
\|\psi\|_{C^{q}([-1,1])}:=\|\psi\|_{L^{\infty}([-1,1])}+\sup _{\substack{\mu_{1}, \mu_{2} \in[-1,1] \\ \mu_{1} \neq \mu_{2}}} \frac{\left|\psi^{(v)}\left(\mu_{1}\right)-\psi^{(v)}\left(\mu_{2}\right)\right|}{\left|\mu_{1}-\mu_{2}\right|^{w}} \tag{4.3}
\end{equation*}
$$

is finite [38]. Here $\psi^{(v)}$ is the $v$-th strong derivative of $\psi$ on [ $-1,1$ ]. Similarly, the
space $C^{q}\left(\mathbb{S}^{2}\right)$ is defined as the set of functions $\psi$ such that the norm

$$
\begin{equation*}
\|\psi\|_{C^{q}\left(\mathbb{S}^{2}\right)}:=\|\psi\|_{L^{\infty}\left(\mathbb{S}^{2}\right)}+\max _{1 \leq i<j \leq 3} \sup _{0<|\vartheta| \leq 1} \frac{\left\|\left(I-R_{i, j, \vartheta}\right) D_{i, j}^{v} \psi\right\|_{L^{\infty}\left(\mathbb{S}^{2}\right)}}{|\vartheta| w}, \tag{4.4}
\end{equation*}
$$

is finite [11]. Here the operator $D_{i, j}:=x_{i} \partial_{x_{i}}-x_{j} \partial_{x_{j}}, x_{1}, x_{2}, x_{3}$ are the Cartesian coordinates on the sphere, $I$ denotes the identity operator, and $R_{i, j, \vartheta}$ denotes the rotation operator such that $R_{i, j, \vartheta} g(\Omega)=g\left(\Omega^{\prime}\right)$, where $\Omega^{\prime}$ is obtained by rotating $\Omega$ with angle $\vartheta$ in the $x_{i}-x_{j}$ plane. Note that, for $q \in \mathbb{N}$, the space $C^{q}(\mathcal{S})$ is the space of functions with a continuous $q$-th derivative on $\mathcal{S}$. Finally, recall that $C^{q}(\mathcal{S}) \subset H^{q}(\mathcal{S})$.
4.1. Error Estimates of approximations. The $\mathrm{P}_{N}$ approximation (2.5) is based on the degree $N$ spherical harmonic expansion of $\psi \in L^{2}\left(\mathbb{S}^{2}\right)$ with moments $\mathbf{u}^{N}:=\mathbf{u} .{ }^{9}$ For $\psi \in C^{\infty}\left(\mathbb{S}^{2}\right)$, this expansion converges to $\psi$ (in the $L^{2}$ sense) faster than any negative power of $N$. For $\psi \in H^{q}\left(\mathbb{S}^{2}\right)$, it converges to $\psi$ (in the $L^{2}$ sense) at rate $q[10]$. The filtered expansion (2.9) shares the convergence rate $q$ with the $\mathrm{P}_{N}$ approximation if the filter order $p$ satisfies $p \geq q$, but has a slower convergence rate $p$ otherwise; see [15]. Based on these results, we establish the following convergence properties for the $\mathrm{FP}_{N}^{+}$approximation.

Theorem 4.1. For $M>0$, let $\mathcal{D}_{M}=\left\{g \in L^{\infty}(\mathcal{S}):\|g\|_{L^{\infty}(\mathcal{S})} \leq M\|g\|_{L^{1}(\mathcal{S})}\right\}$. Then, given a non-negative function $\psi \in C^{q}(\mathcal{S}) \cap \mathcal{D}_{M}, q \geq 0$, there exists a constant $A(q, M)$ such that

$$
\begin{equation*}
\left\|\psi-\mathcal{E}_{F P_{N}^{+}}\left[\mathbf{u}^{N}\right]\right\|_{L^{2}(\mathcal{S})} \leq A(q, M) N^{-s}\|\psi\|_{C^{q}(\mathcal{S})}, \quad \forall N \in \mathbb{N}, \tag{4.5}
\end{equation*}
$$

where $\mathbf{u}^{N} \in \mathbb{R}^{n}$ consists of the moments of $\psi$ up to order $N$, and $s=\min \{q, p\}$, with $p$ the order of filter $F$ in (2.10).

Before proving Theorem 4.1, we give two lemmas which are used in the proof. The first lemma gives the convergence rate of the $\mathrm{FP}_{N}$ approximation, and the second lemma provides an $L^{\infty}$ error estimate of the best polynomial approximation for continuous functions.

Lemma 4.2. For every $q \in \mathbb{R}$, there exists a constant $A_{1}(q)$ such that, for all $\psi \in H^{q}(\mathcal{S})$,

$$
\begin{equation*}
\left\|\psi-\mathcal{E}_{F P_{N}}\left[\mathbf{u}^{N}\right]\right\|_{L^{2}(\mathcal{S})} \leq A_{1}(q) N^{-s}\|\psi\|_{H^{q}(\mathcal{S})}, \quad \forall N \in \mathbb{N} \tag{4.6}
\end{equation*}
$$

where $\mathbf{u}^{N} \in \mathbb{R}^{n}$ consists of the moments of $\psi$ up to order $N$, and $s=\min \{q, p\}$, with $p$ the filter order in (2.10).

Proof. See [15]. प
Lemma 4.3. For every $q \geq 0$, there exists a constant $A_{2}(q)$ such that, for all $\psi \in C^{q}(\mathcal{S})$,

$$
\begin{equation*}
\min _{\varphi \in \mathbb{P}_{N}(\mathcal{S})}\|\psi-\varphi\|_{L^{\infty}(\mathcal{S})} \leq A_{2}(q) N^{-q}\|\psi\|_{C^{q}(\mathcal{S})}, \quad \forall N \in \mathbb{N} \tag{4.7}
\end{equation*}
$$

where the minimum is attained.
Proof. From [41, Theorem 2] (for $\mathcal{S}=[-1,1])$ and [11, Theorem 4.8.1] (for $\left.\mathcal{S}=\mathbb{S}^{2}\right)$

$$
\begin{equation*}
\inf _{\varphi \in \mathbb{P}_{\mathcal{N}}(\mathcal{S})}\|\psi-\varphi\|_{L^{\infty}(\mathcal{S})} \leq A_{2}(q) N^{-q}\|\psi\|_{C^{q}(\mathcal{S})} . \tag{4.8}
\end{equation*}
$$

[^5]Since $\mathbb{P}_{N}(\mathcal{S})$ is a finite dimensional subspace of the Banach space $C^{q}(\mathcal{S})$, it follows from Theorem 1.1 in [13] that the infimum in (4.8) is attained. $\square$

We now prove Theorem 4.1 for the case $\mathcal{S}=\mathbb{S}^{2}$; when $\mathcal{S}=[-1,1]$, the result can be proved analogously. To simplify notation, we write

$$
\begin{equation*}
\|\cdot\|_{C^{q}}=\|\cdot\|_{C^{q}\left(\mathbb{S}^{2}\right)} ; \quad\|\cdot\|_{L^{p}}=\|\cdot\|_{L^{p}\left(\mathbb{S}^{2}\right)} ; \quad \mathcal{E}_{\mathrm{FP}_{N}}=\mathcal{E}_{\mathrm{FP}_{N}}\left[\mathbf{u}^{N}\right] ; \quad \mathcal{E}_{\mathrm{FP}_{N}^{+}}=\mathcal{E}_{\mathrm{FP}_{N}^{+}}\left[\mathbf{u}^{N}\right] . \tag{4.9}
\end{equation*}
$$

Proof of Theorem 4.1. If $\psi=0$, then $\mathbf{u}^{N}=0$ and $\mathcal{E}_{\mathrm{FP}_{N}^{+}}=0$, and the claim holds trivially. Hence consider the case for $\psi \neq 0$, i.e., $\langle\psi\rangle>0$. Using Lemma 4.3, let $\hat{\varphi}_{N}$ be the minimizer on the left-hand side of (4.7), and let $\varphi_{N}=\hat{\varphi}_{N}+\frac{1}{4 \pi}\left\langle\psi-\hat{\varphi}_{N}\right\rangle$. Then $\left\langle\varphi_{N}\right\rangle=\langle\psi\rangle>0$, and
$\left\|\psi-\varphi_{N}\right\|_{L^{\infty}} \leq\left\|\psi-\hat{\varphi}_{N}\right\|_{L^{\infty}}+\frac{1}{4 \pi}\langle | \psi-\hat{\varphi}_{N}| \rangle \leq 2\left\|\psi-\hat{\varphi}_{N}\right\|_{L^{\infty}} \leq 2 A_{2}(q) N^{-q}\|\psi\|_{C^{q}}$.
We now modify $\varphi_{N}$ to generate a non-negative polynomial that still approximates $\psi$ well. Let $\bar{c}_{N}=-\min \left\{\min _{\Omega \in \mathbb{S}^{2}} \varphi_{N}(\Omega), 0\right\} \geq 0$. Then by definition, $\varphi_{N}+\bar{c}_{N}$ is non-negative, and $\left\langle\varphi_{N}+\bar{c}_{N}\right\rangle$ is positive. Hence the function

$$
\begin{equation*}
\varphi_{N}^{+}:=\frac{\left\langle\varphi_{N}\right\rangle}{\left\langle\varphi_{N}+\bar{c}_{N}\right\rangle}\left(\varphi_{N}+\bar{c}_{N}\right)=\frac{\langle\psi\rangle}{\left\langle\psi+\bar{c}_{N}\right\rangle}\left(\varphi_{N}+\bar{c}_{N}\right) \tag{4.11}
\end{equation*}
$$

is a well-defined, non-negative polynomial on $\mathbb{S}^{2}$, and $\left\langle\varphi_{N}^{+}\right\rangle=\left\langle\varphi_{N}\right\rangle=\langle\psi\rangle$. Moreover,

$$
\begin{equation*}
\left\|\varphi_{N}-\varphi_{N}^{+}\right\|_{L^{2}}=\frac{\left\|\left\langle\bar{c}_{N}\right\rangle \varphi_{N}-\langle\psi\rangle \bar{c}_{N}\right\|_{L^{2}}}{\left\langle\psi+\bar{c}_{N}\right\rangle}=\frac{4 \pi \bar{c}_{N} \sqrt{\left\langle\varphi_{N}^{2}\right\rangle-\frac{\langle\psi\rangle^{2}}{4 \pi}}}{\langle\psi\rangle+4 \pi \bar{c}_{N}} \leq 4 \pi \bar{c}_{N} \frac{\left\|\varphi_{N}\right\|_{L^{2}}}{\langle\psi\rangle} \tag{4.12}
\end{equation*}
$$

By Hölder's inequality, $\left\|\varphi_{N}\right\|_{L^{2}} \leq \sqrt{4 \pi}\left\|\varphi_{N}\right\|_{L^{\infty}}$. Using triangle inequality, (4.10), and the fact that $\hat{\varphi}_{N}$ is the minimizer, we have

$$
\begin{equation*}
\left\|\varphi_{N}\right\|_{L^{\infty}} \leq\|\psi\|_{L^{\infty}}+\left\|\psi-\varphi_{N}\right\|_{L^{\infty}} \leq\|\psi\|_{L^{\infty}}+2\left\|\psi-\hat{\varphi}_{N}\right\|_{L^{\infty}} \leq 3\|\psi\|_{L^{\infty}} \tag{4.13}
\end{equation*}
$$

Applying Hölder's inequality and substituting the bound for $\left\|\varphi_{N}\right\|_{L^{\infty}}$ in (4.13) into (4.12) yield

$$
\begin{equation*}
\left\|\varphi_{N}-\varphi_{N}^{+}\right\|_{L^{2}} \leq\left(24 \pi^{3 / 2} \frac{\|\psi\|_{L^{\infty}}}{\|\psi\|_{L^{1}}}\right) \bar{c}_{N} \leq 24 \pi^{3 / 2} M \bar{c}_{N} \tag{4.14}
\end{equation*}
$$

where the second inequality comes from the assumption that $\psi \in \mathcal{D}_{M}$. This bound will be used below in (4.18).

By construction, the vector of expansion coefficients for $\varphi_{N}^{+}$is a feasible point of (3.2). Because the corresponding vector of expansion coefficients for $\mathcal{E}_{\mathrm{FP}_{N}^{+}}$solves (3.2), we have

$$
\begin{equation*}
\left\|\mathcal{E}_{\mathrm{FP}_{N}}-\mathcal{E}_{\mathrm{FP}_{N}^{+}}\right\|_{L^{2}} \leq\left\|\mathcal{E}_{\mathrm{FP}_{N}}-\varphi_{N}^{+}\right\|_{L^{2}} . \tag{4.15}
\end{equation*}
$$

Hence,

$$
\begin{align*}
\left\|\psi-\mathcal{E}_{\mathrm{FP}_{N}^{+}}\right\|_{L^{2}} & \leq\left\|\psi-\mathcal{E}_{\mathrm{FP}_{N}}\right\|_{L^{2}}+\left\|\mathcal{E}_{\mathrm{FP}_{N}}-\mathcal{E}_{\mathrm{FP}_{N}^{+}}\right\|_{L^{2}} \\
& \leq\left\|\psi-\mathcal{E}_{\mathrm{FP}_{N}}\right\|_{L^{2}}+\left\|\mathcal{E}_{\mathrm{FP}_{N}}-\varphi_{N}^{+}\right\|_{L^{2}}  \tag{4.16}\\
& \leq\left\|\psi-\mathcal{E}_{\mathrm{FP}_{N}}\right\|_{L^{2}}+\left\|\mathcal{E}_{\mathrm{FP}_{N}}-\psi\right\|_{L^{2}}+\left\|\psi-\varphi_{N}^{+}\right\|_{L^{2}} \\
& \leq 2\left\|\psi-\mathcal{E}_{\mathrm{FP}_{N}}\right\|_{L^{2}}+\left\|\psi-\varphi_{N}^{+}\right\|_{L^{2}}
\end{align*}
$$

We bound each of these terms separately. Lemma 4.2 and the fact that $\|\psi\|_{H^{q}} \leq$ $A_{3}\|\psi\|_{C^{q}}$ for some constant $A_{3}$, gives a bound on the first term:

$$
\begin{equation*}
\left\|\psi-\mathcal{E}_{\mathrm{FP}_{N}}\right\|_{L^{2}} \leq A_{1}(q) N^{-s}\|\psi\|_{H^{q}} \leq A_{1}(q) A_{3} N^{-s}\|\psi\|_{C^{q}} . \tag{4.17}
\end{equation*}
$$

For the second term, we apply the triangle inequality, Hölder's inequality, and (4.14). This gives

$$
\begin{equation*}
\left\|\psi-\varphi_{N}^{+}\right\|_{L^{2}} \leq\left\|\psi-\varphi_{N}\right\|_{L^{2}}+\left\|\varphi_{N}-\varphi_{N}^{+}\right\|_{L^{2}} \leq \sqrt{4 \pi}\left\|\psi-\varphi_{N}\right\|_{L^{\infty}}+\left(24 \pi^{3 / 2} M\right) \bar{c}_{N} . \tag{4.18}
\end{equation*}
$$

Since $\psi \geq 0, \bar{c}_{N} \leq\left\|\psi-\varphi_{N}\right\|_{L^{\infty}}$. We substitute this bound into (4.18), combine terms in $\left\|\psi-\varphi_{N}\right\|_{L^{\infty}}$, and apply the bound in (4.10). This gives

$$
\begin{equation*}
\left\|\psi-\varphi_{N}^{+}\right\|_{L^{2}} \leq\left(\sqrt{4 \pi}+24 \pi^{3 / 2} M\right)\left\|\psi-\varphi_{N}\right\|_{L^{\infty}} \leq A_{4}(q, M) N^{-q}\|\psi\|_{C^{q}} \tag{4.19}
\end{equation*}
$$

where $A_{4}(q, M)=2 A_{2}(q)\left(\sqrt{4 \pi}+24 \pi^{3 / 2} M\right)$. Finally, by substituting the bounds in (4.17) and (4.19) into (4.16), the claim (4.5) is proved, with $A(q, M)=2 A_{1}(q) A_{3}+$ $A_{4}(q, M) \quad \square$

For comparison, the next theorem provides error estimates for the uniform damping $\left(\mathrm{UD}_{N}\right)$ approximation.

Theorem 4.4. For $M>0$, let $\mathcal{D}_{M}=\left\{g \in L^{2}(\mathcal{S}):\|g\|_{L^{2}(\mathcal{S})} \leq M\|g\|_{L^{1}(\mathcal{S})}\right\}$. Then, given a non-negative $\psi \in H^{q}(\mathcal{S}) \cap \mathcal{D}_{M}, q \geq 0, \epsilon>0$, there exists a constant $B(q, M, \epsilon)$ such that,

$$
\begin{equation*}
\left\|\psi-\mathcal{E}_{U D_{N}}\left[\mathbf{u}^{N}\right]\right\|_{L^{2}(\mathcal{S})} \leq B(q, M, \epsilon) N^{-(s-a-\epsilon)}\|\psi\|_{H^{q}(\mathcal{S})}, \quad \forall N \in \mathbb{N}, \tag{4.20}
\end{equation*}
$$

where $\mathbf{u}^{N} \in \mathbb{R}^{n}$ consists of the moments of $\psi$ up to order $N$, and $s=\min \{q, p\}$, with $p$ the order of filter $F$ in (2.10). The constant a depends on $\mathcal{S}$ : when $\mathcal{S}=[-1,1]$, $a=3 / 4$; when $\mathcal{S}=\mathbb{S}^{2}, a=1$.

The following lemma is used in the proof of Theorem 4.4.
Lemma 4.5. For every $q \geq 0$ and $\delta>0$, there exist constants $B_{1}(q, \delta)$ and $B_{2}(q, \delta)$ such that, for all $\psi \in H^{q}([-1,1])$ and $N \in \mathbb{N}$,
$\left\|\psi-\mathcal{E}_{F P_{N}}\left[\mathbf{u}^{N}\right]\right\|_{L^{\infty}([-1,1])} \leq\left\|\psi-\mathcal{E}_{F P_{N}}\left[\mathbf{u}^{N}\right]\right\|_{H^{\frac{1}{2}+\delta}([-1,1])} \leq B_{1}(q, \delta) N^{-\left(s-\frac{3}{4}-\frac{3 \delta}{2}\right)}\|\psi\|_{H^{q}([-1,1])}$,
and for all $\psi \in H^{q}\left(\mathbb{S}^{2}\right)$ and $N \in \mathbb{N}$,

$$
\begin{equation*}
\left\|\psi-\mathcal{E}_{F P_{N}}\left[\mathbf{u}^{N}\right]\right\|_{L^{\infty}\left(\mathbb{S}^{2}\right)} \leq\left\|\psi-\mathcal{E}_{F P_{N}}\left[\mathbf{u}^{N}\right]\right\|_{H^{1+\delta}\left(\mathbb{S}^{2}\right)} \leq B_{2}(q, \delta) N^{-(s-1-\delta)}\|\psi\|_{H^{q}\left(\mathbb{S}^{2}\right)}, \tag{4.22}
\end{equation*}
$$

where $\mathbf{u}^{N} \in \mathbb{R}^{n}$ consists of the moments of $\psi$ up to order $N$, and $s=\min \{q, p\}$, with $p$ the filter order in (2.10).

The first inequalities in (4.21) and (4.22) are Sobolev embedding theorems that can be found in [38] and [19], respectively. The second inequalities can be found in [6, Theorem 2.2] and [21, Theorem 8.2], respectively.

Proof of Theorem 4.4. For convenience, we denote $\mathcal{E}_{\mathrm{FP}_{N}}\left[\mathbf{u}^{N}\right]$ and $\mathcal{E}_{\mathrm{UD}_{N}}\left[\mathbf{u}^{N}\right]$ as $\mathcal{E}_{\mathrm{FP}_{N}}$ and $\mathcal{E}_{\mathrm{UD}_{N}}$, respectively. By the triangle inequality,

$$
\begin{equation*}
\left\|\psi-\mathcal{E}_{\mathrm{UD}_{N}}\right\|_{L^{2}(\mathcal{S})} \leq\left\|\psi-\mathcal{E}_{\mathrm{FP}_{N}}\right\|_{L^{2}(\mathcal{S})}+\left\|\mathcal{E}_{\mathrm{FP}_{N}}-\mathcal{E}_{\mathrm{UD}_{N}}\right\|_{L^{2}(\mathcal{S})} . \tag{4.23}
\end{equation*}
$$

The bound for the first term in (4.23) is given by (4.6) in Lemma 4.2. For the second term, we use the definition of $\mathcal{E}_{\mathrm{UD}_{N}}$ in (2.16) to compute (recalling that $m_{0}$ and $c_{N}$
are constant over $\mathcal{S}$ )

$$
\begin{equation*}
\left\|\mathcal{E}_{\mathrm{FP}_{N}}-\mathcal{E}_{\mathrm{UD}_{N}}\right\|_{L^{2}(\mathcal{S})}=\frac{\left\|\left\langle m_{0} c_{N}\right\rangle \mathcal{E}_{\mathrm{FP}_{N}}-\left\langle m_{0} \psi\right\rangle c_{N}\right\|_{L^{2}(\mathcal{S})}}{\left\langle m_{0} \psi\right\rangle+\left\langle m_{0} c_{N}\right\rangle}=\frac{B_{3} c_{N} \sqrt{\left\langle\mathcal{E}_{\mathrm{FP}_{N}}^{2}\right\rangle-\frac{\langle\psi\rangle}{B_{3}}}}{\langle\psi\rangle+\left\langle c_{N}\right\rangle} \tag{4.24}
\end{equation*}
$$

where $B_{3}=\langle 1\rangle$. Because $\left\|\mathcal{E}_{\mathrm{FP}_{N}}\right\|_{L^{2}(\mathcal{S})} \leq\left\|\mathcal{E}_{\mathrm{P}_{N}}\right\|_{L^{2}(\mathcal{S})} \leq\|\psi\|_{L^{2}(\mathcal{S})}$ and $c_{N} \leq \| \psi-$ $\mathcal{E}_{\mathrm{FP}_{N}} \|_{L^{\infty}(\mathcal{S})}$, it follows from (4.24) and $\psi \in \mathcal{D}_{M}$ that
$\left\|\mathcal{E}_{\mathrm{FP}_{N}}-\mathcal{E}_{\mathrm{UD}_{N}}\right\|_{L^{2}(\mathcal{S})} \leq \frac{B_{3} c_{N}\left\|\mathcal{E}_{\mathrm{FP}_{N}}\right\|_{L^{2}(\mathcal{S})}}{\langle\psi\rangle+\left\langle c_{N}\right\rangle} \leq B_{3} \frac{\|\psi\|_{L^{2}(\mathcal{S})}}{\|\psi\|_{L^{1}(\mathcal{S})}} c_{N} \leq B_{3} M\left\|\psi-\mathcal{E}_{\mathrm{FP}_{N}}\right\|_{L^{\infty}(\mathcal{S})}$.
The bound for the second term in (4.23) is then obtained by applying either (4.21) or (4.22) in Lemma 4.5 on the right-hand side of (4.25). Finally, by bounding for both terms in (4.23), the claim (4.20) is proved, with

$$
B(q, M, \epsilon)= \begin{cases}A_{1}(q)+B_{1}(q, 2 \epsilon / 3) B_{3} M, & \text { when } \mathcal{S}=[-1,1]  \tag{4.26}\\ A_{1}(q)+B_{2}(q, \epsilon) B_{3} M, & \text { when } \mathcal{S}=\mathbb{S}^{2}\end{cases}
$$

chosen to be the constant.
REMARK 1. The error estimate in (4.20) appears to be sharp for both choices of $\mathcal{S}$. This is illustrated in Tables 4.1 and 4.2 with Sobolev target functions in the next subsection.

REMARK 2. The fact that $\psi$ may be zero on $\mathcal{S}$ is what limits the error estimates for both the $F P_{N}^{+}$approximation (Theorem 4.1) and the $U D_{N}$ approximation (Theorem 4.4). However, if $\psi$ is strictly positive and $\mathcal{E}_{F P_{N}}\left[\mathbf{u}^{N}\right]$ converges to $\psi$ uniformly, then one can prove that both $\mathcal{E}_{F P_{N}^{+}}$and $\mathcal{E}_{U D_{N}}$ recover the optimal rate for the $F P_{N}$ approximation. Indeed, uniform convergence to a strictly positive function implies that $\mathcal{E}_{F P_{N}}\left[\mathbf{u}^{N}\right]>0$ for all $N$ greater than some $\tilde{N}$. In this case, $\mathcal{E}_{F P_{N}^{+}}\left[\mathbf{u}^{N}\right]=\mathcal{E}_{U D_{N}}\left[\mathbf{u}^{N}\right]=\mathcal{E}_{F P_{N}}\left[\mathbf{u}^{N}\right]$.
4.2. Convergence Tests. In this subsection, we present numerical convergence results for the $\mathrm{FP}_{N}^{+}$and $\mathrm{UD}_{N}$ approximations. These results suggest that the stronger assumptions for the $\mathrm{FP}_{N}^{+}$approximation about the underlying function $\left(C^{q}\right.$ vs. $\left.H^{q}\right)$ in Theorem 4.1 may not be necessary. Meanwhile, the convergence rates for the $\mathrm{UD}_{N}$ approximation in Theorem 4.4 appear to be sharp.

We begin with one-dimensional tests for functions defined on $[-1,1]$. For an expansion of degree $N$, we use for $\mathcal{Q}$ (cf. (3.2)) a Gauss-Legendre quadrature rule with $N+1$ points, which has degree of precision $2 N+1$. The observed convergence rates of the $L^{2}$ approximation errors for several functions on $[-1,1]$, each with different regularity properties, are listed in Table 4.1. Corresponding results for the $\mathrm{P}_{N}$ and $\mathrm{FP}_{N}$ approximation are included for reference.

The target functions (except for the smooth function) are of the form

$$
\psi(\mu)= \begin{cases}(\mu-\hat{\mu})^{r}, & \mu \in[\hat{\mu}, 1]  \tag{4.27}\\ 0, & \mu \in[-1, \hat{\mu})\end{cases}
$$

where $r$ and $\hat{\mu}$ are regularity parameters. For $\hat{\mu} \in(-1,1)$, the function (4.27) belongs to $H^{q}([-1,1])$ for all $q<r+\frac{1}{2}$.

- Step function: $(r, \hat{\mu})=(0,0.75)$. This function is in $H^{q}([-1,1]), \forall q<0.5$. From Table 4.1, it can be seen that the $\mathrm{P}_{N}^{+}\left(\mathrm{FP}_{N}^{+}\right.$with no spectral filter) and $\mathrm{FP}_{N}^{+}$approximations converge roughly at the same rate as the $\mathrm{P}_{N}$ and $\mathrm{FP}_{N}$ approximation.

The $\mathrm{UD}_{N}$ approximations, on the other hand, have a slower convergence rate, which is consistent with result of Theorem 4.4. Note that $\hat{\mu}$ can be arbitrarily chosen from $(-1,1)$. However, for some choices of $\hat{\mu}$, the approximation errors may converge faster than the (worst case) error estimates given in Theorems 4.1 and 4.4.

- Singular function: $(r, \hat{\mu})=(-0.1,0.75)$. This function is an $L^{2}$ function with a singularity at $\mu=0.75$. For this function, the $\mathrm{UD}_{N}$ approximation does not converge, while the $\mathrm{FP}_{N}^{+}$approximation still converges roughly at the same rate as the $\mathrm{FP}_{N}$ approximation.
- Smooth function: $\psi(\mu)=\exp (5 \mu \sin (10 \mu))$. This function is in $C^{\infty}([-1,1])$. Here we observe, as is expected from Theorems 4.1 and 4.4, that the $\mathrm{FP}_{N}^{+}$and $\mathrm{UD}_{N}$ approximations to converge with the order of the spectral filter used to define them. If no filter is applied, both approximations converge spectrally.
- Sobolev function: $(r, \hat{\mu})=(0.5,0.975)$ and $(r, \hat{\mu})=(3,0.75)$. These functions belong to $H^{q}([-1,1])$ for all $q<1$ and for all $q<3.5$, respectively. For such functions, the $\mathrm{UD}_{N}$ approximations typically converge at slower rates than the $\mathrm{P}_{N}$ and $\mathrm{P}_{N}^{+}$approximations. In the first case, we select $\hat{\mu}=0.975$ in order to show that the estimate in Theorem 4.4 is most likely sharp. Indeed, as reported in Table 4.1, the convergence rate of the $\mathrm{UD}_{N}$ ansatz for this target function is around 0.25 , which matches the error estimate provided in Theorem 4.4. In the second case, $r=3$ is chosen to illustrate the effect of the spectral filters on the convergence rate. In the results shown in Table 4.1, we observe that a loss in order occurs for the $\mathrm{UD}_{N}$ approximation when $p>r+1 / 2$ - that is, when the order of the filter is greater than the regularity of $\psi$.

We next consider target functions $\Psi$ on $\mathbb{S}^{2}$ that are simple extensions of functions $\psi$ on $[-1,1]$ :

$$
\begin{equation*}
\Psi(\mu, \phi):=\psi(\mu), \quad \forall(\mu, \phi) \in[-1,1] \times[0,2 \pi] \tag{4.28}
\end{equation*}
$$

Due to behavior at the poles of $\mathbb{S}^{2}$, these extensions may not have the same regularity on $\mathbb{S}^{2}$ as the original function does on $[-1,1]$. However, because of the tensor product construction, we expect the same convergence rates. For approximations of degree $N$, we use for $\mathcal{Q}$ (cf. (3.2)) the product quadrature rule on $\mathbb{S}^{2}$ defined in Section 3.2.3, with degree of precision $2 N+1$. To ensure that our results do not depend on a special alignment of the quadrature with the coordinate axes, we rotate the points about the $x_{1}$ and $x_{2}$ axes by one and two radians, respectively.

The observed $L^{2}$ convergence rates for functions of the form (4.28) with $\psi$ defined as in (4.27) are also listed in Table 4.1. We observe that, for most cases, the rates for the extended functions with rotated quadrature are close to the rates for the corresponding functions on $[-1,1]$. Larger variations occur with the $\mathrm{UD}_{N}$ approximation, most noticeably for the singular function.

Finally, we consider general functions on $\mathbb{S}^{2}$. Convergence rates for these functions are presented in Table 4.2. In Table 4.2, the step function $\Psi$ on $\mathbb{S}^{2}$ is defined as

$$
\Psi(\mu, \phi)= \begin{cases}1, & \Omega_{1} \in[-0.2,0.4], \Omega_{2} \in[0.5,0.9]  \tag{4.29}\\ 0, & \text { otherwise }\end{cases}
$$

where $\Omega_{1}=\sqrt{1-\mu^{2}} \cos \phi$ and $\Omega_{2}=\sqrt{1-\mu^{2}} \sin \phi$. This function is in $H^{q}\left(\mathbb{S}^{2}\right)$ for all $q<0.5$. The location of the support for $\Psi$ can be arbitrarily chosen; some choices may lead to faster convergence rates. For this particular choice, we observe that the $\mathrm{UD}_{N}$ approximation does not converge (or does so very slowly), while the $\mathrm{FP}_{N}^{+}$ approximation converges with rate $\approx 0.5$, just as the $\mathrm{FP}_{N}$ approximation does.

| Filter Order | Approx. Type | Step$q<0.5$ |  | Singular$q<0.4$ |  | Smooth$q=\infty$ |  | Sobolev$q<1$ |  | Sobolev$q<3.5$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | [-1, 1] | $\mathbb{S}^{2}$ | [-1, 1] | $\mathbb{S}^{2}$ | [-1, 1] | $\mathbb{S}^{2}$ | [-1, 1] | $\mathbb{S}^{2}$ | [-1, 1] | $\mathbb{S}^{2}$ |
| No filter | $\mathrm{P}_{N}$ | 0.49 | 0.51 | 0.53 | 0.50 | $\infty$ | $\infty$ | 0.97 | 1.33 | 3.49 | 3.47 |
|  | $\mathrm{UD}_{N}$ | 0.08 | 0.06 | -0.04 | -0.22 | $\infty$ | $\infty$ | 0.21 | 0.06 | 3.09 | 2.92 |
|  | $\mathrm{P}_{N}^{+}$ | 0.51 | 0.51 | 0.51 | 0.49 | $\infty$ | $\infty$ | 1.02 | 1.15 | 3.52 | 3.49 |
| $p=2$ | $\mathrm{FP}_{N}$ | 0.49 | 0.51 | 0.52 | 0.50 | 1.99 | 1.95 | 0.97 | 1.32 | 1.99 | 1.96 |
|  | $\mathrm{UD}_{N}$ | 0.09 | 0.10 | -0.02 | -0.23 | 1.99 | 1.95 | 0.25 | 0.05 | 2.03 | 2.20 |
|  | $\mathrm{FP}_{N}^{+}$ | 0.51 | 0.51 | 0.51 | 0.49 | 1.99 | 1.95 | 1.02 | 1.15 | 1.99 | 1.96 |
| $p=4$ | $\mathrm{FP}_{N}$ | 0.49 | 0.50 | 0.52 | 0.49 | 3.98 | 3.90 | 0.97 | 1.27 | 3.47 | 3.43 |
|  | $\mathrm{UD}_{N}$ | 0.07 | 0.15 | -0.05 | -0.19 | 3.98 | 3.89 | 0.26 | 0.08 | 3.02 | 2.77 |
|  | $\mathrm{FP}_{N}^{+}$ | 0.51 | 0.51 | 0.51 | 0.48 | 3.98 | 3.90 | 1.01 | 1.15 | 3.53 | 3.61 |
| $p=6$ | $\mathrm{FP}_{N}$ | 0.49 | 0.47 | 0.44 | 0.40 | 5.96 | 5.84 | 0.98 | 1.07 | 3.47 | 3.41 |
|  | $\mathrm{UD}_{N}$ | 0.10 | 0.23 | 0.05 | 0.00 | 5.96 | 5.81 | 0.18 | 0.11 | 3.04 | 2.86 |
|  | $\mathrm{FP}_{N}^{+}$ | 0.49 | 0.47 | 0.45 | 0.41 | 5.96 | 5.81 | 0.97 | 1.05 | 3.42 | 3.39 |

Table 4.1: Convergence Rates - The observed $L^{2}$ convergence rates for the $\mathrm{P}_{N}, \mathrm{FP}_{N}, \mathrm{UD}_{N}$, and $\mathrm{FP}_{N}^{+}$approximations to target functions on $[-1,1]$ listed in Section 4.2 and and their extensions on $\mathbb{S}^{2}$ defined in (4.28). Note that the index $q$ express the regularity of the target functions on $[-1,1]$.

| Filter <br> Order | Approx. <br> Type | Step <br> $(4.29)$ | Sobolev <br> $(4.30)$ | Filter <br> Order | Approx. <br> Type | Step <br> $(4.29)$ | Sobolev <br> $(4.30)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{P}_{N}$ | 0.51 | 1.87 |  | $\mathrm{P}_{N}$ | 0.50 | 1.73 |
| No filter | $\mathrm{UD}_{N}$ | 0.02 | 1.07 | $p=4$ | $\mathrm{UD}_{N}$ | 0.07 | 1.10 |
|  | $\mathrm{P}_{N}^{+}$ | 0.52 | 1.81 |  | $\mathrm{P}_{N}^{+}$ | 0.52 | 1.71 |
|  | $\mathrm{P}_{N}$ | 0.50 | 1.83 |  | $\mathrm{P}_{N}$ | 0.45 | 1.37 |
| $p=2$ | $\mathrm{UD}_{N}$ | 0.04 | 1.18 | $p=6$ | $\mathrm{UD}_{N}$ | 0.07 | 1.14 |
|  | $\mathrm{P}_{N}^{+}$ | 0.52 | 1.78 |  | $\mathrm{P}_{N}^{+}$ | 0.46 | 1.36 |

Table 4.2: Convergence Rates - The observed $L^{2}$ convergence rates for the $\mathrm{P}_{N}, \mathrm{FP}_{N}, \mathrm{UD}_{N}$, and $\mathrm{FP}_{N}^{+}$approximations to functions defined in (4.29) and (4.30).

The next target function is a Sobolev function on $\mathbb{S}^{2}$, which is given by

$$
\begin{equation*}
\Psi(\mu, \phi)=\psi_{1}(\mu) \psi_{2}(\phi) \tag{4.30}
\end{equation*}
$$

where
$\psi_{1}(\mu)=\left\{\begin{array}{ll}0.25, & |\mu| \in[0,0.25) \\ 0.5-|\mu|, & |\mu| \in[0.25,0.5) \\ 0, & \text { otherwise }\end{array} \quad, \psi_{2}(\phi)=\left\{\begin{array}{ll}0.25 \pi, & |\phi| \in[0,0.25 \pi) \\ 0.5 \pi-|\phi|, & |\phi| \in[0.25 \pi, 0.5 \pi) \\ 0, & \text { otherwise }\end{array}\right.\right.$,
respectively. This function $\Psi$ is in $H^{q}\left(\mathbb{S}^{2}\right)$, for all $q<2$. The convergence rate of the $\mathrm{UD}_{N}$ approximation is near one, as predicted by the error estimate given in Theorem 4.4. Hence, (4.20) appears to be a sharp error estimate for the $\mathrm{UD}_{N}$ approximation. The $\mathrm{FP}_{N}^{+}$approximation still converges at roughly the same rate as the $\mathrm{FP}_{N}$ approximation.

REMARK 3. In all the convergence tests we performed, the $F P_{N}^{+}$approximation always converges at roughly the same rate as the $F P_{N}$ approximation, even if the continuity assumption in Theorem 4.1 is violated, i.e., the target function belongs to $H^{q}$, but not to $C^{q}$.
5. Numerical Results on Line Source Benchmark Problem. In this section, we present solutions of the line source problem using the $\mathrm{FP}_{N}^{+}$closure and
compare them to the results using $\mathrm{P}_{N}, \mathrm{FP}_{N}$, and $\mathrm{PP}_{N}$ closures (cf. Sections 2.2, 2.3, 2.4). Similar results for $\mathrm{P}_{N}, \mathrm{FP}_{N}$, and $\mathrm{PP}_{N}$ can be found in [4], [42] and [18], respectively. Results from the $\mathrm{UD}_{N}$ closure (cf. Section 2.5) are also included in the comparison.
5.1. The line source benchmark. The line source benchmark problem was first formulated in [16], along with an exact solution. Since then, it has been used to study the behavior of various angular approximations for linear kinetic equations [4, $23,34,42]$. It is a notoriously difficult problem that provides insight into the strengths and weaknesses of different approximations and how to pursue improvements.

The problem is as follows: An initial pulse of particles are distributed isotropically along an infinite line in space and move through an infinite material medium with constant scattering cross-section. If this line is aligned with the $x_{3}$-axis, then $f$ does not depend on $x_{3}$ and the transport equation (2.1) reduces to

$$
\begin{equation*}
\partial_{t} f+\xi \partial_{x_{1}} f+\eta \partial_{x_{2}} f=\frac{\sigma}{4 \pi}\langle f\rangle-\sigma f \tag{5.1}
\end{equation*}
$$

with initial condition $f^{\text {in }}(x, \Omega)=\frac{1}{4 \pi} \delta\left(x_{1}, x_{2}\right)$.
5.2. Numerical results. We simulate the line source problem with $\sigma=1.0$. A steep Gaussian distribution with variance $\varsigma^{2}=9 \times 10^{-4}$ is used to approximate the delta function initial condition, and a small positive floor is added:

$$
\begin{equation*}
f^{\text {in }}(x, \Omega) \approx \frac{1}{4 \pi}\left(\max \left(\frac{1}{2 \pi \varsigma^{2}} e^{\frac{-\left(x_{1}^{2}+x_{2}^{2}\right)}{2 \varsigma^{2}}}, f_{\text {floor }}\right)\right) . \tag{5.2}
\end{equation*}
$$

The floor is only needed for the $\mathrm{PP}_{N}$ closure, which requires a strictly positive distribution. For our calculations, we set $f_{\text {floor }}=10^{-4}$. We truncate the infinite spatial domain to a $[-1.5,1.5] \times[-1.5,1.5]$ square centered at the origin and impose artificial boundary condition equal to $f_{\text {floor }}$. The computation is run to a final time $t_{\text {final }}=1.0$.

The calculations are performed using a $200 \times 200$ mesh, hence each square spatial cell has side length $h=0.015$. The time step for the $\mathrm{P}_{N}$ and $\mathrm{FP}_{N}$ methods is $\Delta t=0.45 h ;$ for the $\mathrm{UD}_{N}, \mathrm{PP}_{N}$, and $\mathrm{FP}_{N}^{+}$methods is $\Delta t=0.225 h$ and a minmod-type slope limiter is used to enforce positivity in the kinetic scheme. See the supplementary materials for details. The more restrictive step is used to maintain positivity of the particle concentration for the $\mathrm{FP}_{N}^{+}, \mathrm{UD}_{N}$, and $\mathrm{PP}_{N}$ closures.

The optimization algorithm used to solve (3.5) is presented in the supplementary materials.

In Figures 5.1 and 5.2, we plot the particle concentration $\rho=\langle f\rangle$ for various methods with moments of order $N=11$ and quadrature precision of degree $N_{\mathcal{Q}}=$ $2 N+1=23$ (the minimum required precision) and $N_{\mathcal{Q}}=47$. We consider both product and Lebedev quadrature rules defined in Section 3.2.3. Figure 5.1 shows the heat maps over the entire two-dimensional domain and Figure 5.2 presents the onedimensional line-outs along the $x_{1}$-axis. For comparison, the exact transport solution is included in all the line-out figures.

We observe the following qualitative features from the numerical results:

- $\mathrm{P}_{N}$ (Figures 5.1(b), 5.2(b)) The $\mathrm{P}_{N}$ method clearly suffers from severe oscillations that lead to particle concentrations with large negative values. The $\mathrm{P}_{N}$ solution preserves the rotational invariance of the exact line source solution and the quadrature has minimal effect on the $\mathrm{P}_{N}$ solution, as long as it has degree of precision $2 N+1$.
- $\mathrm{FP}_{N}$ (Figures 5.1(c), 5.2(c)) The $\mathrm{FP}_{N}$ solution contains only mild oscillations. Like the $\mathrm{P}_{N}$ method, the $\mathrm{FP}_{N}$ method maintains rotational invariance in the solution. However, it still suffers from the loss of positivity in the particle concentration, as can be seen near the wave front. Like the $\mathrm{P}_{N}$ solution, the $\mathrm{FP}_{N}$ solution is unaffected by the degree of quadrature precision $N_{\mathcal{Q}}$, as long as $N_{\mathcal{Q}} \geq 2 N+1$.
- $\mathrm{PP}_{N}($ Figures $5.1(\mathrm{~d}), 5.1(\mathrm{~g}), 5.2(\mathrm{~d}), 5.2(\mathrm{~g}))$ Oscillations still occur in the $\mathrm{PP}_{N}$ solution. However, they are much weaker than those occurring in the $\mathrm{P}_{N}$ solution. Because the $\mathrm{PP}_{N}$ closure uses a positive ansatz, the $\mathrm{PP}_{N}$ solution maintains positivity in the particle concentration. However, because the ansatz is not polynomial, its moments cannot be evaluated exactly with a numerical quadrature rule. As a consequence, the $\mathrm{PP}_{N}$ solution loses rotational invariance and suffers from ray effects. Moreover, the accuracy of the $\mathrm{PP}_{N}$ solution is highly dependent on the quadrature precision.
- $\mathrm{UD}_{N}$ (Figures $\left.5.1(\mathrm{e}), 5.1(\mathrm{~h}), 5.2(\mathrm{e}), 5.2(\mathrm{~h})\right)$ The $\mathrm{UD}_{N}$ closure imposes strong damping which effectively removes all oscillations from the solution. The closure also maintains a positive particle concentration. However, the damping has a significant effect on accuracy; indeed, the $\mathrm{UD}_{N}$ solution completely misses the location of the wave front.
- $\mathrm{FP}_{N}^{+}($Figures $5.1(\mathrm{f}), 5.1(\mathrm{i}), 5.2(\mathrm{f}), 5.2(\mathrm{i}))$ As expected, the $\mathrm{FP}_{N}^{+}$solution preserves the positivity of the particle concentration. It contains only tiny oscillations that are barely visible in the figures, which indicates that the nonlinear filter (constrained optimization) in the $\mathrm{FP}_{N}^{+}$method not only maintains the positivity of the ansatz, but also slightly damps the oscillations. This damping does reduce the accuracy of the solution near the origin, when compared to the $\mathrm{FP}_{N}$ results. Like the $\mathrm{P}_{N}$ and $\mathrm{FP}_{N}$ solutions, the $\mathrm{FP}_{N}^{+}$solution is also rotationally invariant. The accuracy of the $\mathrm{FP}_{N}^{+}$solution is slightly improved by using quadrature with a higher degree of precision. However, the computational cost of solving problem (3.2) may become prohibitive. (See Table 5.1 in Section 5.3 below.)
Remark 4 (Lebedev Quadrature). The Lebedev quadrature [26] requires fewer quadrature points than the product quadrature (see Section 3.2.3) does to achieve the same degree of precision. For comparison, we test the $F P_{N}^{+}$closure with Lebedev quadrature rules that have degree of precision $N_{\mathcal{Q}}=23$ and $N_{\mathcal{Q}}=47$ on the line source problem, and the solutions are shown in Figures 5.1(j), 5.1(k), and 5.2(j), 5.2(k). With the Lebedev rule, the computation time is reduced by about $25 \%$, due to the fewer number of constraints in optimization problem, as shown in Table 5.1.

REMARK 5 (Location of "hard" problems). In the numerical tests, we observed that most of the computation time of the $F P_{N}^{+}$method is spent in solving the "hard" optimization problems that occur near the wave front, as seen in Figure 5.3 for quadrature precision $N_{\mathcal{Q}}=23$ and $N_{\mathcal{Q}}=47$.
5.3. Computational performance. In Table 5.1, we list the computation times for the line source calculations in Section 5.2. The $\mathrm{P}_{N}$ and $\mathrm{FP}_{N}$ methods are significantly faster because they (i) can take larger time steps, since positivity does not need to be enforced; (ii) have simpler flux evaluations; and (iii) most importantly, require no numerical optimization for their closure. The $\mathrm{UD}_{N}$ method has the least computation cost among all positive-preserving methods $\left(\mathrm{UD}_{N}, \mathrm{PP}_{N}, \mathrm{FP}_{N}^{+}\right)$, but still takes about twice the time of the $\mathrm{P}_{N}$ and $\mathrm{FP}_{N}$ methods. The $\mathrm{PP}_{N}$ method is by far the slowest. The computation time for the $\mathrm{FP}_{N}^{+}$method depends heavily on the type of optimization algorithm and the number of quadrature points. For $N_{\mathcal{Q}}=47$, constraint reduction (CR) reduces the computation time for the $\mathrm{FP}_{N}^{+}$method by about
a factor of two. For $N_{\mathcal{Q}}=23$, the benefit of CR is less significant ( $10 \sim 30 \%$ ), as the number of constraints in the optimization problem is lower. In addition, our extended version of Mehrotra's Predictor-Corrector (MPC) algorithm clearly outperforms the affine-scaling (AS) algorithm, with or without CR. The computation time using the Lebedev quadrature with degree of precision 23 and 47 is also reported in Table 5.1. As discussed in Remark 4, the Lebedev quadrature rule requires fewer points to reach the same degree of precision than the product quadrature, leading to lower computation time. Overall the best algorithm is MPC/CR with the Lebedev quadrature. With degree of precision $N_{\mathcal{Q}}=23$ (the minimum required), the computation time is about ten times that of the $\mathrm{UD}_{N}$ closure. In the next subsection, we compare efficiency of these methods, taking into account accuracy.

| Quadrature Type | Product | Product | Lebedev | Lebedev |
| :--- | ---: | ---: | ---: | ---: |
| Degree | $N_{\mathcal{Q}}=23$ | $N_{\mathcal{Q}}=47$ | $N_{\mathcal{Q}}=23$ | $N_{\mathcal{Q}}=47$ |
| \# of points | $\|\mathcal{Q}\|=144$ | $\|\mathcal{Q}\|=576$ | $\|\mathcal{Q}\|=105$ | $\|\mathcal{Q}\|=401$ |
| $\mathrm{P}_{11}$ | 270 | 286 | - | - |
| $\mathrm{FP}_{11}$ | 272 | 287 | - | - |
| $\mathrm{UD}_{11}$ | 448 | 1732 | - | - |
| $\mathrm{PP}_{11}$ | 13798 | 49574 | - | - |
| $\mathrm{FP}_{11}^{+}$(AS) | 7726 | 32941 | 6212 | 22092 |
| $\mathrm{FP}_{11}^{+}$(MPC) | 6600 | 27319 | 5192 | 16925 |
| $\mathrm{FP}_{11}^{+}$(AS/CR) | 5731 | 16277 | 4383 | 11537 |
| $\mathrm{FP}_{11}^{+}(\mathrm{MPC} / \mathrm{CR})$ | 5929 | 12925 | 4336 | 8877 |

Table 5.1: The computation times (sec) for the line source benchmark with various closures with $N=11$. The optimization problems in the $\mathrm{FP}_{N}^{+}$closure are solved by the algorithms described in the supplementary materials, including affine-scaling (AS), Mehrotra's predictor-corrector (MPC), and their constraint-reduced (CR) variants.
5.4. Efficiency. The ultimate goal in the development of the $\mathrm{FP}_{N}^{+}$closure is to generate an approximate solution of the transport equation that is accurate, preserves positivity of the particle concentration, and is efficient for challenging test problems when the underlying solution lacks high regularity. To this end, we compare the efficiency of the $\mathrm{FP}_{N}^{+}$and $\mathrm{UD}_{N}$ closures by examining the cost and accuracy of solving the line source benchmark for different values of the moment order $N$. To allow for larger values of $N$, we use a smoother initial condition (a Gaussian distribution, as in (5.2), with variance $\varsigma^{2}=10^{-2}$ ), reduce the spatial mesh from $200 \times 200$ cells to $100 \times 100$ cells, and use only quadrature rules with $N_{\mathcal{Q}}=2 N+1$ (the minimum required degree of precision). All other parameter values are identical to those listed in Section 5.2.

Figure 5.4 illustrates the efficiency comparison between the $\mathrm{UD}_{N}$ and $\mathrm{FP}_{N}^{+}$closures, the latter implemented with the MPC/CR optimization algorithm. The $\mathrm{FP}_{N}^{+}$ closure is tested on both the product and Lebedev quadrature. We plot the spatial errors

$$
\begin{equation*}
E_{\mathrm{FP}_{N}^{+}}:=\left\|\rho_{\text {exact }}-\rho_{\mathrm{FP}_{N}^{+}}\right\|_{L^{2}\left(\mathbb{R}^{2}\right)} \quad \text { and } \quad E_{\mathrm{UD}_{N}}:=\left\|\rho_{\text {exact }}-\rho_{\mathrm{UD}_{N}}\right\|_{L^{2}\left(\mathbb{R}^{2}\right)} \tag{5.3}
\end{equation*}
$$

versus the computation time. Here $\rho_{\text {exact }}, \rho_{\mathrm{FP}_{N}^{+}}$, and $\rho_{\mathrm{UD}_{N}}$ are the particle concentration at $t_{\text {final }}$ of the exact, $\mathrm{FP}_{N}^{+}$, and $\mathrm{UD}_{N}$ solutions, respectively. Each data point in Figure 5.4 represents a solution of the moment equations and is marked with a number that corresponds to the value of $N$. The data shows that, except for very
low orders, the $\mathrm{FP}_{N}^{+}$solutions are two to ten times faster than the $\mathrm{UD}_{N}$ solutions to reach the same accuracy.
5.5. Space-Time Convergence. In this subsection, we compute space-time convergence rates of the second-order kinetic scheme used in the solution of (2.4) (see [2] and the supplementary materials for details) when using the $\mathrm{UD}_{N}$ and $\mathrm{FP}_{N}^{+}$ closures. Convergence rates when using the $\mathrm{FP}_{N}$ closure are also included for reference. In the numerical tests reported in this section, the spectral filter is implemented in the filtered equation (2.12), and the $\mathrm{FP}_{N}, \mathrm{UD}_{N}$, and $\mathrm{FP}_{N}^{+}$closures are defined based on the moments $\mathbf{u}^{*}$ in (2.12). By doing so, we eliminate the influence of the spectral filter on the convergence properties of the numerical scheme (see [15]), so that the numerical results reflect only the effect of enforcing positivity in the $\mathrm{UD}_{N}$ and $\mathrm{FP}_{N}^{+}$ closures. ${ }^{10}$

As before, we truncate the spatial domain to a $[-1.5,1.5] \times[-1.5,1.5]$ square centered at the origin and impose artificial boundary condition equal to $\rho_{\text {floor }}=10^{-4}$. The computation is run to a final time $t_{\text {final }}=1.0$. The numerical scheme is tested with initial condition on the particle concentration

$$
\rho^{\text {in }}(x)= \begin{cases}\cos ^{5}\left(2 \sqrt{x_{1}^{2}+x_{2}^{2}}\right), & \text { if } 2 \sqrt{x_{1}^{2}+x_{2}^{2}} \leq \frac{\pi}{2}  \tag{5.4}\\ \rho_{\text {floor }}, & \text { otherwise }\end{cases}
$$

For $N>0$, all moments are initially set to zero. All parameter values we used were identical to those listed in Section 5.2, except that the moment order $N$ is chosen to be 5 and 7 , instead of 11 .

Since an analytic solution is not available in our problem, we define the space-time error $E_{h}^{p}$ by

$$
\begin{equation*}
E_{h}^{p}:=\left\|\mathbf{u}_{h}-\mathbf{u}_{h / 2}\right\|_{L^{p}\left(\mathbb{R}^{2}, L^{2}\left(\mathbb{R}^{n}\right)\right)} \tag{5.5}
\end{equation*}
$$

where $\mathbf{u}_{h}(x) \in \mathbb{R}^{n}$ is the computed solution to the moment equation with the finite volume scheme at $t_{\text {final }}=1, h$ denotes the side length of the square spatial cells, and the norm is defined as $\|\mathbf{v}\|_{L^{p}\left(\mathbb{R}^{2}, L^{2}\left(\mathbb{R}^{n}\right)\right)}:=\left(\int_{\mathbb{R}^{2}}\|\mathbf{v}(x)\|_{2}^{p} d x\right)^{1 / p}$ for $p<\infty$, and $\|\mathbf{v}\|_{L^{\infty}\left(\mathbb{R}^{2}, L^{2}\left(\mathbb{R}^{n}\right)\right)}:=\max _{x \in \mathbb{R}^{2}}\|\mathbf{v}(x)\|_{2}$ for $p=\infty$.

Table 5.2 reports the space-time errors and observed convergence rates for $\mathrm{FP}_{N}$, $\mathrm{UD}_{N}$, and $\mathrm{FP}_{N}^{+}$closures with $p=1$ and $p=\infty$ for moment order $N=5$ and $N=7$. The observed convergence rate $\nu$ is computed by

$$
\begin{equation*}
\nu:=\log \left(\frac{E_{h_{i}}^{p}}{E_{h_{i+1}}^{p}}\right) \log \left(\frac{h_{i}}{h_{i+1}}\right)^{-1}, \quad i=1, \ldots, 4, \tag{5.6}
\end{equation*}
$$

where $h_{i}$ is the side length of spatial cells defined by the square meshes listed in the first column of Table 5.2. ${ }^{11}$ The results in Table 5.2 indicate that the expected rate $\nu \approx 2$ is achieved by the $\mathrm{FP}_{N}$ and $\mathrm{FP}_{N}^{+}$closures ${ }^{12}$, while the $\mathrm{UD}_{N}$ closure causes a serious degradation in the convergence order.

[^6]|  | $\mathrm{FP}_{5}$ |  | $\mathrm{UD}_{5}$ |  | $\mathrm{FP}_{5}^{+}$ |  | $\mathrm{FP}_{7}$ |  | $\mathrm{UD}_{7}$ |  | $\mathrm{FP}_{7}^{+}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| mesh | $E_{h}^{1}$ | $\nu$ | $E_{h}^{1}$ | $\nu$ | $E_{h}^{1}$ | $\nu$ | $E_{h}^{1}$ | $\nu$ | $E_{h}^{1}$ | $\nu$ | $E_{h}^{1}$ | $\nu$ |
| $20^{2}$ | $4.9 \mathrm{e}-3$ | - | $1.5 \mathrm{e}-2$ | - | 5.7e-3 | - | 5.8e-3 | - | $1.4 \mathrm{e}-2$ | - | $6.2 \mathrm{e}-3$ | - |
| $40^{2}$ | $1.48 \mathrm{e}-3$ | 1.7 | $1.4 \mathrm{e}-3$ | 3.4 | 1.3e-3 | 2.1 | $1.8 \mathrm{e}-3$ | 1.7 | $1.7 \mathrm{e}-3$ | 3.0 | $1.6 \mathrm{e}-3$ | 2.0 |
| $80^{2}$ | $3.7 \mathrm{e}-4$ | 2.0 | $6.9 \mathrm{e}-4$ | 1.1 | 3.6e-4 | 1.9 | $4.4 \mathrm{e}-4$ | 2.0 | 7.7e-4 | 1.2 | $4.3 \mathrm{e}-4$ | 1.9 |
| $160^{2}$ | $8.9 \mathrm{e}-5$ | 2.0 | $1.3 \mathrm{e}-3$ | -0.9 | $8.7 \mathrm{e}-5$ | 2.1 | $1.1 \mathrm{e}-4$ | 2.0 | $8.6 \mathrm{e}-4$ | -0.2 | $1.0 \mathrm{e}-4$ | 2.1 |
| $320^{2}$ | $2.2 \mathrm{e}-5$ | 2.0 | $2.6 \mathrm{e}-3$ | -1.0 | $2.2 \mathrm{e}-5$ | 2.0 | - | - | - | - | - | - |
|  | $E_{h}^{\infty}$ | $\nu$ | $E_{h}^{\infty}$ | $\nu$ | $E_{h}^{\infty}$ | $\nu$ | $E_{h}^{\infty}$ | $\nu$ | $E_{h}^{\infty}$ | $\nu$ | $E_{h}^{\infty}$ | $\nu$ |
| $20^{2}$ | $1.1 \mathrm{e}-2$ | - | $4.7 \mathrm{e}-2$ | - | $1.7 \mathrm{e}-2$ | - | $1.2 \mathrm{e}-2$ | - | $4.4 \mathrm{e}-2$ | - | 1.6e-2 | - |
| $40^{2}$ | $4.0 \mathrm{e}-3$ | 1.5 | $6.0 \mathrm{e}-3$ | 3.0 | 5.0e-3 | 1.8 | $4.3 \mathrm{e}-3$ | 1.5 | $7.2 \mathrm{e}-3$ | 2.6 | $5.1 \mathrm{e}-3$ | 1.7 |
| $80^{2}$ | $1.0 \mathrm{e}-3$ | 1.9 | $7.2 \mathrm{e}-3$ | -0.3 | $1.2 \mathrm{e}-3$ | 2.0 | 1.1e-3 | 1.9 | 9.0e-3 | -0.3 | 1.1e-3 | 2.2 |
| $160^{2}$ | $2.5 \mathrm{e}-4$ | 2.0 | $2.3 \mathrm{e}-2$ | -1.7 | $2.7 \mathrm{e}-4$ | 2.2 | $2.8 \mathrm{e}-4$ | 2.0 | $2.0 \mathrm{e}-2$ | -1.1 | $2.8 \mathrm{e}-4$ | 2.0 |
| $320^{2}$ | $6.2 \mathrm{e}-5$ | 2.0 | $3.9 \mathrm{e}-2$ | -0.8 | $8.0 \mathrm{e}-5$ | 1.8 | - | - | - | - | - | - |

Table 5.2: Convergence of space-time errors with $p=1$ and $p=\infty$ for $\mathrm{FP}_{N}, \mathrm{UD}_{N}$, and $\mathrm{FP}_{N}^{+}$ closures. The results for moment orders $N=5$ and $N=7$ are reported. The spatial mesh sizes are listed in the first column. In order to minimize the influence of the optimization tolerance in the $\mathrm{FP}_{N}^{+}$method, the tolerance $\varepsilon$ is set to $10^{-8}$.
6. Conclusion and Discussion. We have presented a new moment closure, the $\mathrm{FP}_{N}^{+}$closure, for generating approximate solutions of the transport equation. The new closure is based on the solution of an optimization problem that modifies the coefficients in the filtered spherical harmonic expansion by enforcing positivity on a properly chosen quadrature set.

We have proven that for target functions in the space $C^{q}$, where $q \geq 0$ is an integer, the $\mathrm{FP}_{N}^{+}$approximation converges in $L^{2}$ at the same rate as the $\mathrm{FP}_{N}$ approximation. However, the necessity of this assumption was not observed in the numerical results; indeed for several target functions in $H^{q} \backslash C^{q}$, we observe that the two approximations still converge at the same rate. For some special cases (not discussed in this paper), we are able to prove this fact. However, a general result is the subject of future work.

We have also investigated a simpler closure, which we refer to as the $\mathrm{UD}_{N}$ closure, that is based on a spatial limiter developed in [32] for finite volume schemes. For functions in $H^{q}$, we prove suboptimal convergence rates for the $\mathrm{UD}_{N}$ approximation. Based on numerical tests, we believe that these rates are sharp. For problems with less regularity, we expect that the additional accuracy of the $\mathrm{FP}_{N}^{+}$closure will outweigh the additional cost, when compared to the $\mathrm{UD}_{N}$ approach. Our simulation results support this conjecture in the case of the line source benchmark. They also show that the $\mathrm{UD}_{N}$ closure degrades the space-time convergence rate of the PDE solver for the moment equations. For the $\mathrm{FP}_{N}^{+}$closure, we observe minimal, if any, effect. For more regular problems, we expect the accuracy of the two closures to be comparable. In fact, we have observed this for other test problem results not reported here. For these problems, the $\mathrm{UD}_{N}$ closure may be more efficient, and a more careful comparison will be performed in later work.

The optimization problem which defines the $\mathrm{FP}_{N}^{+}$closure requires a numerical solution; there are a variety of algorithms to do this. Here we have focused on interiorpoint algorithms. Because the main cost (per iteration) of these algorithms is proportional to the number of constraints, it is important to choose a quadrature rule that uses a small number of quadrature points while still maintaining the necessary degree of precision. Of the four algorithms tested, the new Mehrotra's Predictor-Corrector
(MPC) algorithm with the constraint reduction (CR) technique is the most efficient for the line source benchmark.

This paper has focused on the properties of the $\mathrm{FP}_{N}^{+}$approximation and also the efficiency of the optimization algorithm for (3.2). Future work will focus on improving the efficiency of the PDE solver used to integrate the moment equations. The current solver was designed for a general positive ansatz and enforces positivity at the kinetic level - that is, at every point in the quadrature set $\mathcal{Q}$. (Again, refer to the supplementary materials for details.) However, the simple polynomial form of the $\mathrm{FP}_{N}^{+}$approximation opens the possibility for a cheaper solver that still preserve positivity of the particle concentration and is also accurate and stable when the crosssection $\sigma$ is very large, so that the particle transport becomes diffusive [25]. The current solver requires $\Delta t=\Delta x=O\left(\sigma^{-1}\right)$ for accuracy and stability. Furthermore, the final time of interest typically scales linearly with $\sigma$. See [2] and citations therein for more details.
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Fig. 5.1: Heat maps - the particle concentration $\rho=\langle f\rangle$ of the solutions to the line source benchmark for various methods.


Fig. 5.2: Line-outs (along the $x_{1}$-axis) - the particle concentration $\rho=\langle f\rangle$ of the solutions to the line source benchmark for various methods.


Fig. 5.3: The number of iterations needed to solve the optimization problem (3.5) for $\mathrm{FP}_{11}^{+}$at each cell on the $x_{1}$-axis of the space and each time step.


Fig. 5.4: Efficiency Comparison - Each data point on the figure represents a solution of the moment equations, and the $x$-axis and $y$-axis are respectively the computation time and spatial error for the solution. The integers inside each symbol are the moment orders $N$. The $\mathrm{FP}_{N}^{+}$closure is implemented with the MPC/CR optimization algorithm.
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[^1]:    ${ }^{1}$ In this paper, we use the term "concentration" when referring to the integral of the kinetic distribution with respect to angle. The concentration is a function of position and time only.
    ${ }^{2}$ For example, when solving radiative transfer equations coupled with a material equation, the negative radiative energy-density can cause a negative material temperature [35, 39].
    ${ }^{3}$ In this paper, the term "positive-preserving" refers to methods that maintain the non-negativity of particle concentration.

[^2]:    ${ }^{4}$ The unit speed assumption reduces the problem from six dimensions to five.

[^3]:    ${ }^{5}$ Spherical harmonics are eigenfunctions of general scattering operators. See, for example, [31, Section 1-4].
    ${ }^{6}$ In spherically symmetric geometries, the effective angular space also reduces to $[-1,1]$, (See, for example, details in [40, Chapter 5].)

[^4]:    ${ }^{7}$ The scalar $u_{0}$ is a positive constant multiple of the particle concentration.
    ${ }^{8}$ See the discussion on discrete and continuous embeddings in Section 2.3.

[^5]:    ${ }^{9}$ In this section, we use a superscript to emphasize the dependence of the moment vector on $N$.

[^6]:    ${ }^{10}$ We referred to this in Section 2.3 as the continuous embedding of the filter. With it, we expect (and observe) second-order space-time accuracy for the $\mathrm{FP}_{N}$ closure, whereas for the discrete embedding approach that applies the filter at each time step, we expect (and observe) only first-order accuracy in time.
    ${ }^{11}$ The time step $\Delta t$ is also refined in such a way that the ratio $\Delta t / h$ stays fixed.
    ${ }^{12}$ The only noticeable difference is the convergence rate for $E_{h}^{\infty}$ with $N=5$ on the $320^{2}$ mesh.

