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This report describes a measurement of the top quark mags é¢ollisions at a center of mass energy of 1.8
TeV. The data sample was collected with the CDF detector during the 1992-1995 collider run at the Fermilab
Tevatron, and corresponds to an integrated luminosity of 106.@andidatett_events in the “leptor-jets”
decay channel provide our most precise measurement of the top quark mass. For each event a top quark mass
is determined by using energy and momentum constraints on the productiont&ph’e and its subsequent
decay. A likelihood fit to the distribution of reconstructed masses in the data sample gives a top quark mass in
the leptontjets channel of 176:15.1(stah +5.3(sysh GeV/c?. Combining this result with measurements from
the “all-hadronic” and “dilepton” decay topologies yields a top quark mass of 1265 GeVt?.

DOI: 10.1103/PhysRevD.63.032003 PACS nuniger 14.65.Ha, 13.85.Ni, 13.85.Qk
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I. INTRODUCTION The decay modes of th&/ bosons into either lepton-
neutrino (v),(7v) or quark-antiquark ¢q’) final states

é?assify candidatét events into four main categories. All-
. k &idronic final states, which comprise approximately 44% of
at the Fermilab Tevatron with a center-of-mass energy of 1. . .
— tt decays, correspond to those events in which baéth

TeV and reconstructed through the decay motieW™b  hosons “decay hadronically. Leptefet events are those
+W b—1"vb+qq’b (and charge conjugate modde events in which only one of the twd/ bosons decays had-
Throughout this paper the symbblwill be used to denote (qpjcally while the other decays intor and form 30% oftt
either an electron or a muon .exclusively. We present resultgecays. Dilepton events are defined as those in whichthe
from two data samples with integrated luminosities of 19.7h0s0ns decay into eithew or v final states and occur only
pb™~ (run 1a) and 86.3 pb~ (run 1b) collected with the  apout 5% of the time. Lastly, there is an additional 21% of
Collider Detector at FermilabCDF) from September 1992  eyents for which the final state includes one or moilep-
to June 1993 and from February 1994 to July 1995, respegpns. Ther events are particularly difficult to identify be-
tively. . ~causer's decay into leptons or hadrons and are often indis-

The existence of the top quark was established by direginguishable from the other final states, thus contaminating

experimental observation at the Fermilab Tevatron by thqhe other sam o ; ;
. ples. Eath decay mode is characterized by a
CDF[1,2) and D@ Collaborationg3]. These analyses led to final state consisting of twb hadrons and either zero, two,

tt cross section and top quark mass measurements. Addiy four additional jets, depending on the decay mode of the
tional analyses showed that the kinematics of the observx-?}j/,s in the event. Additional jets beyond those from ffie
events were |nconS|ste_nt with pelng solely froLn backgroun ecay may also arise from initial and final state radiation of
sources and were consistent with standard midet]. With  the incoming and outgoing partons.

substantially larger data samples and improved understand- The direct experimental determination bf,,, through
ing of systematic uncertainties, more precise measurements .\ i< ofit pairs produced ipp collisions can be ob-

of the top quark masi$,6,7 andtt production cross section tained by comparing observed kinematic features of top
[8,9]in pp collisions were recently reported. The larger dataevents to those predicted for different top quark magsek
samples were used to perform detailed comparisons of kingyhijle any kinematic variable which exhibits sensitivity to
matic variables betweett candidate events and simulated the mass of the top quark may be used to meablg, the

standard modeit and background evenfd0,11. The data lowest statistical uncertainty is achieved by explicitly recon-
samples were also used in the identification and analysis daftructing the top quark mass from thé daughter decay

tt production into fully hadronic final stat¢$2,13 and final ~ Products. In this paper, we discuss the complete reconstruc-
states involving two Iepton$|_[14,1k'i or I 7 [20]. tion of top events in the leptenjets topology and report the
The top quark is defined as thg=+1/2 member of a measurement oM, obtained using the distribution of the

weak SU?2) isodoublet that also contains theguark. Inpp recon.structed _top quark masses from the d‘.”‘ta sample.
collisions, top quarks are expected to be produced primarily Th|_s paper IS structured as follows. S_e_ctlon Il presents a
o= . - description of the CDF detector, emphasizing the subsystems
in tt pairs via quark-antiquark annihilatiqgr=90%) or gluon

fusion (~10% dd th h the elect K int most important to this analysis. Section Il discusses the re-
tgsmtn (Mf. IO) ?nt ecay i rou?Wbe elec rg)wea I'(” Ierac'construction of jets and leptons in the CDF detector and
lon 1o a final state consisting of oson an quark. In - yafines the sample of events which are used in the measure-
the standard model, the branching fraction fer Wb is ex-

pected to be nearly 100%. The decay width is calculated tﬁr)nent of the top quark mass. Section IV describes the simu-
0. - . .
ations used and discusses the details of the background cal-
be 1.6-1.7 GeV for masses between 150 and 180 &eV/ 9

16l Th K . Hiciently | h culation. Section V describes the corrections which are
[16]. The top quark mass is sufficiently large that top- ghjieq to the raw calorimeter measurements. Section VI
flavored hadrons are not expected to fdrh].

h h . i presents the algorithm used to estimate the top quark mass
The mass of the top quarklo,, is an important param- o 4 event-by-event basis and describes the results of the
eter in calculations of electroweak processes since it is ap-, . ) . —

Igorithm when applied to simulated samples of bdtland

proximately 35 times larger than that of the next heaVlesgackground events. The description of the likelihood proce-

fermion. Like other fermion massel,,, is not predicted in . :
dure and the subsequent extractionMf,, are the subjects
the standard moddl18]. On the other hand, the standard . op .
18] of Secs. VII and VIII. Section IX describes the systematic

model relates the masses of the top quark whdoson to it iated with the t K
that of the Higgs boson, so that precise measurements of ghicertainties associated wi € top quark mass measure-
ment. Combining the measurements from the lepieits,

former imply bounds on the latter. With the assumption of’,. : .
the validity of the standard model, experimental studies Opllepton,_ and a”'h?‘drof"c analyses is the focus of Sec. X.
the electroweak interaction can alternatively be used to estl(_:onclusmns are given in Sec. XI.

mate the value oM,,,. For instance, a fit to CERN"e”
collider LEP (including LEP-I) data, leaving the top quark
mass and the Higgs boson mass as free parameters, yields an
inferred top quark mass of 16@36eV/c2 and a Higgs bo- The CDF detector is an azimuthally symmetric general
son mass of 6I)§§7GeV/c2 [19]. purpose detector. It consists of independent subsystems de-

This paper describes a measurement of the top quark ma
using events produced in proton-antiprotgmp) collisions

Il. THE CDF DETECTOR
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signed for distinct tasks. The three most relevant subsystengach cover the pseudorapidity regios}<0.6. In that region

to tt detection are the tracking chambers, the calorimetryCMU covers ~84% of the solid angle, CMP63%, and
and the muon chambers. In this section, we briefly describboth combined~53%. At larger pseudorapidities the CMX
these subsystems. The various subsystems are shown in thevides ~71% coverage of the solid angle for &6y
side view of one quadrant of the detector in Fig. 1. A more<1.

detailed description of each of these components can be The CDF calorimeters are segmented into projective tow-

found in Refs[1,21]. ers. The towers are further divided into compartments de-
signed to separately measure electromagnetic and hadronic
A. Detector subsystems energy. Three separate regions of calorimetry provide cover-

. . age iny from —4.2 to 4.2. All of the electromagnetic calo-
The tracking system consists of three subsystems that ffmeters use lead as the absorber, while the hadronic calo-

2':;{8;??55;'1” t?lel.(:tr-:—trsa(l)lt(:gglgr?l rcnhaa?nel Et'_cr:cf;e[lg'z]-rigeaom’rimeters use iron. In the central region, coverage is provided
Y ’ 9 X by electromagnetic and hadronic calorimeters, Cl28] and

wire drift chamber consisting of 84 concentric cylindrical . .
layers of sense wires. The CTC has a length of 3.2 m and aﬁHA'WHA [29], respectively. The CEM is composed of

outer radius of 1.32 m which results in full acceptance foralternating layers of lead and scintillator, whereas the CHA

charged particles in the regidm|<1 [23]. The momentum and WHA are composed of alternating layers of iron and
transverse to the beamliné{) is measured by the CTC scintillator. Coverage at larger pseudorapidities is provided
with a precision given bys(P;)/Pr=0.001P; (P; in by calorimeters PEM and PHA, and in the far forward re-

GeVic), when the track is constrained to go through thedions by the FEM and FHA. These calorimeters use gas
beam position determined for each run. propomonal Chambers, msteaq of scmullatprs, as thg active
Inside the CTC is a set of time projection chamb@RC) sampling medium. The calorlme_ters provide identification
[24], with tracking coverage in the regidm|<3.25. This of, and energy measuremen_t fqr jets, electrons, photons, un-
detector, referred to as the VTX, is used to measure the pd:ustered energy30], and missing transverse enerdgi-
sition of the pp interaction vertex along the-axis with a  [31]- The coverage in pseudo-rapidity and the energy resolu-
resolution of 1 mm. In events with more than one recon-tion for the calorimeters are given in Table I.
structed vertex, the primary vertex is taken to be the one with
the largest number of VTX hits on its associated tracks. Pri- B. Luminosity and triggers
mary collisions are spread with an approximately Gaussian The events used in this analysis are extracted from two
density along the-axis with o~30 cm. The primary vertex  data samples with integrated luminosities of 19.7 ptrun
is required to be within=60 cm ofz=0.0. The efficiency of 1) and 86.3 pb* (run 1b) collected during the period from
this requirement is evaluated using the same techniques d&gptember 1992 to June 1993, and from February 1994 to
scribed in Ref[25] and is estimated to be 95.6%. July 1995, respectively. Instantaneous luminosities varied
The innermost tracking system, the silicon vertex detechetween & 10% to 2x 10* cm~2sec * during the data tak-
tor, SVX, consists of four layers of single-sided silicon de'ing period, with averages that increased from3.3
tectors(the run Ia detector was replaced for rurbldue to  »7¢0cm 2sec? during run Ia to ~1x10%cm 2sec?
radiation damage{26], mounted inside two cylindrical bar- o ryn 1b. The corresponding average number of interac-
rels having a combined length of 51.0 cm. The four layersjons per crossing increased from 0.6 to 1.8. Since the mea-
are located at radii of approximately 3.0, 4.2, 6.8 and 7.9 cnyreq jet energies increase in the presence of additional in-

from the beamline. The axial strips of the three innermosteractions, the corrections to the jet energies differ between
layers have 6Qum pitch, and the outermost layer has 8  ,n 1a and run b (see Sec. VAL

pitch. The silicon detector measures hits in the transverse A mutilevel trigger is used to select events containing
plane with a precision of 12m and the impact parameter of
tracks relative to the primary vertex has a precision of (1

+40/P¢) um (P in GeV/c). Secondary verticegfrom : . )
weak decays, for examplare identified and reconstructed ergy () was added for run 4 [8]. For the highPy |ncl_u
by augmenting reconstructed CTC tracks with hits found in> e '.ep‘OT‘ sample_, only triggers _from the_ (_:entral region are
the SVX. The precision of the SVX enables efficient identi-used In this anaIyS|s_.The CEM trigger efficiency for fiducial
fication of secondary vertices from the decayshdfadrons ~ [32] electrons fromtt events withEy>20 GeV and| 7| <1
(c7~400xm). The momentum resolution of a track recon- IS €ssentially 100%. The muon trigger is measured to be
structed using both the SVX and CTC detectors is given by85.4% efficient for fiducial muons frortt events that have
5P+/P+=(0.00091)%+ (0.0066¥, whereP is in GeVic ~ Pr>20 GeVk.
and the second term is due to multiple scattering.

Muons are identified by the association of reconstructed . DATA SAMPLES
track segments in the proportional wire chambers of either of . . .
the three muon systems, the central muon systéMU) The data sample selection for this analysis is bas_ed on
[27], the central muon upgrad€MP), or the central muon Standard model decay of top quark pairs through the
extension(CMX), with charged particle tracks observed in —Ivgq bbX channel. The final state should therefore in-
the CTC. The CMU and CMP, separated by 0.6 m of steelclude a highkE; (P1) electron(muon), significant missing

3high-PT leptons[1,8]. To increase theét acceptance in the
muon channel, a trigger based on the missing transverse en-
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transverse energy and four jets. The momenta of these olbhat the energy of the shower divided by the momentum of
jects are measured from data recorded with each detecttine associated track is less than 1.5. Electron candidates are
subsystem, sometimes in combination. The four-momenta ddlso required to have a matching track in the VTX. Electrons
electrons are expressed in terms Bf (¢, 7,m) whereE;is  from photon conversions are removed using tracking infor-
the transverse energyE{=Esiné), ¢ is the azimuthal mation and by requiring the invariant mass of this track with
angle, 7 is the pseudorapidity anah is the mass. For muons any other CTC track to be greater than 0.5 G&l//The
and jetsP+ is used rather tha;. In all cases, the direction overall rejection efficiency is determined using a sample of
of these objects is measured with much greater precisiophotons selected using the central preradiator deté2tgr
than their energies. In this section, we first describe the iderand is found to be 91 4%. The overall lepton identification
tification and reconstruction of leptons and jets, and then wefficiency is measured using— ee events, and is found to
define the data samples. be 81+2%. The energy of higle; electrons is measured
using the calorimeter energy in the tower to which the CTC
track points plus the adjacent tow¢83]. High-E electrons

. T are measured with a resolution of E;)/Er=13.5%AE
We are most interested in identifying charged leptonsg 294 whereE; is in GeV.

which are produced from the decay ofVd boson. These

IepFondS are d;[‘:’tlngu'She?( frl())m thOS(T prOdU(}egn;_T) semilep- TABLE I. Coverage in pseudorapidity and energy resolution for
tonic decay ofb or ¢ quarks because eptqns r OSON " the various calorimeters. The symbel signifies that the constant
decay are not part of a jet and have typically much hlghe'ierm is added in quadrature with the sampliffigst) term. Energy

Pr. A sample of highPr leptons is used to select Ieptons esoiytions for the electromagnetic calorimeters are for incident
which are consistent with having come frahboson decay.  glectrons and photons. For the hadronic calorimeters, they are for

A sample of events which contain high- electrons are incident pionsE; should be expressed in GeV.
selected from the run 1 data sample by requiring the electron

A. High-P+ leptons

to haveE{>20GeVk and be in the central region of the Detector 7 range Energy resolution
detector {7|<1). Backgrounds from photon conversions

and charged hadrons are rejected by cutting on several vari- ©EM [7l<1.1 13.5%NEr©2%
ables. Here we describe those cuts which provide the largest PEM 1I<|n|<2.4 22%NE©2%
discrimination against background. A detailed discussion of ~FEM 2.2<|y|<4.2 26%\E7©2%
other selection criteria can be found in Rgf]. Electrons are CHA | 7]<0.9 50%/\E1®3%
required to have a CTC track pointing to the electron shower  WHA 0.7<|5|<1.3 75%/\E+® 4%
in the CEM. The energy in the hadronic calorimeter divided PHA 1.3<|n|<2.4 106%NEr®6%
by the energy detected in the electromagnetic calorimeter FHA 2.4<|n|<4.2 137%NE-®3%

(HAD-EM) is required to be less than 5%. We also require:
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The highP+ muon sample is selected by requiring that  The efficiency of the algorithm in tagging jets in tt

each event contain at least one muon candidate which hag s is determined usingHERWIG tt Monte Carlo simu-

P+>20 GeVk and is in the central region of the detectorI ; ; ERT ; ;
. . o ation along with a multiplicative correction which accounts
(J7|<1). Muon candidates are identified by a match be-, g P

tween a track segment in CMU, CMP, or CMX and the CTC.for diff_erences be_tween dat_a and t_he simulas]. The

The primary backgrounds are from secondary particles forrection factor IS det.err.n.med using a_lowr ellec'Fron

charged hadron showers which “punch through” the calo-Sample which has a significant-@0%) bb contribution.

rimeter and produce tracks in the muon chambers, and codhe sample is required to have an electron wih

mic rays. To reject the charged hadron background, thé>10 GeV thatis in a cone of radius 0.4 around the axis of a

muon is required to have an energy deposition in the caloSVX-taggable jet with uncorrectdey>15 GeV (e-jet). The

rimeters which is characteristic of a minimum ionizing par- events are also required to have at least one additional SVX-

ticle. Backgrounds from cosmic rays are rejected by requirtaggable jet that passes the saBg threshold @-jet). A

ing that the track extrapolates bak r — ¢) to within 3 mm  HERwIG Monte Carlo simulation of 2:2 hard parton scat-

of the beamline and that in titez plane it is within 5 cm(at  tering (process number 150@vents are generated to simu-

r=0) of the primary vertex. A number of other selection |ate the data sample, and events are processed with the same

requirements are made which are described in Réf.The  software and selection criteria as the data sample. The cor-

overall identification efficiency of 983% is measured us- rection factor is obtained by computing the data to Monte

ing a sample oZ— uu events. The momentum of highr  Carlo ratio of the fraction of the number of events in which

muons is measured by constraining the CTC track to th@oth thee-jet and ana-jet are SVX tagged to the number

average beam position. Its transverse momentum is meavhere just thea-jet is SVX tagged. The data are corrected for

sured with a resolution ofr(P1)/P+=0.11%P1, wherePr  cases where thajet contains heavy flavor, but tlegjet does

is in GeVlc. not (in the simulation, we require ab-jets to have heavy
From these highR?; lepton samples, we further select flavor). Both data and simulation are corrected for fake SVX

those events in which the high; lepton is isolated34] tags. The correction factor is found to be 1#2%.13, which

from jet activity. For the leptoftjets analysis, we require gives an efficiency for SVX tagging at least ohget in a

that there is only on&/—Iv candidate in the event. The {t (W4 =3-jets) event of 50.55.1%. The rate of fake

leptonl is referred to as the primary lepton in the event. SVX tags intt background events is typically less than 1%.
_ The soft lepton tagSLT) algorithm[1,37] searches for
B. Jet reconstruction additional leptons which are consistent with having come
Jets are constructed from calorimeter tower informationfrom a semileptonid®-hadron decay. The lepton is required
using a cone algorithm with cone radidR= \/W to haveP;>2 GeV/c and to be withilAR<0.4 of a jet with
=0.4. The jet transverse energy is defined as the sum of tH@w jetE;>8 GeV. The efficiency of the SLT selection cri-
energy deposited in calorimeter towers within the cone, multeria are well understood from studying data samples con-
tiplied by sing, where ¢ is the polar angle of the tainingJ/¢ decays and photon_conversions. The efficiency
Er-weighted centroid of the clustered towers. After correct-for tagging at least onk jet in att event is about 15%. The
ing for the various energy lossésee Sec. Y, jets which do  probability of obtaining a fake SLT tagdrom hadrons which
not contain heavy flavor, and have;>80GeV, have a “punch through” the calorimeters into the muon chambers,
transverse momentum resolution 8P+/Pt~12%. A dis- decay in flight of kaons or pions, or photon conversjoiss
cussion of the jet reconstruction algorithm can be found inextracted from the data and i1s3—4 % per event for back-

Refs.[35,52. ground events which pass the event selection criteria.

The SVX algorithm obtains both higher purity and higher
efficiency than the SLT algorithm. However, the SLT algo-

The identification of jets that arise fromquarks(b-quark  rithm is also employed for tagging jets because it uses
jets or simplyb jets) plays an important role in the analysis nearly uncorrelated information and adds to the acceptance.
described in this report. The identification relies on finding
evidence for aB-hadron decay, using two separate tagging
algorithms. C. Top quark mass candidate sample

The silicon vertex(SVX) tag algorithm[1,8] searches
within a jet for displaced vertices due Bshadron decays. It
is applied to jets that have ralé;>15 GeV and uses tracks
which are withinAR< 0.4 of the jet axis and have hits in the . ) .
silicon vertex detector. The algorithm allows for two passes.pmdu?t'c.)n bUt. rat_her from the pr_oductlon ofvé boson in
In the first pass, a secondary vertex is required to have Association \'Nl'th jets. The f'rac_tlon of these background
least three tracks witR;>0.5 GeVk, at least one of which €VENtS containing at least obget is of the order of 1%1],
hasP;>2.0 GeVk. In the second pass, tighter track quality While standard modeit decays are expected to always have
cuts are applied, and a secondary vertex is required to have @&to b jets. Data samples with larger fractions tdf events
least two tracks witlP+>1.0 GeVk, including at least one can therefore be formed by requiring evidencebdfadrons
with Pt>2.0 GeVkL. in one or more jets.

Identification of b-quark jets

Full reconstruction of candidateé events is possible if the
event has at least four jets andMacandidate decaying into

eitherev or wv. The majority of such events are not frdm
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To facilitate the measurement of the top quark mass, wergy contained in the four leadirige., four highesky) jets,
apply selection criteria which are expected to increase thelass Il events have a larger S/B than class |.

fraction oftt events in the sample. We refer to these events Previous measurements of the top quark mass at CDF

as the top quark mass candidate sample, and they satisfy thé€d a combined sample bitagged event$1,2] that con-
following cuts. tained events from both class | and class Il. Monte Carlo

) ) o simulations show that the statistical uncertainty on the mea-
(1) High-E; lepton trlgggr satisfied; The event should havegreq top quark mass is reduced by 10% by combining the
an electron(muon with E;>20 GeV (Pt>20 GeVk)  results of separate fits on three nonoverlapping subsamples
and|y|<1. of events. The first subsample consists of events that have
(2) Er, as calculated using the raw tower energies, isone and only one SVX tag. The second subsample consists
greater than 20 GeV. For events with a primary muonof events in which there are two SVX tags. The third one
this E1 includes a correction for the muon momentum. includes events that have one or two SLT tags, but no SVX
(3) The candidate primary electron or muon track must beags. Further Monte Carlo studies show that an additional 7%
isolated and of good qualitisee Sec. IllA. Only one  improvement is obtained by including the no tag events from
isolated lepton should be present. class Il. The 75 no tag events excluded from the top quark
(4) Candidate dileptont¢—|*71 vbbX) events, defined Mass candidate sample are expected to have a background
according to the selection criteria of RéL4], are re- fraction _of.93%. Inclu§|on of these events does not improve
jected. the statistical uncertainty on the top quark mass measure-

(5) Events withZ-boson candidates are removedZ&oson gﬁg\f\";—o summarize, the four mass subsampleq 39pas
candidate is defined by two oppositely charged, sam : .
flavor highP; leptons P+>20 GeVk) that have an in- SVX doubleEvents with two SVX tags,

variant mass between 75 and 105 GeA//Also, we re-
move the event if it includes a high; photon[38] and

the Il_y invariant mass falls in th& mass window.

SVX single Events with one and only one SVX tag.

SLT. Events with one or two SLT tags, but no SVX tags.
No tags =4 jets withE;>15GeV and 7| < 2.

The numbers of data events in each of these subsamples

(6) The primary vertex of the event must be within 60 cm of gre shown in Table II. In categorizing the events into the

z=0.0.

subsamples, tags are only counted if they are on one of the

(7) At least three jets witlEr>15GeV and 7|<2.0. four highestE+ jets. This choice is made because the four
(8) For events with exactly three jets satisfying criterion 7|eading jets are assumed to be the primary partons from the
above, we require at least one additional jet Wih  tt decay(see Sec. VIl Also shown in the table are the ex-

>8 GeV and|y|<2.4. pected S/B ratios, using the background estimates presented
(9) After the mass reconstruction is performed, events argn Sec. IV C 3. The measurement of the top quark mass in the

required to pass a goodness-of-fit cut<10.0, where |epton+jets channel is based on these four subsamples.

the variabley? is defined in Sec. VI.

o IV. SIMULATION AND BACKGROUND
A sample of 324 events pass criteria 1-7, and are the

same as those used in the CDF measurement dfﬁlpxeo-
duction cross sectiof8]. Criteria 1-9 are identical to those

This section describes the Monte Carlo methods used to
simulate the signal and background events, and the estima-
é'g)n of the background in the four mass subsamples. For this

used in all our previous measurements of the top quark ma .
[1,2]. After imposing criteria 1-8, our sample consists of purpose we use Monte Carlo programs 'Fhat_generate the sig-
! : al and background processes contributing to the data

163 events. The last requirement removes 12 events, frof . i :
which we obtain an inclusive sample of 19+ multijet sample, and a detector simulation which models the response

events. Thirty-four of the events have SVX or SLT taggedOf the detector to the final state particles. Unless otherwise
jets. As discussed below, the top quark mass candida qtgd, the Monte Carlo programs use the Martin-Roberts-
sample is estimated to consist of approximately 74% back: t'r“r.'g set DO (MRSDO{) [40] set of structure funct|on_s.

ground. Requiring the presence bitagged jets improves Detailed properties df-hadron decay, based on observations

- L : from the CLEO experimenf4l], are included in all the
::I(I)gsi(:erably the signal-to-background  ratiGee - Sec. Monte Carlo generators. The response of the detector to the

final state particles is parametrized using distributions ob-
served in data. See Sec. V for details on the calorimeter
simulation.
To describe the mass subsamples which are used in this
analysis, it is helpful to decompose the top quark mass can-
didate sample into two exclusive classes of events which are
expected to have different signal-to-background rat®/8).
Class | events have exactly three jets with>15 GeV and
| 71 <2 and one or more additional jets wily>8 GeV and  are provided by bothpyTHIA [43] (Version 5.7 and ISAJET
| 7|<2.4. Class Il events have four or more jets wiEy  [44] (Version 6.36. HERWIG is based on the leading order
>15GeV and| 5| <2. Because of the larger amount of en- QCD matrix elements for the hard process, followed by co-

Mass subsamples

A. Signal modeling

The simulation oftt events relies mainly on theErRwIG
[42] (Version 5.6 Monte Carlo program. Additional checks
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TABLE Il. Subsamples used in the leptofets mass analysis are computed as absolute predictions while others are given
and the expected signal to background ra8(B) for each. See Sec. as a fraction of the number of backgroudcandidates in

IV C 3 for background estimates for these subsamples. the data sample. The expectEI_dand background fractions
(which sum to unityin the top quark mass candidate sample

Data sample Number of events Expected S/B . . . N . '

are then estimated by using a maximum likelihood fit which
SVX double 5 24 compares the observed rates of events with SVX and SLT
SVX single 15 5.3 tags with predicted rates. The predicted rates, which use es-
SLT 14 0.8 timates of the tagging probabilities fat and background
No tags 42 0.4

events, depend on these fractions. Theraction is a free
parameter in the fit, and is allowed to vary to optimize the

. — agreement between the observed and predicted numbers of
herent parton shower evolution, cluster hadronization, and an

underlying event model based on dataTHiA is similar to  1299ed events. The fittert fraction in the top quark mass
HERWIG in that it is based on leading order QCD matrix c@ndidate sample is then combined with SVX and SLT tag-
elements; however, partons are fragmented using the Lunging probabilities to evaluate the expected and back-
string model.ISAJET is a parton shower Monte Carlo pro- ground contribution in each of the mass subsamples. The

gram based on the leading-order QCD matrix elements fogame principle has been used to measuré ttezoss section
the hard-scattering subprocess, incoherent gluon emissio[]singw+ =3 jets event$8,48).

and independent fragmentation of the outgoing partons. The tagging probabilities we use, and the contributions of
various background channels, are similar to those in Ref.
B. Background modeling [48], but are not identical because of differences in the event

The Monte Carlo program used to study the kinematics ofelections and the exact tagging rules. The event selections
the background isEcBos [45]. This is a parton-level pro- USed in this paper require a fourth jet and impog¢ aut on
gram based on tree-level matrix element calculationsor the kinematic mass fitdescribed in Sec. VI The tagging

+jets production. The simulated events producedibysos ~ 'Ule used here, requires that the SVX and SLT tags are
contain aW boson and up to four additional final state par- c0Unted only if they are on one of the four leading jets in the
tons. These partons are subsequently evolved and hadroniz8€nt: The resulting differences in tagging probabilities and
using a separate prograf@é] derived from the parton backgrounds are de;ermmed using HERWIG and VECBOS
shower model contained in th&rRwIG Monte Carlo genera- Monte Carlo simulations.
tor. The CDF simulation program is then used to simulate the
detector response and produce the final sample of back-
ground events for further analysis. The inputs into the calculation are the background pro-
The VECBOS events generated for this analysis use thecesses, their expected rates, and the corresponding SVX and
W-+3 parton matrix elements, with the required additionalSLT tagging probabilities. The rates and tagging probabili-
jet being produced during parton showering. Trescale of ~ ties are estimated for both the class | and class Il events of
the hardscatter is set to the square of the avePagl{ Pr)?)  the top quark mass candidate sample. Of the 151 events in
of the outgoing partons unless otherwise noted. the top quark mass candidate sample, 87 are in class | and 64
The vECBOS Monte Carlo generator has been shown toin class II.
reproduce distributions of a wide range of kinematic vari- The background processes are classified into two catego-
ables in a large sample ¥+ jets event$47] in this experi-  ries: contributions which are computed as an absolute num-
ment. In addition, distributions of kinematic variables haveber of events, and contributions which are calculated as a

been studied irtt-depleted andt-enriched subsamples of fraction of the number of background candidaté+ jets

W+ =3 jet events in this experimefit0]. The Monte Carlo  €vents Nw) in the data sample. In the latter case, the con-
simulations reproduce the distributions in both subsampleffibution includesZ+jets events that pass the leptoets
when we use the expected fractionsHeRWIG (for tt_) and selection criteria. The background processes considered are

VECBOS (for backgroundlevents. Further checks which dem- listed in Tables Ill and IV for the two classéthe processes

onstrate thavecBosis appropriate for background modeling g;iljhs)usr?énivfgr:tsbc}trh rﬁle}[?eiir;f reﬂ;ec:ed numberrs Ofl
are given in Sec. VIE. 9 Y e different processes are also

given in the tables.

For the first six processes we have absolute predictions.
For theW+ jets andZ+ jets processes we have predictions

In the measurement of the top quark mass, we constraifor each process relative to their sum. The last two columns
the fraction of background events in each of the mass sulin Tables Ill and IV give the SVX and SLT tagging prob-
samples to an expected value. The computation of the exabilities per event for each background process. The prob-
pected value for each mass subsample is achieved by firabilities in rows 1-13 are for cases where there is a real
computing the expected number of background events frordisplaced vertex or a real soft lepton. Each of the background
relevant background processes for both class | and class jprocesses can also contribute fake SVX and SLT tags
events(see Sec. IIICL Some of the background processes(mistags, and these probabilities are given in row 14. In

1. Inputs into the background calculation

C. Background estimation
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TABLE lll. Backgrounds which contribute to class | events in the top quark mass candidate sample.
Shown are the contributing processes, their estimated contribution, and the SVX and SLT tagging probabili-
ties per event for each process. Backgrounds whose absolute rate is caléaladibd of N, events are
given by 1-6. Backgrounds that are given as fractions of the numba¥ of- jets events in the data sample
are given by 7-13N}, is the total number ofNV/Z+jets background events in class I. All background

processes contribute to SVX and SLT mistags, with the probabilities listed in row 14. There are 87 events in

class I.
ltem Background Number of €svx €siT
no. process events (%) (%)
Absolute backgrounds
1 nonW/Z 5.7£0.8 4.3t2.2 2.5:1.8
2 Ww 0.7£0.1 5.8:1.7 1.3:0.7
3 wz 0.1x0.0 5.8:1.7 1.3:0.7
4 7 0.0£0.0 5.8:1.7 1.3:0.7
5 Z—TT 0.9£0.1 3.5:2.5 4.654.6
6 Single top quark 0#0.1 30.6:7.0 9.0:2.4
W/Z + jets backgrounds
7 Whbb (0.028+0.004)N}, 22.7+3.1 7.0:1.9
8 wce (0.056+0.013)N}, 5.7+1.0 5.5-1.2
9 We (0.053+0.016)\}, 3.7+0.5 6.3:1.8
10 Zbb (0.005= 0.002)\|{N 22.7+2.0 7.0:1.9
11 Zcc (0.005+0.002)N}, 5.7+1.0 5.5-1.2
12 Zc (0.001+0.001)NY, 3.7+0.5 6.3:1.8
13 W/Z+u,d,s 0.85\}, 0.0 0.0
Mistag probabilities
14 1-13 0.40.1 3.2:0.4

either case, the SVX and SLT tagging probabilities includeproximately twice as likely to pass our kinematic cuts as
the requirement that the tag is on one of the four leading jet§ypp, The corresponding ratio faZcc to WEc is approxi-

and take into account the? cut on the kinematic mass fit. mately 1, andZc/We is about 0.3. We assume that these
The expected backgrounds and tagging probabilities argqjings also hold in the higher jet multiplicity bins. The
calculated as follows. The ndW/Z background is calcu-

lated directly from the datf8]. The WW, WZ andZZ back- Zbb, Zcg, and_Zc baci<ground rates are thus obtained by
ground rates are evaluated by multiplying the acceptancescaling theWbb, Wcc and We rates by 2.6:0.5, 1.0
for these processes as determined from fieHiA Monte ~ +0.3, and 0.3 0.15, respectively. The overall W normal-
Carlo simulation by their production cross sectip#8]. The  ization is determined from the data sample, and is 0.092
Z— 771 background is estimated using tleTHIA Monte  *=0.020 for events in class | and 0.080.030 for events in
Carlo simulation. The normalization is obtained by scalingclass Il
the number of reconstructed— Il +=1-jet events in the The SVX and SLT tagging probabilities in lines 1-13 in
simulation to the number observed in the run 1 data sampleTables 1l and 1V give the probability per event, that one or
For single top quark production, we use tReTHIA and  more jets will be tagged due to the decay of a long-lived
HERWIG Monte Carlo programs to evaluate the acceptanceparticle(i.e., ab hadron, a hadron, or an). For backgrounds
for the W* —tb andW-gluon fusion processes, respectively. which are computed using Monte Carlo programs, the tag-
The production cross sections are normalized to the pubying probabilities are evaluated by simulation of the detec-
lished theoretical valuefS0]. tor's response to the final state particles of each of the back-
The expected fractions aVbb and Wcc events in the ground processes. For SVX tags, the probabilities are
data sample are evaluated using HERWIG and VECBOS  calculated using only jets which have an uncorreckd
Monte Carlo programs. For each jet multiplicity bin, the ex- > 15 Gev and 7|<2. For SLT tags the probabilities include
pected background is given by the product of the correspondy jets which have an uncorrectel;>8 GeV and |7|
ing background fraction, tagging probability and the number_ 5"y 1he tagging probabilities fak/+ u,d,s are set to zero

of W-candidate events. Th@Vc background is estimated jnce these events have a negligible contribution from long-
from HERWIG in an analogous way to what is done for the |;,oq particles.

Wbb and Wcc backgrounds. Th&bb, Zcc, andZc back- The SVX and SLT mistag probabilitigtine 14 in Tables

grounds are calculated using a combination HERWIG, ||l and IV) are estimated by applying “mistag-matrices” to
PYTHIA and VECBOS The simulations show that in both the the jets in each event of the top quark mass candidate

Z+1 jet andZ+2 jet multiplicity binsZbb events are ap- sample. The mistag matricgs] for SVX and SLT tags are
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TABLE IV. Backgrounds which contribute to class Il events in the top quark mass candidate sample.
Shown are the contributing processes, their estimated contribution, and the SVX and SLT tagging probabili-
ties per event for each process. Backgrounds whose absolute rate is caléaladibd of NJ, ; events are
given by 1-6. Backgrounds that are given as fractions of the numba¥ of- jets events in the data sample
are given by 7-13N\), is the total number of\/Z+jets background events in class Il. All background

processes contribute to SVX and SLT mistags, with the probabilities listed in row 14. There are 64 events in

class Il.
ltem Background Number of €svx €siT
no. process events (%) (%)
Absolute background calculations
1 nonW/Z 55+1.7 4.3t2.2 2.5:1.8
2 Ww 0.7x£0.2 5.8:1.7 1.3:0.7
3 wz 0.1+0.0 5.8:1.7 1.3:0.7
4 zZ 0.1+0.0 5.8:1.7 1.3:0.7
5 Z—71T 0.7£0.3 3.5:25 4.6:4.6
6 Single top quark 0:30.1 30.6:7.0 9.0:2.4
W/Z + jets backgrounds
7 Whbb (0.054+0.012)\}, 27.4£2.7 75-2.6
8 wce (0.087+0.025\N1}, 6.0+1.0 5.6+1.2
9 Wc (0.073+0.022)\}, 3.8£0.5 6.3-1.8
10 Zbb (0.003+0.003)\N1}, 27.4x2.7 7.5:2.6
11 Zcc (0.003+0.003)N}, 6.0+1.0 5.6:1.2
12 Zc (0.001+0.001)NY, 3.8£0.5 6.3:1.8
13 W/Z+u,d,s 0.78Ny, 0.0 0.0
Mistag probabilities
14 1-13 0.40.1 4.2+0.5

measured from inclusive jet data and describe the probabilitb_quark jetin att event are shown in Table V. Also shown
for a jet that does not contain heavy flavor to be tagged byyre the probabilities for tagging a jet which does not contain
the SVX and SLT algorithms, reSpeCtively. Monte Carlo hea\/y f|av0r(mistag$_ As before, the SVX and SLT tagg|ng
simulations show a lower mistag rate in background eventgrobabilities include the requirement that the tag is on one of
than intt events, with a ratio of 0.700.05 for both SVX the four leading jets and require th@ cut on the kinematic
and SLT tags. This ratio is included in the mistag probabili-mass fit.

ties shown in Tables IlI-V. The effect of using equal mistag

probabilities fortt and background has been investigated,
and the resulting background numbers change by a negli- _
gible amount. We first estimate the fractions of background aitd
Tagging probabilities fott events were determined using €vents in each of the two event classes defined in the preced-
the HERWIG Monte Carlo program. Additional checks of iNg section. For each event class, we compare the expected
these probabilities were provided by both thetHia and ~ rates of tags with the observed rates in each of four sub-
ISAJET simulations. The probabilities for tagging at least oneS@mples. The subsamples are events Wjtonly SVX tags,
(i) only SLT tags(iii) both SVX and SLT tags, angv) no
tags. The division into these subsamples was chosen to opti-
mize, according to Monte Carlo studies, the background
$raction estimate, and is not identical to the mass subsample
division. Note that for subsampl@i) the tags can be on the
same jet or on different jets.
The expected numbers of events in each of these sub-
samplegindexed byj) can be calculated as a function of the
numbers ott events ;) and nontop/N+ jets events in the

esvx(%) €sL7(%) event class, using an expression of the form
Class | Class Il Class | Class Il

2. tt and background fractions in each event class

TABLE V. SVX and SLT tagging probabilities ifit events for
class | and class Il events. Shown are the probabilities for taggin
one or more jets which contaib or ¢ quarks(real tag$ and the
probabilities for tagging one or more jets which do not contaor
¢ quarks(mistags.

Tagging probabilities pett event

Realtags 44845 49.9-50 14.9-15 14.8-15
_ - - o .
Mistags 0601 0701 4.8:05 6.4-0.7 N?Xp—anNtt—{—; cijngj+2 dibj X Ny. (4.)
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TABLE VI. Estimated composition of the top quark mass can-  TABLE VII. The number of observed and expected events in
didate sample for class | and class Il events using the backgrountthe four subsamples. The expectation values are based on the back-
likelihood fit described in the text. Shown are the expected contriground likelihood fit described in the text. The events are separated
butions fromtt events, absolute backgroun@s listed in lines 1-6 into class | and class Il events.
in Tables Il and I\Vj andW/Z+ jets events. The sum of each col-
umn is constrained to the number of observed events in the top Observed Expected
quark mass candidate sample.

Subsample Class| ClasslIl Class| Classll
Process Class | Class Il Only SVX tags 3 10 5.6 12.4
tt L85 28575 gntlz :I\_/; tagj SLTt 63 84 41'21 4580
Absolute backgrounds 7%90.9 7.4:1.8 © an ags ) )
WIZ+jets 67652 28,118 No tags 75 42 46.0 438
4 82 Total 87 64 87 64

Here the first term gives the expected contribution from
events, and the last two terms give the expected number
events from background processes. The indicaadi refer 64 class Il events The numberstofand background events
to the background processes 1-6 and 7—13, respectively, f{€ Summarized in Table V.

Tables Ill and IV. The parametex; is the (SVX or SLT) To check that the model we are using i_s reasonable, we
. . — . . . compare the expected numbers of events in each subsample
tagging probability fortt events in thgth subsample, while with the observed numbers. The comparison is presented in

ck and b' are the tagging probabilities, including those for raple VIl, and shows reasonable agreement between ex-
mlstags for background processesandi. The quant|t|es pected and observed numbers.

represented byd; are the coefficients oNy, and Ny, in
Tables Ill and IV. The parametdéu‘abs is the expected num-
ber of background events from tHeh process. Equation o
(4.1) applies separately to both class | and class Il events.  Having found the numbers dt and background events
The tagging probabilities in the expression above are defor the samples in class | and class I, we can go to the next
rived from the values in Tables IlI-V, apart from some cor-step, i.e., compute the expected numbers of top and back-
relation terms. Correlation terms between real and mistagrounds events in the mass subsamples. To arrive at esti-

probabiliti_es and betweep SvXand SLT tag probabilitie§ arq'natedtt_fractions in the mass Subsamp|eS, we need prob_
included in the calculations, but these terms are relativelypilities for two SVX tags in an event. We must also

small and their effect on the final result is negligible. combine thett fractions for class | and class Il events in

To determine the background attdcontributions to class  each tagged subsample. The untagged mass subsample only
| and class Il events, we constrain the total numbertaind ~ contains class Il events.
background eventS.e., summed over the subsamplées be For most of the background channels the probabilities for
equal to the observed number of events in each class. Thdawo real SVX tagdi.e., tags due td-hadron,c-hadron, orr
we have just one parameter for each class, the fractipn, decay$ are very small or zero. The non-negligible probabili-

event3. A given value off,; determines values df;; and double subsample do allow appropriately for real and fake
Ny, to be used in Eq4.1). A maximum likelihood method is  tags in all channels. The probabilities for events to enter into

used to determine a best estimatef gt The likelihood has ©ne of the four mass subsamples use the probabilities in
the form Tables lll, 1V, and VIII, and are computed as follows:

cfompnse 11585 of the 87 class | events and 28%; of the

3.tt and background events in theHjets mass subsamples

. P(SVX single = P(SVX)—P(SVX double, 4.3
L=]'i[ Fi(f, (4.2)
TABLE VIII. The probability per event to have two SVX-

. . tagged jets forW(Z)bH background processes and far events.
where theith event falls into subsampleand the expected Double SVX-tag probabilities for all other background processes

fraction of events in SUbsampjeS Fi(f_t?)'. . are negligible and are set to zero. The probabilities are evaluated for
The results of the maximum likelihood fit aré;  ¢jass | and class Il events.

=0. 13+°°gstab+0 Olsysy for class I, and fq
—O.45ﬁ _ 2(sta‘bﬂ:o.oasysl) for class Il. The statistical un- Double SVX tag probability per everi¥o)
certainties correspond to changes i lflom the maxima by

0.5 units. The systematic uncertainties result from adding in__""°®SS Class | Class II
quadrature the many contributions due to changing all the w(z)bb 1.9+05 3.7-1.0
relevant input rates and probabilities one at a time by their ;- 12.0-2.4 16.4-3.2

stated uncertainties. Thedg values imply thattt events
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TABLE IX. The number of observed eventd,,s, in the mass 5 0 T
subsamples, the total expected number of events, and the expected 4.5 9t (b)
number oftt events. Events in class | with no tags are not used in 3‘5‘ g
the top quark mass analysis. a7~ I %8
= 3 6 N=24,,
2.5 5t -
o
Class | Class Il g9 2f 4t
o o ‘15t 3t
Total Total ¢ Total Total  tt 1f 2
Subsample obs. expt. expt. Obs. expt. expt. 03' o (1) I . .
0 02 04 06 08 1 0 2 4 6 8
SVX double 3 1.5 1.4 2 4.8 4.7 .
. SVX Double SVX Single
SVX single 3 5.3 3.7 12 10.7 9.6 10 o . i i 10 . ,
SLT (no SVX) 6 4.2 1.2 8 4.8 2.8 or (c) 9r (d)
No tags 75 760 52 42 438 114 g i 573 \
~T ~T +4.3
Total 87 87 115 64 64 285 gl N,=7.6+1.3 S} N,=30.47"
005 | 005 L .
o =]
4t G4t
P[SLT(no SVX)]=P(SLT)—P(PVX®SLT), (4.4 il "3t
2F 2F
P(no tag=1-P(SVX)—P[SLT(no SVX)]. N NN R ST
(4.5 25 5 15 10 125 10 20 30 40

. . . L. SLT (no SVX) NoTag
The symbol® in the second line is used to signify the prob-

ability of obtaining both an SVX and SLT tag in the same FIG. 2. The negative log-likelihood function for obtaining a
event. given number of background events in each mass subsaftaple:

The computation of the expectétifraction in each of the ~SVX double tags(b) SVX single tags(c) SLT (no SVX) tags, and
mass subsamples proceeds as follows. First, for each mad no tag events.
subsample, we calculate the expectajfraction in each _
event class. Then, the fractions for class | and Il events are €vents, the expected total number of eventst (
combined into a singlét fraction. For each class, the ex- +backgroungland the expected contribution frorh alone.

pectedtt fraction, g™, in mass subsampl@ is given by the ~Note that the total number dt events in each class is the

following expression: same as that of Table VI as expected.
- The ft”ti have both statistical and systematic uncertainties.
m_ Nit exp 4.6 The statistical uncertainties are asymmetric, and are convo-
- N{gt‘exp' (4. luted with the systematic uncertainties separately for classes

I and Il, and the results are in turn convoluted. The system-
An expression of this form applies to both class | and class Igtic uncertainties are assumed to be Gaussian. The end result

events in each mass subsample. The numerhttrt%ris the is a likelihood function for eacﬁt"tl, which is used in the

expected number dft events in mass subsampte and the ~Mass likelihood fit described in Sec. VII. These negative-log-
denominator is the expected total numbertt_( likelihood distributions as a function of the expected number

+background) of events. The expected total number on g?;;?roﬂg ee\é;?irr]ri\tizje ig(r)nwr;sl,ﬂi;g.o?each mass sub-
events in subsample is calculated using an expression of Y P m _

the form shown in Eq(4.1) (replacej with m, and use the sample can be calculated from the values and the various
tagging probabilities appropriate for the mass subsamplestagging probabilities and event rates. The result is shown in

The tt fractions for each event class in mass subsample Table X. The contributions from mistags are included in the
h bined int inate fraction. f™ using th sums for each process. From the table we see that 80% of the
are then combined into a singté fraction, f -, using the

) o background is fronW+jets andZ + jets, and another 15% is
following expression: from nonW/Z events, i.e., from multijetdincluding bb
N™g™+NMg!™ events. The remaining 5% is from diboson evenss; 77,
ft”ti:w. 4.7 and single-top production. The background fraction per sub-
[ I sample varies from 4% for SVX double tagged events to

73% for no tag events.
Here,N[" and N[} are the observed numbers of events, and ° g

g/" andg|} are the predicted fractions of events in the two
event classes in subsampie The expected number at

events is given simply by the numerator of £4.7). For the Calorimeter information is used to estimate the jet mo-
no tag mass subsample we ha’ymte= g, because only class menta and the net transverse momentum of the particles re-

Il events contribute. Table IX shows the observed number o€oiling against thet_system. This section details how those

V. CORRECTIONS TO RAW CALORIMETER ENERGIES
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TABLE X. Expected compositiofin events for the four mass subsamples from various processes. The
W+ jets andZ + jets processes have been summed together. The no tag subsample only includes contributions
from class Il, as only these events are used in the top quark mass analysis.

Iltem SVvX SVX SLT
no. Process single double (no SVX) No tags Total
1 nonW/z 0.5 0.0 1.0 4.6 6.1
2 Ww 0.1 0.0 0.1 0.6 0.8
3 wz 0.0 0.0 0.0 0.1 0.1
4 zZ 0.0 0.0 0.0 0.1 0.1
5 Z—T1T 0.1 0.0 0.2 0.5 0.8
6 Single top quark 0.2 0.0 0.1 0.2 0.4
7 Wc+Zc 0.2 0.0 0.8 1.7 2.7
8 Wbb+Zbb 0.8 0.2 0.4 11 25
9 Wcct+Zcc 0.4 0.0 0.8 2.0 3.2
10 W/Z+u,d,s 0.2 0.0 4.1 19.6 23.9
Background sum 24798 0.2+0.1 7.651.3 30.4753 40.7
11 tt 12.6 4.8 6.4 11.6 35.3
Observed events 15 5 14 42 76
estimates are made. The signal from each calorimeter tower 1. Flavor-independent jet corrections

is converted into a rafb1] energy estimate. Tower energies 14 account for detector and reconstruction effects, raw jet

are then used to evaluate the total energy in the event ang, < arse momenta are corrected using a set of “flavor-

other quantities used in the top quark mass analysis. The. raldependent” jet correctionk85]. The following expression
measurements are corrected for noninstrumented regions, | des all the corrections applied:

nonlinear response of the calorimeter, multiple interactions
at high luminosity, and other effects, before a constrained fit PH(R)=[P"(R) X f,o;— UEM(R)]X f ., R) —UE(R)
is applied to thett candidate events. Also in this section

checks of the jet energy scale are discussed, this being the

source of the largest systematic uncertainty in the measure- — (B RH | .
ment of the top quark mass. She parameteR= /(A )+ (A ¢)“ is the cone radius cho-

sen for the jet measuremerR=0.4 for this analysis. The
corrections are described below.

+OC(R). (5.1)

A. Jet corrections and their uncertainties
f,e1, the relative energy scale, corrects for nonuniformi-

The raw momentum of a jet is calculated by adding vec- ¢’ : ;
ties in calorimeter response as a functionzof

torially the momenta from all the towers belonging to the jet
cluster(see Sec. Ill B. Tower momenta are calculated from  UEM(R) takes into account energy due to multiple inter-
tower energies with the assumption that they are energies of actions in the event.

particles with zero mas$2] that originate from the recon-
structed primary vertex and are located at the center of the

tower. To measure the top quark mass from candidate
events, corrections are applied to the raw jet momenta in
order to obtain estimates of the momenta of the daughter _ _
partons in thet decay. The corrections occur in two stages. UE(R)takes into account the energy due to the underlying
event, i.e., the energy from the primgrp interaction due
A set of “flavor-independent” corrections5] is applied to fragmentation of partons not associated with the hard
to all jets with rawE;>8 GeV. scattering,

fans(R), the absolute energy scale, maps the raw jet en-
ergy observed in a cone of radi&sinto the average true
jet energy. This average is determined in the central calo-
rimeter assuming a fl&®; spectrum.

OC(R) corrects for the energy expected to be outside the

A second set of corrections, specific ttb events, is ap- cone radius of 0.4.

plied to the leading four jets which are assumed to be the

daughter jets from thét decay. These corrections are  The f,,(R) and theOC(R) corrections are functions of
applied after the flavor-independent corrections, and maghe transverse momentum of the jet. The relative correction
the measured jet momenta to the momenta of the partoris primarily dependent on the pseudorapidity of the jet, with
in thett decay. only a weak dependence on the jet momentum.

The reconstruction of jets starts with the raw clustered
A description of the corrections to the raw jet momenta isenergy,P7*"(0.4). An uncertainty of=1% is assigned to the

the focus of this section. stability of the calorimeter over the course of the data taking
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TABLE XI. The percentage uncertainty on the relative jet en- 006
ergy correction for various detectarranges. The cracks ip be- TOTAL
tween different detectors are located negst 0, 1.2, and 2.4, and 0.05

have large uncertainties than the regions away from the cracks. | 777777 Calorimeter

L Fragmentation
Uncertainty on I e — Underlying Event
|7 range relative correction 2008
0.0-0.1 2.0% gvo,oz L
0.1-1.0 0.2% =
1.0-1.4 4.0% Boorf
1.4-2.2 0.2% ?D:’
2.2-2.6 4.0% = °
2.6-3.4 0.2% 5
2001 |

period. This systematic uncertainty was evaluated by com- 02|
paring the response of the calorimeter to single chargec
tracks between data from run 1 and data from the 1988—-198¢
run, which was used for the energy calibration discussed 004 ‘ ‘ , . ‘ . .
later. No systematic difference was observed. Also the raw ~— 0 20 40 60 80 100 120 140
inclusive jet cross sectiorb3] obtained with the 1988—1989
data run was compared with that of the rua data (after True Jet By (GeV)
cor_recting for multiple i_nterac_tioosand it was found that the FIG. 3. Uncertainty in jeE; scale as measured with a jet clus-
ratio was consistent with unity at the 5% level. Because Ofgring cone of size 0.4. The vertical axis shows the extent to which
the rapidly fallingEy spectrum, this corresponds to an Upperihe measured jeE; response varies due to different systematic
limit on a difference in the energy scale of 1%. effects.

The relative correction is derived from dijet balancing
data and corrects for the relative response of the differenénergy density at=90° with respect to the two jets in dijet
calorimeter sections to that of the calorimeter in the centraévents when varying the maximgk threshold on the third
region (0.2<|7|<0.7) [52]. The plug (1.X|7|<2.4) and jet from 5 to 15 GeV. Based on these studies, we assign a
forward (2.4<| 5| <4.2) regions are thus calibrated. The pre- £30% relative uncertainty to the underlying event correction
cision to which this calibration is known is limited mostly by [52,35. For jets withP+>20 GeVk the uncertainty is typi-
the number of dijet events available. The effects of differentcally less than 0.5% of the jetB;, as shown in Fig. 3.
resolutions of the central and plug calorimeters on the energy The absolute correction is derived from data and Monte
measurements were studied using Monte Carlo simulatio€arlo plus detector simulation. The simulation includes
and are properly included. The uncertainty is larger near thenany features of the CDF calorimeters, the main ones being:
cracks between the different detectors due to smaller statistonlinearity, cracks and less sensitive regions, single tower
tics and worse energy resolution. Table Xl gives the uncerthresholds. The response of the calorimeter to incident pions
tainty (in %) on the relative corrections for various detectorand electrons is studied using testbeam data, minimum bias
7 ranges. runs, special runs which triggered on events containing

The corrections for multiple interactiondJEM) in the  single isolated tracks, as well as standard data runs. The de-
same event and the underlying eveéblE) in the primary tector simulation has been tuned to agree with these data.
interaction are derived from minimum bias data. The averagdhe step from individual particle response to jets is achieved
number of interactions in runal (N,=0.6) is different from by tuning the Monte Carl@sAJET) fragmentation parameters
that of run b (N,=1.8), hence a different procedure is usedto reproduce a number of distributions observed in dijet data:
for the two samples. For the ruralsample, 0.72Ge\¢/ is  number of charged particles, spectra and invariant mass of
subtracted from the je; after the absolute correction and charged particles, and the ratio of charged to neutral energy
accounts for both effects on average. For rim the effects [35]. The derived correction then accounts for nonlinearity of
of the underlying event and additional interactions are sepathe calorimeter, energy losses near the boundaries of differ-
rated. To account for multiple interactions, prior to the abso-€nt calorimeter wedges, response variation as a function of
lute correction, 0.297 Ge¢/is subtracted from the j@?; for ~ the position along the wedge and all the other effects in-
each additional reconstructed vertex in the event. This coreluded in the simulation. The absolute correctiby,{0.4),
rection is obtained by studying the amount of energy in theas a function of corrected j&;,P$°", is shown in Fig. 4a).
event as a function of the number of vertices over the course The systematic uncertainty in the absolute correction is
of the run. For the underlying everftUE), we subtract attributed to(a) calorimeter response, arit) fragmentation
0.65 GeVt from each jet after the absolute correction. related effect$52,35 (see Fig. 3 The parameters that de-

The uncertainty on th&JEM correction is estimated to be scribe the calorimeter’s response to incident electrons, pho-
100 MeV/c for each vertex in the event. The uncertainty intons and pions have uncertainties due to finite statistics and
the UE correction is evaluated by looking at variations in the assumptions which are made. For example, at low momen-
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16 18 the jet cong52]. This study was done with light quarks; the
815 F L7 ® tt specific corrections take into account differences with
S 4 F L6 £ heavy flavor jets. The amount of energy outside the cone of
1.4 3 E . ..
= F gel5 3 R=0.4 is related to emission of low energy gluons from the
213 [ 14 F initial partons, and is referred to as “soft gluon” radiation.
5] S B E . .

912 ~L3F The correction factorf =1+ OC(0.4)/P+(0.4), is a func-
= : . . o
c 12 F tion of the jetP; corrected for all other effects and is given
U1 E )
L1 F by the equation
1 PR IS S N TR A | 1 By | TS S B R S|
50 100 150 0 50 100 150 ~0.0074
cor cor 23.01.0-0.91% T
P;" (GeV/e) P;" (GeV/c) Foc=1.0+ a ). (5.2
18 1 Pt
1.7 E F . . -
E © 09 F (@ The correction factor is shown in Fig(aj.

1.6 F - . )

2 sk 508 The systematic uncertainty on the jet momentum from the

1‘4 &07 £ OC correction originates from the uncertainty in modeling
o %&' : / the radiation of low energy gluons in parton showers. To
Q‘l'z F 0.6 | estimate this uncertainty, we us#&/+1 jet data and a

1'1 E 05 E HERWIG Monte Carlo simulation oW+ 1 jet events to com-

'12....|....|....| 042””,””,““| pare the energy contained in an annulus with radii of 0.4 and
0 50 100 150 0 50 100 150 1.0 around the jet direction. We define a variable
P (GeVic) P (GeV/c)

_ Pr(1.0—P(0.4)

P(0.4 .3

FIG. 4. “Flavor-independent” jet corrections, for a jet cluster-
ing cone ofR=0.4. (a) Absolute correctionf ,,,s, and out-of-cone
correction factor, + OC/Py, versus corrected jeP,P$°". (b)
Total correction,P$°/P?", as a function ofP$°". (c) Total cor-
rection,P$°"/P", as a function oPF" . (d) Fraction of measured

momentum PP/ P$°" versusP$®'.

where P+(0.4) andP+(1.0) are the jet momenta corrected
using the corrections described abdwete that Eq(5.2) is
used forR=0.4; for R=1.0 the correction is much smaller
The quantityF is the fractional difference of the momentum
in an annulus with radii between 0.4 and 1.0, calculated for

tum (|p|<5 GeVIc), the largest source of uncertainty in the €ach event using the calorimeter towers in that annulus or
charged pion response comes from the estimation of th#Sing the averag®C correction. A comparison of data and
amount of energy in the shower from®s. Additional un- Monte Carlo tests the agreement between the Monte Carlo
certainty comes from the uncertainty in the relative respons&©ft gluon radiation modeling and what is observed in the
across the face of a calorimeter cell and the energy deposfiata in that annulus. Figure 5 shows the mean value as

tion in cracks between calorimeter cells. The uncertainty irf function of the correcteBr (corrected using a cone size of
the calorimeter’s response to photons is assigned to be tffg4 for data and Monte Carlo. There is a clear difference
same as for electrons. Uncertainty in the fragmentation pa?etween the two distributions. This implies that the jet
rameters comes from the modeling of the tracking efficiencyeh@pPes in data and Monte Carlo disagree at the few % level.

in jets, and the level of agreement between the simulatior "€ difference betweererwIG and data is shown in Fig. 6.
and data. We take this difference as the uncertainty on the out-of-cone

The contributions to the jeE; uncertainty from these correction. lts effect on the top quark mass measurement is

sources are evaluated by shifting the input values of thesteferred to as the systematic uncertainty from soft gluon ra-

parameters by+1 and —1 standard deviatiori+1c and diation. _
—10), and calculating the resulting shift in the reconstructed Similar dlstr|but|pns have begn obtameq for other sets of
jet energies. Fofa) we separately vary the pion, electron, data, namelyZ+1 jet data and jet data with twb-tagged
and photon responses bylo and —1¢, and add the result- Jets- Since thg statistics for the Iat'Fer sets of.data are low,
ing shifts in the jet energies in quadrature. Koy, we vary o_nIy theW+1 jet data are used. A fit to the points of Fig. 6
the charged tracking efficiency by its uncertainty and re-gives a maximum(upper dotted curvye uncertainty of
evaluate a new set of fragmentation parameters. These nedr’T/Pr=exp(2.467-0.0741) +1.438 (in %). It can be
fragmentation parameters are in turn varied one at a timeseen that for jets typical of those produced tin events
and the resulting deviations in the jet energies are added i=30-90 GeV forM,,=175 GeVkt?), the difference be-
quadrature. tweenHERWIG and data is<2%. For softer jets, the differ-
The systematic uncertainties in the [&t scale from the ence is closer to 4%.
sources(a) and (b), as well as from theJE correction are The systematic uncertainty assigned to the soft gluon ra-
shown in Fig. 3. The total systematic uncertainty from thesaliation accounts for differences in the energy contained in
three sources is obtained by adding in quadrature the threbe annulus 0.4 R<1.0 between data and the Monte Carlo
curves, and is shown as the solid curve in Fig. 3. simulation. For the additional energy which falls outside a
The out-of-cone correction was derived from a Montecone of 1.0, we assign an uncertaintyl GeV. We refer
Carlo simulation and accounts for the energy falling outsiddo this energy as “splash-out.”
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FIG. 5. Fractional difference in corrected Jéf obtained using FIG. 6. Systematic uncertainty on the out-of-cone correction as
cone radii of 0.4 and 1.0 as a function of the correcte®iefrom  gpiained inw+ 1 jet events. The abscissa is the fully corrected jet
W+1 jet events. The circles are the results from the data samplp_sing a clustering cone of 0.4. The vertical axis is the difference
and the triangles are from a samplereRwiG Monte Carlo events  ponyeen data and Monte Carlo simulation of the varigblele-
which have been processed through the CDF detector simulationgrineq in the text. The full curve represents a fit through the data

points; the dotted curves were obtained using the one standard de-

In summary, Fig. 4 shows some of the flavor-independentiation values of the fit parameters.
jet corrections and theiP; dependence. Figure(@ shows
the absolute and out-of-cone correction factors as a functiopy calculated, wher@+(Z2) is in the range 30—150 Gev/

of the corrected jetPr. They vary from ~1.3 at Pt The |ower limit was chosen to avoid biases due to the sample
=15 GeVk to ~1.12 for P;>100 GeVk. Figure 4b)  gglection. The jet recoiling against tEeboson is required to
shows the ratio of the fully corrected jBt (P7™) tothe raw  have an uncorrectel;=8 GeV and 7| <2.4. To test the jet

jet Py (PY™") as a function of the fully corrected . Jets  energy scale we need a clean environment, i.e., events in
from tt events typically have &, of ~30-90 GeV¢, for

which the average jet correction factor4sl.45. Figure 4c) 0.1 F
shows the correction factor as a function " . Finally, I
Fig. 4(d) shows the fraction of momentum measured in the
detector before the jet corrections as a function of the cor-
rected jetP;. Figure 7 shows the overall systematic uncer-
tainty as a function of the correctdek of the jets. In the
30-90 GeVt range, the systematic uncertainty on jet ener-
gies is about 4%.

0.08

gtamty
=

=2

I

2. Checks on the jet E scale and its uncertainty

The procedures used to obtain the jet corrections and their
systematics have been checked by applying theEtd jet
events, where theZ-boson decays into eitheee~ or
n*u”. The energy scale for electrons and the momentum
scale for muons are known to a precision of 0.14% and
0.065%, respectivel{33]. In the absence of initial state ra-
diation, such events are expected to have zero net transverse |
momentum. The jet in each event is corrected according to o b v
the previous prescription, and the quantity 0 20 40 60 8 100 120 140

Jet P, (GeV/c)

tematic unc
I
i
1

yS

Fractional s
I
<o
(%]
1

_ Pr(2)—P+(jey)

FIG. 7. Total systematic uncertainty on jets as a function of the
TP 54

corrected jetP+.
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) FIG. 9. P distributions for partons from top quark decays ob-
FIG. 8. Parallel component of transverse momentum imbalancgyjneq from theHerwic Monte Carlo program after simulation of

between theZ and the jet in reconstructed+1 jet candidate  getector response and including the effects of the top quark mass
events. Both datésolid) and Monte Carlddasheglare showr(see  candidate sample data selection. The solid line indicates the distri-
text). bution for light quarks from th&V— qq’ decay and the dashed line

is the distribution forb quarks.
which there is only one jet recoiling against thdoson. We

g]neLerfggerr;i?gcliri;he?;;nz g%dé{g)\?(aaluc::&rln;eter cluster haV%rgy lost through semileptonie- and c-hadron decays, and

To separate detector effects from those due to gluon ra°) the multijet final state oft events as compared to dijet
diation in the initial state, we use the component analysié'nal state used to derive the flavor-independent corrections.
first suggested in Ref54]. ’We compute the direction of the The correction for these three effects are derived using the
bisector between thé and the jet directions in the transverse HERWIG Monte Carlo generator with an input top quark mass
plane. The “parallel component” o, is then defined to be of 170 'GeVb'. The generated events are processed using the
the component perpendicular to the bisector. Balancing th&DF S|mullat|on and reconstructgd |nf the same way as the
jet against theZ along this component will give information 9ata sample. An average correction factor is determined by
about the jet energy scale. Figure 8 shows the distribution it matching(in 7— ¢ spacg the reconstructed jets with the
this component of ,, in Z+ 1 jet events for data and Monte generated partons, and then comparing the reconstructed jet

Carlo. The difference in the medians of the two distributionsP'T (&fter the flavor-independent correctionith the origi-
is nal partonP;. The correction is given by the median of the

distribution of A=[P+(parton)-P+(jet)]/P+t(jet). This is
(AFy),=[3.2+ 1.5 stad = 4.1(sysh]%. (5.5) done as a function of the reconsgucted Fat.
Figure 10 shows the size of the-specific correction fac-
The 4.1% systematic uncertainty was calculated using the jé@rs for four types of jets(A) jets from hadronidV decays,
energy uncertainties discussed in the previous section. W) averageb jets (no selection on decay modeC) b jets
conclude that any possible energy scale shift detected by thgontaining an electron, an) b jets containing a muon.
check is compatible with zero within the evaluated uncer-1he general shape of each curve is primarily a result of the
tainties. difference between using a flat jet spectrum and the spec-
trum appropriate for top decays. In particular, this difference
3. Jet momentum corrections for tevents is responsible for the rising values of the curves at w
L and the asymptotic values at larBe. The larger corrections
Thett specific jet momentum corrections are designed taapplied to theb jets with a soft lepton are a consequence of
make an average correction to the jet momenta to obtain athe amount of energy carried off by undetected neutrinos,
estimate of the original parton momentd. The Pt spectra and, for jets containing &— uvX decay, of the fact that
of partons fromHERWIG generatedt events which pass our muons deposit only=2 GeV, on average, in the calorimeter.
experimental selection cuts are shown in Fig. 9. The The flavor-independent and-specific corrections bring
tt-specific corrections account fea) the difference in the the median reconstructed jBt into agreement with the ini-
P+ spectrum between top induced jets and the flat spectrurial parton Pt in tt events. The uncertainty on the jBt
used to derive the flavor-independent correctighsthe en-  after these corrections is given by thef the A distribution,
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FIG. 11. Fractional uncertainty in the estimated pafanas a
function of the jetP; after the flavor-independent jet corrections are
applied. The uncertainty shown on the vertical axis is given as a
fraction of the jetPt. Curves(A) through(D) have the same mean-
ing as for the previous figure. The curve labe{&) is used for the
jets beyond the four highe$t; jets and is applied only to thEy
within the cone of radiuR®=0.4.

FIG. 10. Thett-specific corrections applied to jets according to
availableb-jet information. The curves show the fractional change
to the corrected jeP after all “flavor-independent” jet corrections
have been applied. The curves are (fa) jets from the decay oV
bosons(B) jets from allb quarks(no selection on decay mogéC)
jets from b quarks containing an electron, ari®) jets from b
quarks containing a muon.

the corrected jeP. The total systematic uncertainty varies

defined as one half of the separation of the 16th and 84tRétween 7% for jets with correcteliy of 20 GeVk and
percentiles of the distribution. For each bin of reconstructed-2% for jets withPy=150 GeVEk. _ _

jet Pt, we obtain thes of the A distribution, which is then We do not assign a separate systematic uncertainty to the
parametrized as a function of the reconstructe®jet These  [OP Specific corrections. Such uncertainties may arise from
uncertainties are shown in Fig. 11 for jets frakhdecay and  Modeling of initial and final state gluon radiation, and mod-
b jets. As above, we display curves for genebigets (no eImg_of_ the_ primary parton collision. We discuss these un-
selection on decay mogdor jets containing an electron, and Certainties in Sec. IX.

for jets containing a muon. These jBt uncertainties are

input into the kinematic mass fittésee Sec. Vjland dictate B. Measurement of other calorimeter variables

how much the jet energies can be altered to accommodate )
the applied constraints. To measure the top quark mass we _apply energy

The jet corrections described above are applied only tgn°mentum conservation to the procgsp—tt+X, with
the four highesPr jets in the event, which are assumed to besubsequent decay of th¢€t) into W+b(b) (see Sec. Vi
daughters of the andt_decays. Any additional jets beyond Here, X is the unspecified particles which recoil against the
the leading four jets are corrected only with the “flavor- tt system. The calorimeter provides the measuremektof
independent” correctiongexcluding the out-of-cone correc- the transverse momentum Xf The quantityX is computed
tions, see Sec. VBand are assigned an uncertainty of from the energy left over after the lepton and the four jets
0.1P;®1 GeV/c. This curve is also shown in Fig. 11. from the tt system are removed from the total measured
energy. This leaves two terms:
4. Summary of systematic uncertainties on jet energy
measurements

Njets

A number of corrections are performed to estimate the Xr=Ur+ .:25 E+(je. (5.6
original parton momenta from the observed jets. The jet en-
ergy scale uncertainty is evaluated from the uncertainties in - )
the corrections for calorimeter stability, multiple interac- Each component of the unclustered enetdy, is defined as
tionsl calorimeter response, Jet fragmentation, under'yindhe vector sum of the energies in the calorimeter towers after
event, out-of-cone correction, and splash out. Figure 7 showaxcluding the primary lepton and all the jets with rdsy
the dependence of the overall jet energy scale uncertainty or 8 GeV and| 7|<3.4 in the event. Using & Monte Carlo
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1400 F TABLE XII. Fractions oftt events falling into categoried)—
1200 F (3) described in the text. The last column shows the width of the
1000 E distribution of reconstructed masses for each subsample. The width
% 800 £ HERWIG is taken to be half the dlffen_anc_e bc_atween the 16th and 84th percen-
Q E tiles of the relevant mass distribution.
v 600 F
g 40 F Event fractions(%) ,
3 200 £ Width
I A T T T = el Data sample 1 2 3 (GeVvic?)
-100 -80 -60 -40 -20 O 20 40 60 80 100
Unclustered Energy, x-component (GeV) SVX double 492 23+2 28+ 2 19.9
30 [ SVX single 30-1 261 44+ 1 24.2
SLT 26+ 2 31+2 43+2 25.0
BE No tags 231 32+1  45+1 26.9
% 20 _ Data
© sk
w o . .
z 0k a starting value for the neutrino’s transverse momentum
§ S : when the overall mass fit is performed.
<3| 3
0' M I = I B I TP

NI PRI P ol
-100 -80 -60 40 -20 O 20 40 60 80 100
Unclustered Energy, x-component (GeV)

FIG. 12. Unclustered energy for the mass sample used here and '€ kinematics of events in the decay chanpel-tt
for tt Monte Carlo M,,,=175 GeVk?). Only thex component is —lvqq’bbX are over-constrained by the number of mea-
shown. sured quantities and the number of applicable energy-
momentum conservation equations of production and decay.
(Myop=175 GeVk?) we find a distribution inU, with  This allows for complete reconstruction of the four-momenta
(U)~0 ando=15.8 GeV for events which enter into the of the particles in the decay chain and hence an event-by-
mass subsamples. The same distribution for the data has®€nt top quark mass determination.

VI. MASS FITTING

mean consistent with 0 and a=14.9 GeV. The Monte In this section we discuss the methods used for event
Carlo and data distributions it are shown in Fig. 12. reconstruction and then study the validity of the algorithms
Similar results are obtained for ttyecomponent. usingtt Monte Carlo events. Effects due to combinatorics,

Each component of the unclustered energy is correctedrong parton assignments and shapes of backgrounds on the
with a single factorf, , = 1.6, based on studies of the recoil top quark mass measurement are also discussed.
energy that the calorimeter measuregiboson events with
no extra jets, where th# boson is well measured by the two
leptons it decays intp55]. The final mass value is not sen-
sitive to the value off, . . For example, using,,=2.0 The first step in the reconstruction is the estimation of the
makes a negligible change in the reconstructed top quarfour-momenta of the decay products of tepair: the lepton
mass (0.2Ge\W?), hence it is not included in the table of and the four jets. Electron and muon measurements, resolu-
systematics in Sec. IXG. The uncertainty with which eachtions and identification are discussed in Sec. lll A. The four
component ofJ1 is measured is taken to be 10q#ded in  leading jets, as defined in Sec. Ill C, are assumed to bg,the
quadrature to 1 Ge)N The jets beyond the four with the q; b, andb quarks from thett decay chain. According to a
highestE are corrected only within the cone of 0.4, so as toHerwIG Monte Carlo plus detector simulation, this assump-
avoid counting the out of cone energy twiGe is already tion is correct 55—72 % of the time, depending on the num-
included in the unclustered enejgyrhe uncertainties on per and type(SVX or SLT) of tags (see Table XI). The
these jet energies were discussed in Sec. V A 3 and shown omenta of the reconstructed jets are corrected as described
Fig. 11. in Sec. V. The directior(i.e., » and ¢) of each parton is

Another quantity that can be estimated from the calorim-assumed to be the same as the direction of the associated jet.
eter measurement is tig . It is calculated using the follow- The masses of the partons are assumed to be 0.5a3eV/

A. Event reconstruction

Ing expression. except forb and b quarks which are assigned a mass of
4 5.0 GeVk?. The resolutions on the jet energy measurements
. . R are discussed in Sec. V.
—Er= ET(Iepton)JriZl Er(jet) +Xs. (5.7) The mass fitting algorithm applies the constraints implied

by the production and decay ot pair to evaluate an event-
The above expression shows that e measurement is by-event mass. The hypothesis of standard modéhplies
highly correlated with the jet energy measurements, anthe production process
therefore it is not considered as an independent measurement -
in the mass fitting. As discussed in Sec. VI, it is only used as pp—t+t+X, (6.2
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followed by the decays A and V. The W-boson massM,y, is taken to be
80.4 GeVt? [33], oy is set to 2.1 GeW? [58], andoy, is
t—W*+b (6.2 5 . " !
' set to 2.5 GeW”. The results are insensitive to the values
- = used foroy and oy . The quantityM,, is the invariant
t—=W~ +b, (6.3 W t . :
mass of the primary lepton and the neutrino and; is the
WE S+ 6.4) invariant mass of the primary lepton, neutrino, and one of the
' ' four leading jets. Of the remaining three jets, we assign two
e 6.5 to the decay products of thé/ boson in order to calculate

Mj; . The third jet is then combined with the other two jets to
form the three body masd;;; . The issue of combinatorics

) g N ) is discussed in Sec. VIB.

fied particles recoiling against ttié system. Only two com- The first two constraints are that the total transverse mo-

ponents ofX are measured, as discussed in Sec. VB. —
. . . mentum components of theg + X system are zero. These
An estimate of the top quark mass is obtained on an

. S constraints are imposed by setting the neutrino transverse
event-by-event basis after minimizing)&. In general, the A
¥2 definition is not unique, in that any formulation which Momenta to exactly balance the sum of the curiéntand
expresses the constraints implied by the measurements akt values. The other four constraints appear as explicit
four-momentum conservation is equally valid. We have choterms in thex?. This x? yields two minima which corre-
sen a particular formulation of the?, which is minimized spond to the two solutions for the neutrino longitudinal mo-
using the progranmINuIT [56]. An alternate method, the mentum in thew decay. This is referred to as tfe ambi-
SQUAW kinematic fit[57], has also been used and the resultsguity. After minimizing thisy? with respect to the collective

are essentia”y identical. We describe here both of these f”set of transverse momen'@_’r, for the jets and the Charged

ters. lepton, the unclustered energSJ,T, the z component of the

neutrino momentum, and the top mask,, for the event, we

obtain an event-by-event determination of the top quark
The x? expression which uses th&NUIT minimization  mass.

routines applies energy and momentum constraints to the

above production and decay chain to obtain six effective 2. The sQuAaw fitter

constraints{(1,2) the two transverse momentum COMPONeNts o <o fitter is a general kinematic fitting program

of thett+X system must be zer¢3) the invariant mass of hat can be used for any production and decay processes,
the v system must equal thé-boson massMy,, (4) the  provided that there are enough constrafit§7]. It has been
invariant mass of the(q’ system must equallyy, and(5,6)  ysed to measure the top quark mass in the lepjets chan-
the two three-body invariant masses must each equal the | and for the all-hadronic decay chanfi&2].
quark massM;. The relevant unmeasured quantities are |n prief, it applies energy-momentum conservation to the
then the three momentum components of the neutrino angye processe$6.1)—(6.5), thus providing 20 equations, i.e.,
the top quark mass. The system may therefore be solved byy constraints, for the measured quantities and their uncer-
minimizing a two-constraint chisquare. Thg expression tainties. It uses the measurédmassM,=80.4 GeV£2. In
used to obtain the present results is the fit an uncertainty is assigned to témass in order to

R ) - ' 5 take into account the expect®d width of 2.1 GeVt?. Ad-

) (Pr—Pq) (Ui =Ujp)*  (M;,—My) ditional ingredients of the kinematic fit.
= E —2+ 2 2 + 2

The quantityX, in p3—>t+t_+x_, represents the unspeci-

1. Mass fitting usingmINUIT

Ljets Ty Xy oy TMy The measured quantities are: the lepton, the four leading

jet momenta, ani- .
N (|V|jj—'\/|w)2Jr (Mlvj_Mt)2+ (Mjj;—My?

o2, o2 o2 . For each event there are 18 unknowns. These are: energy
w ! ! andP, of X (2), 3-momenta of andt plus the top mass
(6.6 (7), 3-momenta of th&V bosons(6), and the 3-momenta
of the v (3).

The notation is as followd: signifies the primary lepton in

the eventyp refers to the inferred neutrino, anpdefers to one  This is then a 5-vertices, 2-constraints fit, 5V-2GpUAW'S

of the four leading jets in the event. The first sum is over thdanguage. Notice that the momentum is considered an un-
primary lepton and all jets with ravie;>8 GeV and| 7| known quantity. This is because tlg is highly correlated
<2.4. The second sum is over the transverse components @fith the jet momentum measurements. The calculated value
the unclustered energh30], discussed in Sec. VB, plus of £t is used as a starting point to help with the convergence
those of the energies of jets with 24| <3.4. The hatted of the fit. Lagrange multiplier techniques are used to solve
symbols in the sums represent quantities altered by the fthe 20 equations. The fina® has contributions from all 20
procedure, whereas unhatted symbols represent the input vaguations.

ues. The uncertainties on the energy of the primary lepton, One of the differences with theiNuIT algorithm is that
the jets, and the unclustered energy are discussed in SexQUAwW works with the 4-vectors, hence it allows the angles
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of the lepton and jets to vary within their uncertainties. The 225F~ ' ' ] 600 ' ]
momentum magnitude and angles are assumed to be unco 200} @SVXDouble | _ o1 fi ®SVXSingle
re|ated' §175 3 * + 16% Point s 1 § 4 16% Point )
The results of the two methods for a given event are very 832: + 1928Gevle” 1 400 b 172GV
close. In the 76 event data sample the masses obtained wit', | M scevie ] 2300F b P e
the two methodsusing the mass from the lowegt solution E7sp { £200 v !
in each casediffer on the average by 0.1 Ged4, and in 5 50F ’f +i, ] 5100_ o
70% of the events the absolute value of the mass difference 25 ‘** L J,'*”'-»... : :..° | J..""--..
is less than 0.5 Ge¢F. 000 200 300 0 00 200 300
Reconstructed Mass (GeV/cZ) Reconstructed Mass (GeV/cZ)
B. Combinatorics 200k ) ' ' 1 500 ' '
] o ) L i (¢) SLT - { (d)No Tags
There is always some ambiguity in how to assign the four<g175} {|+ 16% Point 1400 b e Point
leading jets to the four relevant partons. If none of the jets is % 130f {H 146.1 Gevie® 1 7% ¢ *+ 146.1 GeV/c?
tagged as & candidate, by either the SVX or SLT algorithm, S125F 1 g4 poin ] 2300 A 2
then there are 12 different ways of assigning jets tdxthed ‘3“1(7)(5) E b 1960GevEe { 2200} oy eesaeve
b partons. Combined with the, ambiguity, there are then £ so} ++ H+ j EIOO 1 : t'
24 combinations, or configurations, per event. If one jet is 25} "'*l \Lh’“’ "’.l l’...“‘.
i i it I LY, e P 2
tag:@ed as & candlc.iate, we require that it is assigned tb a . 0 160 0 oo 0550 500 "‘";00
or b parton, and this reduces the number of allowed combi- Reconstructed Mass (GeV/c?) Reconstructed Mass (GeV/c?)

nations to 12. If two jets arb tagged, there are four combi-

nations. Of the above combinations the solution with the FIG. 13. Reconstructed-mass distributionsHerwiG tt events
lowest x? is chosen, and that solution is required to have(M,,,= 175 GeVt?) for the mass subsamples) SVX double,(b)
X2< 10. The latter requirement defines criterion 9 of the topSVX single,(c) SLT (no SVX), and(d) no tags. The 16th and 84th
quark mass candidate sample described in Sec. Il C. Wegercentiles for each distribution are indicated by the arrows on the
have not found a satisfactory method for improving the topfigures along with their values.

quark mass resolution by including any solutions wjth

values Igtrger than the lowest one, and therefore we take th§geration increases the number of combinations by a factor
lowestx“ solution as the best estimate of the top quark masgs 3 4 and 5 for the 2. 1. and Btag cases, respectively.

for each event. This increase in the number of solutions reduces the prob-

ability for choosing the correct jet assignment. The mass

reconstruction presented here does not implement either of
A substantial fraction oft events are expected to contain these possibilities. Our approach is to assume the model of

extra jets resulting from gluon radiation. Fromrgrwic  Initial and final state radiation in the Monte Carlo simulation

Monte Carlo plus detector simulation, we find the#0% of s correct, and to associate a systematic uncertainty with this

events have one or more jets which do not correspond to th@ssumption.

partons from thet_decay. These extra jets may be produced o

during the production of thet pair (initial state radiationor D. Results of the kinematic fit on simulatedtt events

in the decay stagéfinal state radiation[59]. From a theo- The reconstructed-mass distribution obtained by fitting
retical perspective, whether or not the extraggeare to be

included in the fit depends on whether the gluon was radiatea
during production of theét pair or during its decay. If the

radiation comes from the production stage, then it should n
be included in the mass fit. If the radiation is produced from!

C. Impact of gluon radiation

imulatedtt events depends on the intrinsic resolution of the
etector, and, more importantly, the ability to correctly asso-

(Eiate the daughter partons fromEdecay with the observed
o) . : o .
ets. Both combinatorics and gluon radiation play a role in

of the decay productss9]. In this section, we discuss the performance of the mass fitter
From an experimental perspective, the radiation results iy dividing events(which enter into one of the four mass

: . .= subsampl@sinto three categories:
jets which may or may not have been produced in the : .
decay process. On an event-by-event basis, production and (1) Correctly Assigned Eventfach of the four leading

decay stage radiation cannot be differentiated from eaciets are withinrAR<<0.4 of a parton from thet decay and are
other or, for that matter, from the partons from tedecay cgrrectly_ associated with the appropriate quark by the lowest
(unless the jet i tagged. Gluon jets which come from X solution satisfying any imposed tagging requirements.
decay stage radiation are more correlated with the partonkhe jet-parton match is required to be unique.

emerging from the hard scatter, and therefore one can con- (2) Incorrectly Assigned Event&ach of the four leading
sider merging jets which are close ¢ space. It is also jets are withinAR<0.4 of a parton from thét decay and
possible to try all unique permutations of four jets among alleach jet-parton match is unique, but the configuration with
the reconstructed jets. However, taking a fifth jet into con-the lowesty? is not the correct one.
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FIG. 14. Reconstructed mass fif;,,=175 GeVE? tt events )
which enter into any of the four subsamples. The black filled his- Input Top Mass (GeV/c")
togram shows the distribution for those events for which the se-

lected jet-parton configuration was also the correct fategory FIG. 15. Median of the reconstructed-mass distribution as a

(2)]. The lightly shaded histogram shows the distributions for WhichfunCt.Ion of the input top quark mass l.Jse(.j n the. S”T‘“'a“"”- The
medians are evaluated from mass distributions which include events

a correct assignment could be defined, but was not selécate ; It b les. The i d trates th lati
egory(2)]. The darker shaded histogram shows the distribution for oM all lour mass subsamples. The figure demonstrates the relative

events where a correct assignment was ill-defifeategory(3)]. sensitivity of the reconstruct_ed-_mas_s distribution to the input top
The solid line shows the three distributions combined. quark mass. We show the distributions for eventsancategory

(1), (b) category(2), (c) category(3), and(d) the three categories
combined. The slopes indicated were evaluated using a linear fit

(3) lll-Defined EventsThe four leading partons from the (dashed lingto the data points.

tt_decay cannot be uniquely matchedlR<<0.4) to the four
leading jets in the event. Such events often have extra jets
produced from either initial state or final state radiation. A priori, it is not obvious whether events which have the

jets misassigned to the daughter partons contain informa-
tion on the top quark mass. This is quantified by studying the
sensitivity of the distribution of reconstructed masses to
changes in the input value of the top quark mass. We exam-
ine the events in categori€d)—(3) separately in order to
S{jetermine if the misassigned events contribute information to
.7 . ) he top quark mass measurement. For each category of
e St 1 ono o oy s YN, e valit e ae f hange of e mecian of e
subsamples are shown in Table XIl. The widths are Calcufeconstructed-mass distribution as we vary the input val_ue of
lated as half the difference between. the 16th and 84th pert-he top quafk_ mass. Larger changes in _the median imply
centiles of the reconstructed-mass distributions. Th rea_ter sensitivity to the top quark mass..F|gure 15 S.hOWS the
: edian reconstructed mass as a function of the input top

reconstructed-mass_ distributions for the four mass SUbduark mass. Events from all four mass subsamples are in-
samples are shown in Fig. 13.

As Table X1 shows, the fraction of correctly assigned jetscluded in the distributions. The four distributions correspond

. ) ; ) to events in(a) category(1), (b) category(2), (c) category

T:reﬁses ?ﬁ the numtbertar(;d purlt)%c_thtg%lrtl_creasfe. F|gurte (3), and(d) the three categories combined. We find that the
Shows the reconstructed-mass distrioutions Tor eVents Iy i in which the jets are correctly assigned to the partons

Ghve the largest slop€0.90, while incorrectly assigned

events have a slope of 0.62 and ill-defined events have a

The fractions of events falling into each of these catego

ries are estimated usingHERWIG tt Monte Carlo plus de-
tector simulation. These fractions depend on lh&agging
information in the event. For example, having tixdagged
jets in an event reduces the probability that ¢oemore of
the leading four jets is a gluon jet. The fractions of event

assignments are madgcategory (1)], the resolution is

~13 GeVZ/cZ, Whlle.for catego_rle:{Z) and(3) it is ~36 and slope of 0.48. Correctly assigned evetategory(1)] do not

34 GeVL*, respectively. As Fig. 14 demonstrates, the mMas§ave a slope of 1.0 because the top-specific correcties
resolution is donlnated by incorrect assignment of jets 50 VA 3 are defived using a specific input top quark mass
partons from thet decay. For double SVX tagged events, of 170 GeVE2 We conclude that the events with incorrect
where nearly half of the events have the four leading jetSet-to-parton assignments do in fact contain information on
correctly assigned to thet decay products, we obtain the the top quark mass, since the slope is not zero. However,
best resolution on the reconstructed mass. because of the smaller slope and larger width of the
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TABLE XIIl. Rate of change(“slope”) of the median recon-
structed mass with the input value of the top quark mass, for the
four mass subsamples. For each subsample, we show the slope for
the three categories of events defined in the text, both separately
and combined.

L Slope = 0.3640.05

[
(=1
(=)

—_
(=]
<

&
=
=

T

—_
(=2
(=)

Slopes

—_
I~
(=)

Data sample 1 2 3 Combined

Median Recon. Mass (GeV/cZ)
[P

20—
120 140 160 180 200 220
Input Top Mass (GeV/cz)

ﬁ#}:w@ b

e

150 200 250 300 350
2

Reconstructed Mass (GeV/c)

SVX double
SVX single
SLT

No tags

0.8%0.02
0.96-0.01
0.93+0.02
0.96:0.01

0.48-0.08
0.6G-0.04
0.68-0.05
0.62:0.03

0.570.05
0.52£0.02
0.38:0.04
0.47-0.03

0.810.03
0.72£0.02
0.62£0.03
0.68-0.02

Fraction/g GeV/c2)
=3
K
T

0.02 -

reconstructed-mass distribution, incorrect combinations de-
grade the resolution of the top quark mass measurement. Th
slopes for each of the four subsamples in each category ar
shown in Table XIll. The slopes vary from a maximum of

0.81 for SVX double tags to a minimum of 0.62 for SLT

tagged events. Since SVX double-tagged events have th
largest slope, narrowest width and lowest background, they

generally yield the best precision on the top quark mass mea- FIG. 16. Reconstructed masses fdit events M
surementfor equal size subsamples =175GeVk?) which decay into decay channels other than

+jets oru+jets, but fit the hypothesizedd — (e or u) vqq’bb de-

cay chain(points. Most of these events are due\Wbdecays intor

. _ leptons(see Table XIV. Events from all four mass subsamples are
__Although the fitting procedure assumes that the candidat@cluded. For comparison, the dashed distribution corresponds to
tt events have decayed through thie—(eorw)rqq’bb events decaying through thé— (e or x) »g @’ bb channel, but the
channel, there is a non-negligible contribution from toplowest y? solution is incorrecfi.e., events in categorie®) and
events decaying through other channels. The additional a¢3)]. The inset shows how the median of the reconstructed-mass
ceptance from other decay channels comes mostly fromdistribution changes with the input value of the top quark mass used

events where either an electron or fiom thet or t decay is N the simulation.

misconstrued as a jet or from events with a leptonically de-

caying 7. In either case, twd jets are still present. The fourth jet can be produced through gluon radiation. Table

XIV gives the expected contributions of various decay chan-

TABLE XIV. Fractional contribution(according to Monte Carlo nels to the candidalH_sampIe and to the subsample with at

simulation of leptontjets events tat events in the top quark mass least one SVX or SLT tag. It shows an 11% contribution

candidate sample and the tagged subsample. The tagged subsamiptem r events and 4% contribution frorae ew, and uu

includes events with at least obetagged jet. Similar numbers are events.

found for other subsample§.e., SVX double, SVX single and Figure 16 shows the reconstructed-mass distribution for

SLT). lep and had denote leptonic and hadronic decays, respec-eyents from these decay channels. The inset shows how the

Fively, for the 7 lepton. A dash indicates that no events were foundmedian of the reconstructed-mass distribution changes with

in the category. the input value of the top quark mass used in the simulation.

The relatively low, but nonzero value of the slope indicates

100

Mass reconstruction in other ttdecay channels

Top quark candidate

that these events also provide information about the top

Channel sample Tagged events quark mass. The signal templates, to be discussed in Sec.
e+jets 0.423-0.008 0.4240.010 VII, include contributions from these channels, hence we do
u+jets 0.426-0.008 0.436-0.010 not expect any bias on the fitted top quark mass from these
e— r(had) 0.017+0.002 0.01%0.003 events.

e—(lep) 0.007+0.001 0.00%0.002

ee 0.012+0.002 0.01%0.002 E. Mass reconstruction in nontt events

e—u 0.023+0.002 0.024:0.003 _

w—7(had) 0.0170.002 0.0170.003 Non-+t events are also present in the data samples. For all
u—1(lep) 0.005+ 0.001 0.006& 0.002 the samples considered, the dominant background is ex-
w—p 0.004=0.001 0.004 0.001 pected_ to be from production Wboson; in associationlwith
7(had)+ (lep) 0.002+0.001 _ extra jets. The background shape is modeled with the
(lep) +jets 0.063-0.004 0.058 0.005 VECBOS Monte Carlo simulation. As witlit events, we fit

the background events using thé defined in Sec. VI. Since
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FIG. 17. Reconstructed-mass distribution for background events FIG. 18. Reconstructed-mass distribution for events containing

from thevecsos Monte Carlo simulatior(points. Also shown are ¢ a4t four jetsE;, and a nonisolated lepton. The expected frac-
the reconstructed-mass distributions from teswiG Monte Carlo . — . . .
on of tt in this sample is~9%. The points are data and the

simulation using input top quark masses of 140, 175, ancﬂ. . S

200 GeVEZ2. In all cases, events are required to have at least Onelstogram is theveceos distribution.

SVX or SLT tagged jet. Each distribution is normalized to have unit

area. Each of these samples fails one and only one of the top
sample criteria. Figure 18 shows the reconstructed-mass
spectrum for candidaté/+ 4 jet events in which the primary

Reconstructed Mass (GeV/cz)

the sample of events does not conttinone does not expect . . . S
any resonant peaks in the reconstructed-mass spectra Tﬁleect_ron is not isolated from Jet activity in the event. The

. " ‘reguirement that the lepton is nonisolated makes it more
reconstructed-mass spectrum f@cBos events which have

at least ondv-tagged jet is shown in Fig. 17. This distribution likely th_at the selected data events are from_ m_ultut_abbr
production. The data are compared to the distribution from

is compared to the distributions fot events with input top  \ecposevents which also failed the lepton isolation criteria.
quark masses of 140, 175, and 200 G&V/It is observed  The similarity of the two distributions shows that the non-
that for a top quark mass of 140 Ge¥/ the signal and /7 component of the background is well modeled by the
background peak at nearly the same value of reCOnStrUCt‘%gzcaos simulation. The fraction ott events in the data

mass. However, thet events are more sharply peaked thansample is expected to be9%. A Kolmogorov-Smirnov test

background, and therefore there is still shape discriminatiompplied to these two distributions yields a 36% confidence
between the two. As the top quark mass increases, thievel for agreement. Figure 19 shows a similar comparison in
reconstructed-mass distribution fdr events is clearly sepa- which the events are required to have no more than two jets
rated from the background. Since we include a backgrounwith E greater than 15 GeV. This sample has an estimated

constraint in the top quark mass likelihood(Bee Sec. VIl tt contribution of about 0.7%. A Kolmogorov-Smirnov test
differences in shape between signal and background evengpplied to these two distributions yields a 45% confidence
are not required. However, the shape differences do improvievel for agreement. Figure 20 compares samples of events
the resolution on the top quark mass measurement. in which the primary electron was reconstructed in the PEM
(1.1<|n|<2.4). We expect little or no dependence of the
reconstructed mass on thevalue of the primary electron, as
The background modeling is checked by comparing theevidenced by the similarity between thiscsos distribution
reconstructedV+4 jet mass distributions from some data and the one in Fig. 17. This sample is estimated to haite a
samples with the appropriate distributions from trecBos  fraction of 0.2%. A Kolmogorov-Smirnov test applied to
simulation. The data samples consist of events that fail onlyhese two distributions yields a 33% confidence level for
one of the top sample criteria. The samples compared arggreement.
events failing only the lepton isolation criteria; events having We expect the events in these three data samples to be
fewer than three jets witk+>15 GeV and 7|<2 (see Sec. predominantly from the same sources as described in Sec.
[l C); and events with a noncentral (¥x17|<2.4) primary IVC, but in different proportions. In all three cases the
electron. VECBOSSsimulation agrees with the reconstructed-mass distri-

Comparisons ofvEcBos with data
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FIG. 19. Reconstructed-mass distributions for events with an |G, 20. Reconstructed-mass distribution for events containing
isolated leptonEy, and no more than two jets withr>15GeV. 4t |east four jetsF;, and a noncentral electrgreconstructed in the
The expected fraction dt in this sample is=0.7%. The points are  region 1.k |5|<2.4). The expected fraction of in this sample is
data and the histogram is the distribution fremcsos ~0.2%. The points are data and the histogram isviesos distri-

bution.
bution in the data. Therefore we assume that ¥EeBoS

simulation models satisfactorily the reconstructed-mass di

Sikelinood values. The second method requires that the tem-
tribution of the background events in the mass subsample d

Splates themselves be interpolated as a function of input top
quark mass. The signal templates then become a function of
VII. DESCRIPTION OF THE LIKELIHOOD PROCEDURE both the input top quark mass and the reconstructed mass.

A likelihood procedure is used to extract a measuremen?—the ?adckground_lfﬁmp:_lst?i ars only ftl;]nctlobns gf ft_he drecon—
of the top quark mass from the reconstructed-mass distripgprUcted mass. The Ikelinood can then be detined as a
. f the d | d thesianal and back q smooth function of both input mass and reconstructed mass,
tions of the data samples and tttesignal and background - 5, ng fyrther interpolation is needed. Previous publications
models, along with the constraint on the background frac

. Thi ion d ibes the likelihood and di ’T1,2], with lower statistics, have used the first method of
tions. This section describes the likelihood and discusses 1§ terpolation. However, the second method employs a single
validation with the help of simulated experiments.

interpolation process and uses optimally the finite Monte

Carlo statistics in the templates. We have adopted the latter
A. Parametrization of the reconstructed-mass distributions method for this analysis.

We use thederWIG Monte Carlo plus detector simulation ianal o
to model the shape of the reconstructed-mass distribution in 1. Signal parametrization

tt events. Event samples are generated at several different A single function,fs, is used to model the distribution of

values of the top quark mass ranging from 120 toreconstructed top quark masses forevents for any given

220 GeVkE?. The vECBOS Monte Carlo program is used to value of the input top quark mass between 120 and

model the shape of the background distribution. Thend ~ 220 GeVE?:

background samples are processed using the CDF simula-

tion, and the same analysis is applied to them as to the dat _ _

sample. Histograms of reconstructed masses from thes:fS(M“Pk)_ NIP6f1(Mi,P123) (1= Pe)To(Mi,Pag)],

samples are referred to as templates. 7.0
Since we generated templates for only a finite number of

input top quark masses, extraction of a measured top quatkhere

mass from the data will require an interpolation. This can be

achieved in one of two ways. The first consists of fitting the 1+P,

data separately at each input top quark mass value to a com- __'3 b \Poa—Ps(M~Py)
bination of signal(at the given magsand background. The f1(M,P12g) I'(1+P,) (M—Py)ze o
maximum likelihood is then interpolated from the resulting (7.2
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FIG. 21. Reconstructed-mass distributions from simulated FIG. 22. Reconstructed-mass distributions from simulated

events for several input values for the top quark mass used in theyents for several input values for the top quark mass used in the
simulation. The overlayed curves are predictions from the paramsjmylation. The overlayed curves are predictions from the param-
etrization of templates at 18 different top quark mass values. Th@trization of templates at 18 different top quark mass values. The
distributions shown are for the subsample corresponding to evenigstributions shown are for the subsample corresponding to events
with exactly one SVX-tagged jet. with exactly two SVX-tagged jets.

—(U2[(M,~Py)/P5]2 (73 SVX) tagged, an_d no tag events. Because of Iimit_ed s_tatistics
' and low probability for obtaining two SVX tagged jets in the

VECBOS Monte Carlo simulation, we assume the same back-

(7.4) ground shape for SVX double and SVX single tag events.
The mass measurement is insensitive to this assumption be-

For each mass subsample, six pairs of parametersy, ¢) cause the expected background fraction for double tag events

are needed to describe how the distribution of reconstructei$ only 4%. In Sec. VIF1 we compared distributions from

mass M) evolves with the input top quark masM(,;).  top-depleted data samples with analogeesBos distribu-

For example,a, and ay, (a5 and a,;) describe how the tions to show that theecBos Monte Carlo simulation mod-

mean(width) of the Gaussian portion of the reconstructed-els the shape of th'et_backgrounds quite well.

mass distribution changes wi,,. The parameter values

and their covariance matrix are obtained by a chisquare fit to o o

the templated60]. Six of the 18 templates for the SVX B. Definition of the mass likelihood

single sample are shown in Fig. 21 together with the predic- The value ofMy,,, for each mass subsample is obtained

tions obtained from the fit parameter values. Figures 22—24om a maximum likelihood procedure applied to the ob-

show the same six templates for the SVX double, SLT, angerved mass distribution. The procedure allows the template

no tag subsamples, respectively. The fit chisquares per déit parameters and the background fractignto vary about

gree of freedon(DOF) are 1.17 for 555 DOF, 1.07 for 335 their central values within their respective uncertainties. The

DOF, 0.96 for 454 DOF, and 1.36 for 589 DOF, for theseonly parameter which is entirely unconstrained in the mass

e

1
fZ(Mt 1P4,5): \/EP
5

Pi=aj+ ai Miop-

four subsamples, respectively. likelihood fit is My,,. The reconstructed masses for the
o events in each of the four mass subsamples are tabulated in
2. Background parametrization Appendix A. Since the subsamples are statistically indepen-

The fitting of the distribution of reconstructed massesdent, the probability of observing these four sets of masses
from vECBOS is performed in a similar fashion to the signal can be expressed as a product of four individual likelihood
templates, but with fewer parameters and no dependence dwnctions, one for each subsample. These four likelihoods
Miop. For the tagged subsamples, the background distribupave the same form:
tion shape can be described by, whereas the no tag sub- _
sample requires the additional freedomfgfto adequately £=Lshape Loackground® Lparam: (7.9
describe its shape. Figure 25 shows the parametrizations of
the background distributions for the SVX tagged, Stib  where

032003-26



MEASUREMENT OF THE TOP QUARK MASS WITH TH . .. PHYSICAL REVIEW D 63 032003

40 F 30l 100 | +

40¢ 140 GeV/c? 155 GeV/c? 140 GeV/c? 155 GeV/c?
30 30F 601 5
20 20 F 40} 50 F
10f 10F g 20F 25}
0 0 : ~a 0 ' -~ 0 !
100 200 300 100 200 300 100 200 300 100 200 300
% %
> 80F N L
E ol | 170cevi E 150 170 GeV/c | 150} 185 GeV/c®
v 40 3100» 100f 4
8 | 2 50¢ ! 50t
‘g ‘g .
g0 0 : g0 : 0 :
&3) 100 200 300 100 200 300 &3) 100 200 300 100 200 300
aalF 100
i 1 200 GeVic |yl 75t 200 GeV/e® | 60| | 220 GeV/e®
20F +# 10 S50F +++++ 407 i
10F + 25 ¢ 20 ¢
0 ' . 0 ' 0 ' 0 '
100 200 300 100 2002 300 100 200 300 100 2002 300
Reconstructed Mass (GeV/c”) Reconstructed Mass (GeV/c”)
FIG. 23. Reconstructed-mass distributions from simulated FIG. 24. Reconstructed-mass distributions from simulated

events for several input values for the top quark mass used in thevents for several input values for the top quark mass used in the

simulation. The overlayed curves are predictions from the paramsimulation. The overlayed curves are predictions from the param-

etrization of templates at 18 different top quark mass values. Thetrization of templates at 18 different top quark mass values. The

distributions shown are for the subsample corresponding to evendistributions shown are for the subsample corresponding to events

with one or more SLT-tagged jets and no SVX-tagged jets. with no SVX-tagged or SLT-tagged jets, and the fourth jet having
E;>15GeV and 5| <2.

Nevents
Lehape H [(1=Xp) F(M{ ,M{0p, @) fsas a continuous funct!on o, the likelihood is inher-
i=1 ently a continuous function d¥l,, as well.
- To extract the top quark mass for each subsample, we
+Xpfpo(Mi, 8)], (7.6)

minimize —log £ with respect toM,,, X,, @ and B The
statistical uncertainty oM, is taken as the change M,
Lbackground™ P(Xp), (7.7 \which results in a 0.5 unit increase tlog £ along the line

on which —log £ is minimized with respect to variations in
all the other fit parameters. The statistical uncertainty has
contributions not only from the finite statistics in the data
sample, but also from the uncertainty in the expected back-
ground and the finite statistics in the mass templates. How-
ever, the latter two contributions account for less than 1% of
the total statistical uncertainty. The top quark mass and its
The likelihood Lgpape is the joint probability density for a  statistical uncertainty for the four subsamples combined are
sample 0fNgensreconstructed masség; to come from a extracted in the same way as above from the product of the
parent distribution with background fraction, and signal four subsample likelihoods.

fraction (1-xp). The background likelihood’,ckground

discussed in Sec. IV C 3, constrains the fraction of back- - . .

ground events to the expected value within its uncertaintie$ 1€Sts Of the likelihood procedure on simulated experiments
(see Fig. 2 The expected background fraction and number The performance of the likelihood scheme was tested us-
of background events are related Wg=x,X N,,s, Where ing simulated events from Monte Carlo programs. We per-
Nobs is the number of observed events for that subsampleformed a large number of simulated experiments, each con-
The vectorsi and 3 determine the shapes of the signfl)(  Sisting of four subsamples with the same numbers of events
and backgroundf¢) distributions. They are constrained by (Nops, i=1, ... ,4) asbserved in the four data subsamples.
Lparam to agree with the nominal valueg, and BO, via Each prer_iment sugsample contaivhﬂpbackground events
their covariance matriced andV, respectively. The inclu- andNg=(Ngps— Np)tt events, wherd\, is a binomial fluc-
sion of L,aram in the likelihood definition is due to the finite tuation of the expected background. TheNg andX;Ny, dis-
statistics of the Monte Carlo samples used to deternfijne tinct mass values for each simulated experiment were chosen
andfy . Furthermore, by parametrizing the signal probabilityat random from the discrete templates for signal and back-

TP UG N PR
['param:ex _E[(a_ao)u (a—ap)

+(B—Bo) "V HB—Bo)]}- (7.9
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FIG. 25. Reconstructed-mass distribution Mf+jets events FIG. 26. The value of the top quark mass returned by the fitter

generated with the/ecsos Monte Carlo simulation. The smooth for input top quark masses of 150, 175, and 200 @8V/Each
curves are the parametrizations of the reconstructed-mass distrib§imulated experiment contains an admixture of signal and back-
tions. The distributions are for SVX tagged, SLT tagged, and no taglround events as described in the text.

events used in the mass analysis.

on is the statistical uncertainty oNle,, returned by the

ground eventgFigs. 21-25. The four sets of masses were fit fitter. Figure 27 shows the pull distribution for the simulated
using the same likelihood procedure that was used to fit thexperiments generated fti,,= 175 GeVkt?. The width is
data sample. Each simulated experiment yielded a fitted toplose to unity, which indicates that the statistical uncertainty
quark mass, a statistical uncertainty and a maximum likelireturned by the fitter accurately reflects the deviation of the
hood value. The self-consistency of the likelihood procedurditted value from the input value. Alternately, in Fig. 28, we
was tested by comparing these returned values with expectgake slices ingf\'/}at, and evaluate the width of the corre-
tions. o sponding Meyxp—Minpyy) distribution. The points have a
Figure 26 shows the distribution of returned masses from

the likelihood fit for input top quark masses of 150, 175, and
200 GeVE?. The curves are fits to Gaussians, and have cen-
tral values of 149.8, 174.8, and 200.2 Ge¥/and o of 5.8, 300
6.8, and 7.6 GeW?. In each case the mean of the distribu-
tion is consistent with the input value, which demonstrates
that the procedure introduces little or no bias into the top
guark mass measurement. Thef the distributions reflects

the expected statistical uncertainty on the top quark mass 200}

Mean = 0.0340.02

Sigma = 1.0610.01

measurement for experiments which have the same expected %
background anth-tag composition as our run 1 data sample. E 150
Based on the fitted’s one expects to achieve a statistical &

uncertainty orM,, of ~4%.
The statistical uncertainty returned by the likelihood pro- 100
cedure should reflect the deviation of the returned top quark
mass from the input value. The pull, defined by sl
pull= I\/Ieps—“ (7.9 -
Im 05— 3 =2 1 o0 1 2z 3 4 3

. . Pull from Simulated Experiment:
is used to check the consistency between the measured de- om Simiated Experiments

viation on the top quark mass and the estimated statistical FiG, 27. The distribution of pulls between the returned value of
uncertainty. In the above expressiVey,, is the fitted top  the top quark mass and the input value of 175 G#VEach simu-

quark mass value returned by the likelihodd;, . is the lated experiment contains an admixture of signal and background
input value used to generate tft@mulated experiment, and events as described in the text.
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TABLE XV. Results of applying the mass likelihood procedure
to the four subsamples and for all subsamples combined. The back-
ground fractions are constrained to their expected values via the
curves in Fig. 2. For the four subsamples, we show the fitted back-
ground fraction and the fitted top quark mass. Also shown is the
final mass value obtained when combining all four subsamples. The
combined background fraction is the average of xbdit results
weighted by the number of events in the subsamples.

—
(=}
T

=)

=)
T

» Number Top quark mass
;*,5" Data sample  of events it (GeVic?)
° * + SVX double 5 0.03:0.02 170.@3;3
st ] SVX single 15 015903 178.0°%2
Dashed line: Slope=1.0 (not a fit) SLT 14 0.53-0.09 140. 6J:44 2
al 4 Dotted line: Slope=0.92 +0.09 (fit) ] No tags 42 0.69" 3% 182.1° 5%’
All subsamples 76 0.510.06 176.1°22

Width of the Measured-Mass Distribution (GeV/cZ)
~J

334éé%é61'o211
Statistical Uncertainty on the Measured Mass (GeV/c”)

background events vibl,=x[""xN! ., and the signal plus
FIG. 28. The Gaussian width of the mass distribution asafuncbaCkground has been normallzed to the number of data

tion of the statistical uncertainty returned by the likelihood. Eachevents Nopd. The combined fit to all four subsamples is
simulated experiment contains an admixture of signal and backshown in Fig. 30.
ground events as described in the text. The dashed line, which has a To investigate the impact of the background constraining
slope of 1.0, is not a fit. The dotted line is a fit to the points, and hagerm on the fitted top quark mass, we also performed mass
a slope of 0.92-0.09. likelihood fits with the constraint on the fraction of back-
ground removed. In this case, the shape of the mass distri-
slope of 0.92-0.09, which supports using the statistical un- bution determines the background fraction. The results of the
certainty returned by the fitter as a measure of the statisticahass fits are presented in Table XVI. Several observations
uncertainty for a given experiment. can be made from a comparison of these unconstrained mass
fits with the constrained ones in Table XV. First, the tagged
subsamples fit to zero background, although with large un-
certainties, while the no tag subsample yields a similar back-
Having tested the mass likelihood procedure on simulateground content whether the background is free to float or not.
experiments, we now apply it to the data sample. Two sepaSecondly, the masses show little sensitivity to removal of the
rate fits are performed. The first is the standard mass likelibackground constraint. In general, one would expect the re-
hood fit defined in Sec. VII B. The second is the mass likedmoval of the constraint to result in an increased statistical
lihood fit with the background fraction constraint removed.uncertainty since information is being removed from the
In this case, the background fraction is determined only fronikelihood fit. For all subsamples however, the uncertainty in
the shapes of the reconstructed-mass distributions for sign#te mass decreases when the background constraint is re-
and background. After presenting these results, we check tiieoved. This is because the fitted number of signal events
consistency of the data with Monte Carlo expectationtfor becomes larger.

plus background events in the expected proportion. Since the bagkground rates in the four mass subsamples
are correlated, it is not correct to allow their background

fractions to float relative to one another. On the other hand, it

is reasonable to investigate whether the background con-
The mass likelihood procedure is applied to the events irstraint is affecting the top quark mass measurement. The

the four mass subsamples. The measured values for the topsults in Tables XV and XVI indicate very little sensitivity

guark mass for each subsample and the combined results aethe background constraint.

presented in Table XV. As discussed in Sec. VII B, the sta-

tistical uncertainties contain contributions from both the sta- B. Comparison of data to expectations

tistics in the data, the uncertainties in the expected back- . . .

ground, and the uncertainties in the template fit parameters. Up to this point we have assumed that our data sample is

The latter two contribute less than 1% to the total statisticaf Mixture of standard modet signal plus background. Us-

uncertainty. Table XV also shows the fitted background fracing simulated experimentéwith M,,=175GeVt?), we

tions, which are constrained to the expected values via th@uantify the probability that our data sample is consistent

background likelihoods in Fig. 2. The mass fits for the fourwith a mixture oftt plus background with the background

mass subsamples are statistically consistent with one anoth&actions given in Table XV.

and are shown in Fig. 29. For each subsample, the back- We first check that the statistical uncertainty obtained

ground shape has been normalized to the fitted number dfom the data sample (5.1 Ged#) is reasonable. Figure 31

VIIl. RESULTS

A. Fits to data
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Events/(10 GeV/cz)

shows the distribution of statistical uncertainties from simu-
lated experiments along with the value we obtain for our dataf the negative log-likelihood obtained in the data sample
sample. We find that 5% of simulated experiments yield awith the values obtained from a large sample of simulated
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FIG. 29. Results of applying the likelihood

0 0 procedure to the four subsamples. The figure
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statistical uncertainty equal to or smaller than the value fronexperimentgFig. 32. A value of the negative log-likelihood

our data sample. While this number is small, it is reasonablgarger than expected from simulated experiments might indi-
cate that either the reconstructed-mass distribution is not
well modeled or that the background fractions in the sample
are not properly estimated. The distribution shows that the
value obtained from the data is quite consistent with standard

model tt_plus background, as evidenced by the 79% prob-
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ability of obtaining a value of-log L larger than the one
seen in the data.

C. Results from b-tagged events

In previous publicationg1,2], the top quark mass was

measured using only events containing SVX and/or SLT
tagged jets among the leading four jets as a single safple

events in Ref[1], 19 events in Ref.2]). The final sample of

34 b-tagged events has been analyzed as part of our four
subsample fit using the likelihood method described in Sec.

VI and VII. The 34 tagged events may be treated as three

subsamples or they may be fit as a single 34 events sample
[61]. The results of fitting the 3#-tagged events as a single

FIG. 30. Result of applying the likelihood procedure to the com-Sample are shown in Fig. 33. The likelihood fit yields a top
bined subsamples. The figure shows the datatogram, fitted
backgroundshaded hatched regiprand fitted signa{shaded non-
hatched region The inset shows the shape eflog £ versus top
quark mass, from which we extract the best estimate of the tof8% improvement is consistent with expectations from simu-
quark mass and its statistical uncertainty.

quark mass of 173:76.2(stah GeV/c? with a top fraction of
we obtain a top quark mass of 174.6.7(stap GeV/c?. The
lated experimentgsee Sec. [IIC L
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TABLE XVI. Results of applying the mass likelihood procedure to the four subsamples and for all
subsamples combined. The background fractions are free parameters in the mass likelihood fit. For the four
subsamples, we show the fitted background fraction and the fitted top quark mass. Also shown is the final
mass value obtained when combining all four subsamples. The combined background fraction is the average
of the x,, fit results weighted by the number of events in the subsamples.

Data sample Number of events xfit Top quark mass (Ge¢f)
SVX double 5 0.0°38 169.9' 52
SVX single 15 0.0°33 177.6'78
SLT 14 0.0°38 146.2°%8
No tags 42 0.530.22 180.8" 3%
All subsamples 76 0.290.20 176.24.8
D. Alternate techniques measured top quark mass. The change is either a one stan-

Other analyses which have different selection criterigd@rd deviation(lo) uncertainty on the variable in question,
and/or modified formulations of the? have been performed. ©F & change in an input assumption. The change in the top
The analyses are aimed at improving the probability forduark mass is eva]}luatedlusmg S|mulat?(d_ex;7er|mésﬁe ,
choosing the correct combination. The first of these analyseS€C: VI O- We perform a large number of simulated experi-
the £** analysis, uses two additional terms in thto aid ments with(a) the r]omlnal input value o_f the varlablt_a or the
in choosing the correct combination. The second analysi§t"’|mOIarOI a;]ssurrr]lptlona art) a 1.0 Shr']ﬁ in the varlab:je
uses a looser definition fdrjet tagging to increase the num- Yalué or the changed assumption. The reconstructed-mass
ber of doubleb-tagged events. Values of the top quark massd|str|but|on from each simulated experiment is fit using the
from these two analyses are consistent with the results prec‘-""mfa .I|keI|hood procedure as used on the d.ata.sample, thus
sented in this report and are summarized in Appendix B. obtalnlng a measured top quark mass. The |I!<e|lh00d proce-

dure includes the same templates as used with the data. The
systematic uncertainty is defined as the difference in the me-
IX. SYSTEMATIC UNCERTAINTIES dian top quark mass between the two ensemfeand (b).

The general procedure for estimating the systematic unThe distribution of reconstructed top quark masses from
certainty onM,,, from a given source is handled similarly simulated experiments in which all inputs are set to their
for all sources. For a given source of uncertainty, we make &ominal values was shown in Fig. 26.
change in the input value, and evaluate the impact on the

400
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Mean = 6.6 GeV/c?
350} 200
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175¢

o alsof
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A 2125
3 £
(o]
v @100 f
5
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-log(L) from Simulated Experiments
Stat. Uncertainty, o™ from Simulated Experiments

FIG. 32. Distribution of the minimum value of log £ from
FIG. 31. Distﬂbution of statistical uncertainties from simulated simulated experiments d)f-_(Mtop: 175 GeVbz) plus background.
experiments oftt (M,,=175 GeVE?) plus background. Each Each simulated experiment contains a mixture of signal and back-
simulated experiment contains a mixture of signal and backgroundround events as described in the text. Also shown is the minimum
events as described in the text. Also shown is the statistical uncer-log £ value obtained from our data sample. The probability for

tainty obtained from our data sample. The probability for obtainingobtaining a larger value of log £ in the simulated experiments is
a smaller uncertainty in the simulated experiments is 5%. 79%.
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FIG. 33. Result of applying the likelihood procedure to the 34 100 150 200 250 320 350
b-tagged events, treated as a single sample. The figure shows tr Reconstructed Mass (GeV/c")

data (histogram, fitted backgroundshaded hatched regipnand o )
fitted signal(shaded nonhatched regjofrhe inset shows the shape ~ F1G- 34. Distribution of reconstructed masses fgr SV?( single
of —log £ versus top quark mass, from which we extract the toptaQQEd events from theerwiG tt Monte Carlo simulation using an

quark mass and its statistical uncertainty_ input top mass 175 Ge‘d? for (a) a— 1o shift in the jetPT scale,
(b) no shift in the jetP scale, andc) a+ 1o shift in the jetPt
A. Uncertainties from the energy scale scale. These distributions are used as inputs to generate the samples

i ] . of simulated experiments described in the text.
The event reconstruction algorithm varies the measured

momenta of the jets, leptons, and unclustered energy to fand for the background mass distribution. To obtain the sys-
the kinematics of the hypothesizeﬁ decay. The energy tematic unqertainty, we generate two large samples of simu-
scale for electrons and the momentum scale for muons af8t€d experiments. In the first sample, we choose the recon-
known to a precision of 0.14% and 0.065%, respectivelystructed masses fdt events at random from distributions
[33]. This uncertainty has a negligible effect on the uncerlike the one in Fig. 3@). In the second sample, we use
tainty in the top quark mass measurement. The uncertaintgiistributions like the one in Fig. 3d). The simulated experi-
on the quantityX;, the transverse energy beyond the partongnents in each of these samples are fit using the standard
associated with thet event, has been discussed in Sec. V g templates and the likelihood technique described in Seg. VII.
This uncertainty is large, but large variations %f do not The median to_p mass from the simulat_ed experiment_s in the
have a significant impact on the mass reconstruction.Bhe W0 samples differ because of the appliedfgtscale shifts.
is evaluated through the measurements of the charged Iepto-f:nf‘e distribution of reconstructed top quark masses from the
the jets, and the unclustered energy, and is therefore not d¥© (et Py shifted samples are displayed in Fig. 35. We
independent measuremesee Sec. VB To avoid correla- take half t.he Q|fference bgtween the medians o&l’mr and
tions it is not used as a measurement in the fit, but is used to 1o distributions(from Fig. 35 as the uncertainty on the
estimate a starting value for the transverse momentum of th{P quark mass measurement due toRhescale uncertainty.
neutrino. Thus, the energy scale uncertainty in the measuredsing this prescrlptlgn, we obtain a top quark mass uncer-
top quark mass is dominated by the uncertainty in the med@nty of £4.4 GeVk~ from the jetP scale.
surement of the jet momenta.

The total uncertainty in the jeP; scale is taken as the B. Initial and final state hard radiation

guadrature sum of all uncertainties discussed in Sec;v A. QCD radiation that produces jets can originate from the
We apply +10 and —1o shifts to the jet momenta imt outgoing(final statg partons, the incomingnitial state par-
signal and background events, and measure the effect on thens, or from interference among the two. The interference
measurement of the top quark mass. For the SVX singleffect is expected to be sm@8#9] and is not considered here.
subsample, the distributions of reconstructed masses for The effects of initial state radiatiodSR) and final state
—1o0 and+ 1o shifts in thePr scale are shown in Figs. @  radiation(FSR on the measurement &, are studied us-
and (c), respectively. These distributions may be comparedng thePYTHIA program since it allows the two effects to be
to Fig. 34b) which shows the distribution obtained from the studied in isolation from one another. The approach used to
default momentum scale. As expected, a clear shift in thevaluate the systematic uncertainty due to ISR is to compare
reconstructed-mass spectrum is observed. We generatige median mass from simulated experiments using the stan-
analogous distributions for the other three mass subsamplefrdPYTHIA settings to the median mass from simulated ex-
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difference in the median top quark masses between the two
Jet Py, Shift - + samples, or 2.2 Ge¢f. As with ISR, we assume that the
shift in top quark mass is symmetric with respect to the
amount of FSR, so the systematic uncertainty #i.2

1000

Median (GeV/ch) = 171.2 180

wr GeV/c2.
%600 I C. Background mass distribution
g In generating the default background distributions with
2 the VECBOS program, we used the/+ 3 partons matrix ele-
,_%400- ments and chose a scale@f=(P1)2. This Q? scale is not

only used invecBosfor the computations of the matrix ele-
ments and the evolution of the parton distribution functions,
but it is also used in the evolution of the parton showers to
limit the P of additional jetd62]. As a result, the shape of
the reconstructed-mass distribution is sensitive to the choice
; b of scale. The systematic uncertainty from using the assumed
I BT R ™ 190 200 background shape was evaluated by changingQhescale

Fitted Top Mass from Simulated Experiments (GeV/ch) from <PT>2 to M\ZN- Simulated experiments usirtg and the
modified background shapég(:M\ZN) were fit to the de-
FIG. 35. Distribution of fitted top quark masses returned fromfa|t signal and background probability distributions as de-
the likelihood procedure for simulated experiments. The solid hisscriped in Sec. VII. The median mass from these simulated
togram shows the distributipn when the &t scale is shifted down _experiments was found to differ by 1.3 Ga?/from simu-
by —1o, and the dashed histogram shows the resuits when the jgl o experiments using the default background shape. The
Pr scale is shifted up by-1o. The median top quark masses for systematic uncertainty from the background shape modeling

each are indicated on the figure, from which we obtain a systematic . . >
uncertainty of 4.4 GeW2. 15 taken to be this difference symmetrized,“ol.3 GeVkt-.

periments with ISR turned off. The median mass from simu- D. b-tagging

lated experiments for the no-ISR'THIA sample is found to A systematic uncertainty in the top quark mass measure-
be lower than that of the standamlyTHIA sample by ment may arise from an uncertainty in the SVX and SLT
2.6 GeVkE?. The uncertainty is taken to be one half of the tagging efficiencies. For SVX tagging, the primary uncer-
shift in median mass between the standartHIA simulation  tainty comes from the possibEe; dependence of the SVX
and the no-ISRYTHIA simulation, which is 1.3 Ge\t?. We  tagging efficiency which may differ from the simulation. The
assume that the shift is symmetric with the amount of ISRSVX tagging efficiency in data relative to the simulation is
and therefore the uncertainty is1.3 GeVk?2. parametrized as a function of the j&, and is nearly flat.
Extracting the effects due to final state radiation is a morelhe systematic uncertainty is evaluated by assuming the
subtle exercise becauseTHIA, like HERWIG, describes jet largest possibl& dependence of this ratio given the avail-
formation through a parton shower. The effects of modelingable statistics. Comparison of results obtained using a flat
the softer components on the measurementigf, are de-  ratio to those obtained with a sloped one gives a mass shift
scribed by the studies of soft gluon radiatigeee Sec. of only 0.1 GeVE?2.
VA1). In this discussion, we are therefore referring to the The jetE; dependence of the SLT tagging efficiency is
“harder” component of FSR, which leads to extra jets in thebetter known than in the SVX case. However, a systematic
final state. To isolate the effect of FSR, we use a sample afincertainty does arise from the uncertainty in the expected
PYTHIA events which have ISR turned off. We select a subratio of true to fake SLT tags itt events. To estimate the

sample of these events that have exactly four(eiter four  sensitivity of our top quark mass measurement to this ratio,

.h'gh'ET Jets, ET.> 15GeV and|7|<2.0, or three h'gh_ET we generate Monte Carld events in which all SLT tags are
jets plus one withEr>8 GeV and|7|<2.4), all of which  giser () true tags, orb) fake tags. We then produce two
can be uniquely matched to the partons frdtn decay |arge samples of simulated experiments, each having the
(within a cone of 0.4 Using the procedure of simulated same number of observed events as in our four mass sub-
experiments, we take the systematic uncertainty to be haamples and including the appropriate background contribu-
the difference between the no-ISRTHIA events with no  tions. The two samples of simulated experiments consist of
restriction on the number of jets and the subsample of eventsither events all from sé#) or all from set(b). The median
with exactly four jets uniquely matched to the partons fromiop quark mass values from the two samples of simulated
tt decay. We assume that this difference is approximatelgxperiments differ by 0.8 Ge¢?. We take half of this dif-
independent of the amount of ISR present. The median toference, or 0.4 Ge\¢?, as the corresponding systematic un-
mass from the no-ISR sample with exactly four jets is foundcertainty in the top quark mass. Combining the systematic
to be larger than the default no-ISR sample by 4.4 @8V/ uncertainties from SVX and SLT tagging, we find an overall
The systematic uncertainty is taken to be one half of thesystematic uncertainty of 0.4 GeVk?.
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TABLE XVII. Systematic uncertainties on the measurement of A. All-hadronic topology

the top quark mass for this analysis. The top quark mass measurement in the all-hadronic to-

Source Uncertainty (Ge\t?) pology useq a sample 'of 136 events that satisfied several
selection criteria, including the requirement of six or more

Jet energy measurement 4.4 jets, at least one of which was tagged dsl®y the SVX. The
Initial and final state radiation 2.6 estimated background in the sample was#08events. The
Shape of background spectrum 13 method for extracting a top quark mass was similar to the
b-tagging 0.4 one used for the leptarnjets topology, and included a kine-
Parton distribution functions 0.3 matic fit to each event and a likelihood fit to the resulting
Monte Carlo generators 0.1 reconstructed-mass distribution. The results of the likelihood
Total 5.3 fit yielded a measured top quark mass of 186

+ 10(stah +12(sysh GeV/c? [12]. A reevaluation of the sys-
tematic uncertainty on this measurement has led to a more
E. Parton distribution functions accurate estimate of 5.7 Ged/[65]. Appendix C describes

the details of this reevaluation.
All of the Monte Carlo samples used to measure the top

guark mass were generated with the MR3DA0] set of
parton distribution function$PDF. This was the preferred .
PDF at the time the samples were generated. Newer distri- The dilepton topology includeg events in which thav*
bution functions now exist, in particular ones which fit andW™ bosons each decay into an or nv final state. The
CDF'’s inclusive jet cross section. One such PDF, CTEQ4Lpresence of two neutrinos, which are not observed in our
[63], provides a higher gluon content at lower momentumdetector, prevents a straightforward event-by-event kine-
fraction than MRSDQ We take the shift in the median top matic fit to thett decay hypothesis. Therefore, we have mea-
guark mass between samples generated with the two PDF&ired the top quark mass from dilepton events using a
as the relevant uncertainty. We therefore assign a systematieeighting method15,66,61. In this method the vector sum
uncertainty of+0.3 GeVk? in the top quark mass from this of the neutrino transverse momenta, as predicted after mak-
source. ing certain assumptions, is compared to the observed missing
transverse momentu65]. From a sample of eight events
F. Monte Carlo generators with an estimated background of 1-8.3 events we obtain a
mass of 167.4 10.3stah=4.8sysh GeV/c?. A brief de-

The effect of using different Monte Carlo generators hassription of the method, and some additional information not
also been studied. Previously, this was evaluated from thgaported in Ref[65] is given in Appendix C.

difference between theerwIG and ISAJET simulations. Be-
cause of the evidence that independent fragmentation does
not reproduce some aspects of the dateergy flow around )
and between jetg64,10) we will not useISAJET here. We _Each of the three top quark mass measurements is asso-
evaluate the systematic uncertainty from the choice of Mont%'af[ed with a s_tat_lst|cal and systemaic gncertalnty. The sta-
. . istical uncertainties are uncorrelated, since the samples are
Carlo generators via the mass shift betweenHibrwIG and S . . .
PYTHIA simulations. This gives a systematic uncertainty Ofs.tatlstlcally independent. However, the'systematlc un_certaln—
5 ' ties are correlated, and these correlations must be included
+0.1GeVk“. e
when combining the results.
_ o The systematic uncertainties in the measurements from
G. Summary of systematic uncertainties each decay topolog}65] are assigned to one of five inde-
The relevant systematic uncertainties studied for the tofpendent categorie1) jet energy scale(2) signal model
quark mass measurement are listed in Table XVII. Combin{ISR, FSR, PDFp-tagging, (3) Monte Carlo(MC) genera-
ing all of these effects in quadrature gives a total systemati€or (4) background model, an) Monte Carlo statistics.

B. Dilepton topology

C. Combining the measurements

uncertainty of+5.3 GeVk?2, or =3% of 176.1 GeVe2. The assignment of the systematic uncertainties for each of
the three mass analyses to these categories is shown in Table
X. COMBINED TOP QUARK MASS XVIII. In the lepton+jets measurement, the statistical uncer-

tainty in the Monte Carlo simulation is included in the global
The most precise measurement of the top quark mass istatistical uncertainty.

any single decay channel is obtained with events in the For each of the five categories, the systematic uncertain-
leptontjets topology. The analysis of such events leads to dies in each of the three measurements are assumed to be
mass of 176.15.1(stah+5.3(sysh GeV/c?. Measurements either uncorrelated or 100% correlated. The jet energy scale
in the all-hadronid12] and dilepton[65] decay topologies uncertainty is taken to be 100% correlated since all three
have also been made and can be combined with thanalyses use the same detector and the same jet clustering
lepton+jets result to reduce the overall uncertainty. Here wealgorithm. The systematic uncertainties coming from the sig-
make some brief remarks on these analyses, and describal model and the Monte Carlo generator are also assumed to
how the three measurements were combined. be 100% correlated since all three analyses useiHmaVvIG
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TABLE XVIII. Systematic uncertainties for each of the three  TABLE XIX. Correlation coefficients between the three mass
mass analyses grouped into the five categories. Also shown is thenalyses for the five categories of systematic uncertainty. Here, LJ
total systematic uncertainty for each analysis. signifies the leptottjets analysis, AH the all-hadronic analysis, and
LL the dilepton analysis.

Systematic uncertainty (Gebv?)

. . . . Correlation coefficients
Systematic category Leptontjets  All-hadronic  Dilepton

Systematic category LJ/AH LJ/LL AH/LL
Jet energy scale 4.4 5.0 3.8
Signal model 2.6 1.8 2.8 Jet energy scale 1.0 1.0 1.0
MC generators 0.1 0.8 0.6 Signal model 1.0 1.0 1.0
Background model 13 1.7 0.3 MC generators 1.0 1.0 1.0
MC statistics 0.6 0.7 Background model 0.0 0.0 0.0
Total 5.3 5.7 4.8 MC statistics 0.0 0.0 0.0

M Carl imulate Th . uses parametrized templates, which results in a continuous
onte Carlo generator to simulate events. The uncertain- jicalihood shape as a function of the top quark mass from

ties in the background shape are assumed to be unqorrelat%ich the top quark mass and statistical uncertainty are
because the background processes for each analysis are difzaluated. The statistical precision of the top quark mass
ferent. The correlation coefficients between the three pairs gheasurement has benefitted from a larger data sample than
analyses are given in Table XIX. o earlier measuremenfd,2], and through subdivision of the

The inputs into the calculation for combining the massgata sample into nonoverlapping subsamples according to
measurements are the three top quark mass measuremefdg p-tagging information. Systematic uncertainties have
cited in this Section, their statistical uncel"[ain'[ies, and thebeen Considerab'y reduced, primar”y through a better under-
systematic uncertainties and their correlations as listed iBtanding of the jet energy measurements which resulted in
Tables XVIII and XIX. The calculation uses a generalizedsmaller uncertainties on jé&.
chisquare method with full covariance matiigee for ex- From the 106 pb' run 1 data sample, we measure the top
ample[68]), and yield quark mass in the Ieptzdrjets topology to be 176.1

_ 2 +5.1(sta)+5.3(sysh GeV/c. Measurements of the top
m=176.1+6.6 GeVL®. (10.9 quark mass in the all-hadronfd¢2] and dilepton65] decay

In the calculation, the central value can be written as thdoPologies are consistent with this measurement. Combina-
weighted sum of the three input central values. The weightdion of the three measurements from CDF gives a top quark
which depend on the statistical and systematic uncertaintig§ass of 176.£ 6.6 GeVk?. The DO Collaboration has also
and the correlations, are found to be O(6pton+jets), 0.19  Published results on the top quark mass measurement in the
(dilepton), and 0.16(all-hadronig. If we define a statistical eptontjets and dilepton channels, from which they obtain a
uncertainty on the combined result as the quadrature sum @mbined top quark mass of 172.7.1GeVk? [6]. The
the weighted individual statistical uncertainties, that com-measurements of the top quark mass from the CDF and DO
bined statistical uncertainty is 4.2 GeVk2. The combined €xperiments are consistent with each other, therefore, their

systematic uncertainty, defined as the quadrature differend&in 1 measurements have been combinedzto obtain a top
between the total and statistical uncertainties, is thefluark mass at the Tevatron of 174.8.1 GeVk® [69]. This

+5.1 GeVk2. measurement represents the most precise measurement of
any of the quark masses.
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TABLE XX. List of events which are in the SVX double sub- TABLE XXII. List of events which are in the SLT subsample.
sample. Shown are the run and event numbers and the reconstruct8tlown are the run and event numbers and the reconstructed top
top quark mass for the solution having the lowg$t quark mass for the solution having the lowagt Events labeled
with an asterisk have two SLT-tagged jets.

Mass
Run Event (GeV/c?) Mass
Run Event (GeVvic?)
40758 44414 175.3
67824 281883 170.1 45705 54765 186.3
65581 322592 152.7 45880 31838 130.4
67971 55023 183.5 43351 266423 162.4
68464 547303 151.1 66368 91765 137.9
66500 421896 173.0
67879 30394 141.1
APPENDIX B: ALTERNATE MASS ANALYSES 69005 181134 129.6
58908 41102 138.6

A number of alternate mass analyses have been performed 60998

. . 423792 162.0
using the run 1 data sample. We discuss two alternate analy- 61334 57897 183.1
ses which are aimed at improving the statistical and/or sys- )

. . 64721 229200 181.0
tematic uncertainty on the top quark mass measurement us- 65208 247402 1494
ing some subsample of events. Another goal is to check our 65648 203840 203; 5
default technique by employing complementary strategies by ‘

67515 616477 149.9

(i) using more event information associated whtliagging
and jet charge, andi) reducing the sample to the most com-
plete events, i.e., those where we have batagged jets. The
first of these techniques includes additional terms in the like-
lihood function, which improves the probability for choosing ~ The £** technique70] aims at improving the fraction of
the correct jet-to-parton configuration at the expense of recorrect jet-to-parton assignments by combining three inde-
duced statistics. The second technique uses thiagging Pendent sources of evenﬂnformation into a single parameter.
algorithms to explore a subsample of the data set that corFhese sources arg? for tt-like kinematics as described in
sists of events with twb-tagged jets among the leading four

jets. Neither of these two techniques is found to yield a more TABLE XXIII. List of events which are in the no tag sub-
precise measurement than the mass analysis described in thmmple. Shown are the run and event numbers, and the recon-
body of this report. In this appendix, we briefly describestructed top quark mass for the solution having the lowést

these two mass analyses.

1. The £** fitting technique

Mass Mass

2 2
TABLE XXI. List of events which are in the SVX single sub- Run Event  (Gevic) Run Event  (GeVvic)

sample. Shown are the run and event numbers and the reconstructefs492 57501 179.2 58696 83095 137.6
top quark mass for the solution having the lowgét Events la- 41301 45902 175.7 50948 105232 115.4
beled with an asterisk have both SVX and SLT tagged jets. 43421 65648 147.8 60634 350037 151.2

47757 262594 219.6 61167 332223 167.3

Mass

2 45757 30003 1730 63265 5385 2552

Run Event (Gevic') 45144 107403 1892 64041 473567 2475
43096 47223 288.6 60656 96710  180.3 64997 78806  192.0
45610 139604 180.0 60746 121257 1801 65179 215794 1957
45879 123158 180.1 61511 75858  113.0 67391 50780  184.9
59698 31639 187.4 62981 85084 1250 67757 631972  172.0
63247 65096 161.0 64861 121618  178.8 68144 100373  178.3
63641 3054 173.3 64934 400688 2154 68231 78554  177.7
68006 44672 243.4 66046 507038 1642 68374 312573  139.1
64901 569801 156.3 66207 12039 1544 68553 707057  130.4
69683 135095 163.2 66315 365275 2303 68570 897728  142.6
56917 114159 156.7 67862 631243 1142 68593 88427  144.0
67515 298909 174.6 68006 176291  120.9 69519 430034  160.0
68312 821014 202.4 68939 352425 1731 70000 26023  161.1
68739 425355 170.9 69520 307639 2352 57438 71994  253.1
69781 266905 182.8 70578 351956 1430 64901 505659  108.1
56669 21631 152.1 70986 227609 1762 67397 105755  190.0

032003-36



MEASUREMENT OF THE TOP QUARK MASS WITH TH . .. PHYSICAL REVIEW D 63 032003

Sec. VI; probability for the jets assigned lagets to originate Mk |G- 6]
from b quarks, and the two jets assigned to the hadronic et= ':nlk —, (B3)
W-decay to originate from light quarks. The probability is = pi-€l

evaluated using the jet probabiliyPB aIgorithm[l,?l,?Z_;
and probaEIity to observe a given jet chafga] for b andb

quarks intt events wheree is the unit vector along the jet axig; andp; are the

charge and momentum of thith track, and the sum extends
a. Definition of £** over allny, charged particles in a fixed cone around the jet.

. ~ To determine optimal choices for the cone size and the
The JPB algorithm evaluates for each charged track in &eighting factork, we varied the jet cone size from 0.35 to

jet the probability that it comes from the primary vertex. For 1 g andk from 0.4 to 1.2, and compared the significance of
each jet the track probabilities are combined into an overallg ,, ation petween tteandbC(Qje) distributions. The re-
probability (JPB that the jet is consistent with the zero life- g5 \were relatively insensitive to the exact values of these
time hypothesis. Due to the long lifetime bfhadrons, the parameters. Since we found no strong dependence on these
JPB distribution forb quark jets exhibits a strong peak near .5 meters, we chose the same cone size as used to calculate
zero. Nonb jets intt events are produced either through thethe JPB probability and for simplicity selectée 1.

decays ofW-bosons tqu,d) and(c,9 quark pairs, or produc-
tion of gluon jets from initial or final state radiation. With the
exception of the charmed quarks, the riojets exhibit a flat
JPB distribution. The charm quark jets produce a small peak In this analysis we select events with at least one SVX or
near zero which can be ignored given its relative size. UnlesSLT tag. All of the standard lepton and jet corrections dis-
otherwise noted, charm quark jets are understood to be irsussed previously in this paper are applied. A total of 34

b. Event selection and number of expected background events

cluded in the “nonb” quark distribution of JPB. events are accepted which are identical to the tagged events
We incorporate the JPB variable into té definition by ~ shown in Table Il. Since the JPB algorithm uses tracks re-
introducing the following selection function: constructed in the silicon vertex detector, we require that

each event has at least one jet with associated SVX tracks.
We also require that the combination with the lowest value
of £** has ay? (as defined in Sec. Vlless than 10. Only
solutions in which @-tagged jet is assigned tabgparton are
considered. We find that 27 of the 34 events pass these re-
The x? is the same as the one defined in Sec. VI, andjuirements.

P(JIPB) is the probability density for théth-jet assignment ~ We take the combination with the lowest* value as the
(i=1,...,4). TheP functions in £L* depend only on jet most likely decay chain of thet into the four highesEr
type, since one function is appropriate for bmandgjets, jets. Monte Carlo studies show that switching er/ﬁ'ItO the

and another for nob-quarks. While they? value is in gen- L** selection increases the probability of making the correct
eral different for each of the 24 combinations, only six dis-jet-to-parton assignments. The probability of correctly as-
tinct values occur for the second term/ri. Groups of four,  signing the four highesE+ jets to thett daughter partons

corresponding to the interchange of thandb quarks(and  increases from 30:50.7% to 37.30.6%. This fraction is
the two neutrinoP, solutions, have the same contribution @ priori” limited to a maximum of 56%, due to jets from
from this second term. ISR and FSR.

We used thedErRwIG Monte Carlo and the full CDF de- The number of expected background events for the 34

tector simulation to generate tl(ieandg) and nonb andH) tagged events is estimated to be 101225, whic.h includes a
[74] probability density distributions. We only considered Packground of 7.6:1.3 for the 14 events with only SLT

events in which the leading four jets corresponded to the fouf@9S: This analysis reduces the number of SLT tagged events

. — S from 14 to 7(no SVX tagged events are cut dutsing the
primary partons fronit decay, which limits us to 56% of the \{;/ethod described in Sec. IV C, the expected background for

L* =x?—2-In[P(JPB) - P(JPB,) - P(JPB;)- P(JPB)].
(B1)

sample. Of this subset, we found that the largest fraction o he 7-event SLT sample was evaluated to bei%@events.

correct assignments based on selecting combinations wi
minimumﬁ*gwas 48%. which was obtainged with a jet clus- e therefore calculate an expected background for the 27-

tering cone size of 0.4 and a minimal tra@k of 1.0 Geve. ~ €ventsample of 5.8 events, which corresponds to a back-
To incorporate additional information pertaining to the 9round fractionx,=0.217¢ o3.

charge of theb andgjets, we define a new selection func-
tion, c. Result of the likelihood fit

The evaluation of the top mass uses the same techniques
L% =% —2.1n[C(Qy) - C(Op)], (B2) described in Sec. VII. The result of the fit is shown in Fig.
36. The histogram represents the reconstructed mass distri-
bution for the 27 data events. The shaded area corresponds to
whereC(Qje) is the jet charge probability density. The jet the background fraction returned by the fitting procedure,
charge is defined as in Rgf73]: and the smooth curve shows the sum of the fitted background
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FIG. 36. Results of th&** likelihood fit to 27b-tagged events
(histogram. The shaded area corresponds to the background re-
turned by the fit (5.2 1.4) and the smooth line is the sum of fitted  F|G. 37. Results from 500 simulated experiments usingQtie
signal and background contributions. The inset shows the shape gkelihood technique. Each simulated experiment consists of 27
the —log £** versus top quark mass from which we extract the events, as in the data sample. The upper figure shows the pull dis-
fitted top quark mass and background contribution. tribution between the fitted top quark mass and the input value

(175 GeVt?), and the bottom figure shows the average statistical
and signal contributions. The inset displays the likelihooduncertainty on the fitted top quark mass as returned by the likeli-
shape with the background fraction constrained to Dggg_ hood procedure. The arrow represents the measured value in the

Statistical Uncertainty from Simulated Experiments

The resulting fit yields data sample.
_ 5.9 2 the top quark mass of 0.9 Ged# from this source. The sys-
Miop=170.3 54(stad GeVic®. B4)  (ematic uncertainties for thé** method are summarized in

Table XXIV.

The soundness of the procedure was tested using simu- In conclusion, theC** analysis technique has been ap-
lated experiments. Figure @J shows the pull distributions plied to a 27-event subset of the 34 tagged events, and leads
for simulated experiments, and Fig.(BY shows the average to a top quark mass measurement of 11@:335'[510
(of the positive and negatiyestatistical uncertainty returned =5 1(sysy GeV/c?. This value is in good agreement with
from the likelihood fit. The arrow indicates the fit result from the results presented in Sec. VIII.
the data sample. We find that 44% of simulated experiments
have a statistical uncertainty smaller than measured in the
data sample.

Using simulated experiments, we compared the expected This analysis considers only events which contain two
statistical uncertainty from 34 tagged events using the starb-tagged jets[75]. To increase the acceptance for double
dard kinematic fit with 27-event experiments using & b-tagged events beyond what the SVX and SLT algorithms
technique. The studies indicated that for samples of this size,
we could reduce the top quark mass measurement uncer-TABLE XXIV. Systematic uncertainties for th€** analysis.
tainty by ~0.5 GeVk? over the standard kinematic, if we

2. Fitting double b-tagged events

consider the 34 events as a single sample. Systematic Value
uncertainty (GeVvic?)
d. Systematic uncertainties Jet energy measurement 4.0
The same categories of systematic uncertainties which  Initial and final state radiation 2.7
were shown in Sec. IX are present in this analysis. Moreover, Shape of background spectrum 0.5
we introduce a new systematic uncertainty which accounts b-tagging 0.3
for a possible difference in the tracking efficiency between Parton distribution functions 0.6
data and simulation. This uncertainty is introduced because  Monte Carlo generators 0.8
both the JPB algorithm and the jet charge calculation have Tracking efficiency 0.9
some sensitivity to the tracking efficiency in jets. Using Total 5.1

simulated experiments, we find an expected uncertainty in
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TABLE XXV. List of events used in the doubletagged analysis. Shown are the run-event numbers, the
algorithms which tagged the two jets, the dijet mass of the two untagged jets, and the reconstructed top quark
mass for the solution having the lowegt. If a jet is tagged by two different algorithms, both tags appear in

parentheses.
Dijet mass Top quark mass

Run Event Tags (GeVic?) (GeVvic?)
40758 44414 SVXSVX 83.9 175.4
59698 31639 SVX(SLT and JPB 79.5 187.4
63247 65096 SVXJPB 81.3 161.0
64721 229200 SLFSLT 81.6 181.0
65298 747402 SL+JPB 60.0 149.4
65581 322592 (SVXand SLT+SVX 66.2 152.7
67824 281883 (SVXand SLT+SVX 73.3 170.1
67971 55023 SVXSVX 98.1 183.5
68464 547303 SVXSVX 87.3 151.1

provide, we allow one of thé jets to be tagged by the JPB tion on the measured top quark mass can be improved by
algorithm. Because the JPB variable depends upon the imequiring the invariant mass of the two untagged jets to be
pact parameters of the tracks in the jet with respect to th@ear thew-boson mass. A cut of 60M ;<100 GeVk? was
primary interaction vertex, this algorithm is correlated with found to yield the lowest uncertainty on the measured top
the SVX tagging algorithm. We expect little or no correla- quark mass. Nine of the eleven events are found to survive
tion between the JPB and SLT tagging algorithms. We conthe\w mass cut. The nine events are a subset of the sample of
sider a jetb-tagged if it has a JPB value less than 5%. 34 tagged events. The reconstructed top quark masses of

Events are selected using the same selection criteria dgsese nine events are listed in Table XXV and are shown in
scribed in Sec. Ill. After we apply analysis cifig—(7) from Fig. 38.

Sec. llIC and req'uire that'two jets are tagged by at Iea}st one “rhe expected backgrounds are estimated to be 0.22
of the threeb-tagging algorithms, the data sample consists of — _

11 events. Monte Carlo simulations showed that the resolu=0-08 évents fromWbb+Wcc processes, 0.050.02
events from nonW background(e.g., bb production), and
0.13+0.05 events for nonheavy flavor background such as

E S

% Es.s 2 WW and WZ processes. The total number of background
o3 g s b events is then estimated to be £.@.1.
?;_« %2-5 3 The method for evaluating the top quark mass from this
§ 25 g 1: b data sample is the same as the procedure discussed in Sec.
= N VII. The results of the fit are shown in Fig. 38. The figure
, 05 shows the mass distribution obtained from data overlayed
o BN with the fitted results from the Monte Carlo simulation. The
160 170 180 190 . . . . .
i Top mass (GeV/c? inset shows the distribution of A log £ as a function of the
15 top quark mass for the nine data events.
The evaluation of systematic uncertainties are carried out
. in a similar manner to that which was discussed in Sec. IX.
The results are shown in Table XXVI. The uncertainty due to
[ background shape is appreciably reduced compared to the
0.5
p TABLE XXVI. Summary of systematic uncertainties in the top
ol m" nase - 7';;;""' — e quark mass measurement from doublagged events.
Reconstructed mass (GeV/c?)
Systematic uncertainties Values (Ge%y
FIG. 38. Distribution of reconstructed mass for the nine data
events and Monte Carlo simulation for the doubkag analysis. Jet energy measurement 4.1
The background distributiothatched has been normalized to the Initial and final state radiation 11
expected background of 0.4 events. The sum of sighatkground Shape of background spectrum <0.1
(dashed ling has been normalized to the fitted numbertbfand b-tagging 0.4
background. The inset shows the shape of the likelihood function  Parton distribution functions 0.3
versus the top quark mass, from which we extract the top quark Total 4.3

mass to be 171:87.2 GeVik?.
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four subsample analysis because of the smaller backgrouraf interpolating between likelihood values at discrete top

fraction. quark mass values in order to find the maximum likelihood
Using the techniques described in this section on the nin@oir]t. A third contr?bution came from the finite Monte Carlo _

double tagged events, we measure the top quark mass to Batistics that provided the expected reconstructed mass dis-

171.8+ 7.2(sta)=4.3(sysh GeV/c2. This measurement is tributions at different top quark mass values. The first two
conéisteﬁt with_th.e results presénted in sec. Vil contributions are no longer identified as sources of signifi-

cant systematic uncertainty since they concern the robustness
of the chosen method. The contribution from Monte Carlo
APPENDIX C: DETAILS OF THE ALL-HADRONIC statistics, of 0.3 Ge\dz, remains.
AND DILEPTON MASS ANALYSES The jet energy scale uncertainty was determined to be

5.4 GeVkE?. Part of that (3.7 GeW?), was due to differ-
ences in the calorimeter energy scale between two versions

A reevaluation of the systematic uncertainties on the meaef the detector simulation. The source of this uncertainty was
surement of the top quark mass in the all-hadronic channel dater corrected. As a result, the 3.7 Ge¥/contribution to
reported in Ref[12] has shown that some of those estimateshe uncertainty was eliminated.
were overly conservative. Since that publication further stud- A small reorganization of the contributions has occurred,
ies of the systematic uncertainties have led to better procevhich we mention in order to avoid any confusion in a com-
dures, which we now apply to all channels. The systemati®arison with Ref. [12]. The soft gluon uncertainty
uncertainties which have been revised include: initial and 3.0 GeVk?) has been moved from the “gluon radiation and
final state radiation, fitting procedure, and jet energy scaleffagmentation effects™ to the “jet energy scale” category.
These revisions are discussed below. The Monte Carlo generator uncertainty (0.8 Ge¥)/ has

The contribution due to uncertainty in modeling initial P€€n assigned its own category. The result is a new system-

and final state hard radiation was 8.0 GeX// To evaluate &ic uncertainty of 5.7 Ge\, with a breakdown into dif-

. . — ferent contributions as listed in Table XVIII.
this uncertainty, standanderwIG tt events were compared
to samples which were constructed to have smaller and
larger fractions of events in which one or more of the final
state jets did not match any of the daughter quarks from the The top quark mass measurement in the dilepton channel

tt decay. The most evident difference between the sampldSe€S €ight observed events that pass the standard selection
was that the width of the reconstructed mass distributiorf/t€"a used for the dilepton channkd4,65. The criteria
broadened as this fraction increased. On the other han{fd4!'® that the leptons have opposite charges, that there be

. ; o at least two jets per event, and include cuts on the missing
simulated experiments showed only a very small shift in th ransverse energy and the lepton transverse energies.

fitted top quark mass. The systematic uncertainty was evalu- This measurement involves two steps: a top quark mass

ated as follows. We generated two samples of simulated ®Xstimate is obtained for each event, and then a likelihood fit,

E)t;a)nments:_ (a)t onel utsmg tr?ehdefauHERw&G tetmglfltehs an% 0(yvhich allows for the presence of background, gives an over-
one using templates which were constructed to have Il best estimate of the top quark mass. The second step is

of events containing one or more jets that were not matched; .- "+ 4ot in the leptojets topology, but the first step
to the daughter quarks from the¢ decay. For the default g appreciably different.

HERWIG sample, approximately 60% of events have one or | order to get a mass estimate for an individual event, we
more jets not matched to a quark from tttedecay. In both  determine a weight distribution as a function of an assumed
cases, we evaluated the median and the rms width of fittetbp quark massm;. First, we assume that the event origi-
top quark masses from the simulated experiments. The Sygptes fromtt production and decay, that the leading two jets
tematic uncertainty was taken to be the quadrature differencgre p jets from top decay, and that the leptofesor ) are

of the widths between samplés) and (b). This number was  from associated\-boson decays. Next, we assume a value
then added in quadrature with the small shift in the mediaro the top quark massn,, assume pseudorapidity values,
mass which was observed between sanipleand (b). s, and 5,, for the two neutrinos, and solve for the two
sentially all of the 8.0 Ge\d” uncertainty was from the in- neytrino momenta. In general there are eight solutions be-
crease in the width of the distribution of samlg. Further  cayse of a quadratic ambiguity in each neutrino’s longitudi-
studies show that the change in width of the reconstructeda| momentum and a choice of pairing leptons with jets. For
mass distribution with increased radiation is reflected in the,zch solution. we denote &2 the vector sum of the solu-

statistical uncertainties returned by the fits for simulated ex34y's neutrino transverse momenta. Then we assign a weight
periments; thus the statistical uncertainty obtained from OUf each solution according to how wd® agrees with the

fitting procedure for the data sample already takes into ac- ) . )
; . ; event's measured missing transverse enetgy, as follows:
count this effect. A reevaluation, using the same procedurée

1. All-hadronic channel

2. Dilepton channel

as described in Sec. IX B, results in a contribution from this (ED —EM)2
source of 1.8 Ge\4? [65]. m :eXp( X X )
Another large source of systematic uncertainty 9(me, 73, 72) 20
(5.2 GeVk?) came from the effect of selecting the second- (EP —EM)2
best rather than the best kinematic fit to each event. A wexg — — 1 (1)
smaller contribution came from considering different ways 207 '
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02 021 TABLE XXVII. Information on the eight candidate dilepton

run 41540 [ run 45047 events used in the dilepton mass analysis. Shown are the run and
[ h event numbers, the types of leptons in each event, the number of
L 1 L1 i 7
ol 100 150 200 250 0 106956500550 reconstructed jetéwith uncorrectedP;>10 GeVk and |5|<2),

and the top quark mass estimates for each event. Also listed is
log(Pe,), Where P, is the sum of all the weights for the event

02 0.2 o : .
N run 47122 r run 57621 divided by the number of resolution samplings used.
> I
&) ol Aﬂ ,,,,,,, P S A P Run Event leptons Nj; Top quark mass log,)
< 1 150 200 250 100 150 200 250
2 41540 127085 e u* 2 158.8 0.47
S 05 02 45047 104393 e'u” 2 180.0 1.82
8 run 66046 [ run 67581 47122 38382 e'u 2 176.3 1.40
é : 57621 45230 efu” 2 156.3 2.20
8 - PP . S P ot _
g o; 100150 200 250" 0 100 50200 250 66046 380045 e'n” 4 172.5 5.20
67581 129896 e'u” 2 143.8 0.44
021 0.2 68185 174611 +,u 2 161.3 4.10
run 68185 [ run 69808 69808 639398 e u* 3 170.0 3.50
0 ﬁ o Lo PP e
100 150 200 250 100 150 200 250 . . . e
m, (GeV/c?) 30 for Monte Carlo events. This variable gives an indication

of how easily an event can be fit to thEdecay hypothesis.
FIG. 39. Weight distributiorf(m,), normalized to unity, forthe  The log@,,) distribution of simulatedt plus background

eight observed dilepton events. events is shown in Fig. 40. Thet events are from the
HERWIG simulation with a top quark mass of 175 Ge¥/

whereo is the resolution in each compondmntandy) of the  The logP,,) values for the eight observed events are listed in
measured unclustered transverse en¢sgg beloyw. The ex- Table XXVII and are indicated by arrows in Fig. 40. The
perimental resolution in jets and leptons is taken into accoundlata points all lie within the range spanned by the simulated
by sampling the measured quantities many times accordingistribution. In the simulated events, 0.7% have R\
to their resolutions. That is, for each set of assumed 7, , <—5.2, the value for the lowest data point, so the probability
and 7, values a weight is calculated many times, and thefor an eight-event sample to have at least one evert=a®
sum is accumulated. For each assumgdalue, 100 pairs of or lower is 5%.
7, and 7, values are assumed in turn, and the summed In Ref.[65] it was noted that the same method could be
weights are again summed, to give a final summed weightapplied to events in the leptetjets topology that had two
f(m;), at anym, value. Then,; and 7, values are drawn
independently from a Gaussian distribution with unit width
and centered at 0.0, as predicted ksrRWIG Monte Carlo i
simulations. Thus all the uncertainties on the measure- - iy
ment are taken into account, except for the resolution of the - £ 8
unclustered energy. We use=4+n GeV, wheren is the A
number of interactions in the event and comes from studies
of low-luminosity minimum-bias events.

For each eventy, values in the range 90 to 290 Ged?/
in 2.5 GeVk? steps, were assumed in order to givé(en,)
distribution. This distribution is used to determine a top
quark mass estimate, as follows. The position of the maxi- 3
mum value,f (M) max, 1S denoted byM ... The first points F )r
on either side oM ,, that havef (m;)<f(m;) /2 are de- - )[ ﬁ

noted byM; andM,. The average of1; andM,, is taken as
the top mass estimate.
The f(m,) distributions, normalized to unity, for the eight 1
events are shown in Fig. 39. The eight events, with their |
lepton identifications, numbers of jetsvith uncorrected A R S S—
transverse energy greater than 10 GeV and pseudorapidity in
the range—2.0 to +2.0 unity, and estimated top quark
masses are given in Table XXVILI. FIG. 40. Predicted distribution of loB¢,), the total weight sum

It is useful to define a variabld®,, as the sum of (m,) per resolution sampling, for the expecteidand background event
over all assumedn; values, divided by the number of reso- mix in the dilepton sample. The arrows indicate the values for the
lution samplings used. The latter number is 1500 for data andight observed events.
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lower E; as an unobserved neutrino and recalculd&&dor
the event. Then the above dilepton method was applied.

The five events in the SVX double sample were fit with
this method. A top quark mass value of 1815
+12.6 GeVt? was obtained. This value has to be compared
with the value shown in Table XV of 170:§3GeVic?, a
difference of 11.5 Ge\W?. In order to understand the differ-
ence between the two methods a comparison was made in a
Monte Carlo study that used a sample of approximately 1300

simulated leptorrjetstt events withM,,=175 GeVt? and

with two jets having SVX tags. The distribution of the re-
constructed mass from the standard leptfgis kinematic fit

is shown in Fig. 4(a). Also shown is the top mass estimate
per event with the pseudodilepton method described above.
The two distributions are similar. The medians are 170.5
GeV/c? and 170.9 GeW?, and the widths are 21.4 GeV/

c? and 23.4 GeWe?, respectively for the kinematic fit and
the dilepton methods. Here the widths are one-half the sepa-
ration of the 16th and 84th percentiles in the distributions. As
expected, the dilepton method gives a slightly wider distri-
bution. In Fig. 41b) the mass difference between the two
methods is plotted for each event. The width of this distribu-
tion is 24.3GeVt2. This shows that the shift of
11.5 GeVE? found for the five SVX double events using the
two methods is well within expectation.

methods.(b) The difference per event between the top quark mass This study shows that fitting the dilepton events, which

estimates from the two methods.

SVX-tagged jets. In such events the two untagged(f#tthe
four highestE; jets) are assumed to result froM-boson
decay, and in order to mimic \-boson leptonic decay one
of those jets is treated as a lept@bectron or muopand the

are underconstrained, using the technique described here is
just as valid and precise as the completely constrained 2C fit
used for the leptotijets sample. In addition, if we calculate
the statistical correlation between the two methods, we ob-
tain a correlation coefficient of 0.36, i.e., fitting the SVX
double events with this technique could improve the statisti-

other as a neutrino. In the following we took the jet with cal uncertainty on the mass determination from this channel.
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