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We report a measurement of the top quark mass using six candidate events for the pﬁ;e&s?srx

—1"vbl~vb+ X, observed in the DO experiment at the Fermim_bcollider. Using maximum likelihood fits
to the dynamics of the decays, we measure a mass for the top quank,-0fl68.4+12.3(stat)
+3.6(syst) Gev. We combine this result with our previous measurement in_mbﬂets channel to obtain
m,=172.1+=7.1 GeV as the best value of the mass of the top quark measured by DO.
[S0556-282099)04913-9

PACS numbgs): 14.65.Ha, 13.85.Ni, 13.85.Qk
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. INTRODUCTION integrated luminosity of approximately 125 ph recorded

The mass of the top quark is a free parameter in the sta Dy the DO detector during the 1992-1996 collider runs. We

dard model of the electroweak interactidiis. It arises from irst give a brief desprlptlon of the expgnmgntal sef@ec.
the Yukawa coupling of the top quark to the Higgs field, II), data reconstructiofSec. Il) and calibration procedures

which is not constrained by the model. Through radiative(sec' IV). We then describe the selection of the event sample

corrections, the value of the top quark mass affects predic(-sec' V, the mass analysis of the selected evégec. VI,

tions of the standard model for many processes. For ext—he maximum I|kel|_ho_od fit to the datesec. V”).’ and the
ample, the prediction for the mass of téboson varies by systemanc uncertqmnes associated with thdsmc' VI“.)'
approximately 7 MeV for every 1 GeV change in the mass Finally we summarize the results and combine them with the
of the top quarK2]. Precise measurements of the masses ofneasurement in the lepterjets channe(Sec. IX).

the top quark and th&V boson constrain the mass of the

Higgs boson. This dependence can be turned around and the Il. DETECTOR

top quark mass predicted from measurements of electroweak ) ) ) ——
processes within the framework of the standard model. Such DO is @ multipurpose detector designed to stpgycolli-

an analysis gives 15%11 GeV for the top quark mags]. In sions at high energies. The detector was commissioned at the

this sense, a measurement of the top quark mass constitutegﬁr.mi.lab Tevatron during the summer of 1992. A full de-
consistency test of the standard model prediction. scription of the detector can be found in Reff1]. Here, we

The top quark is the only fermion with a mass close to thedescribe only briefly the properties of the detector that are

vacuum expectation value of the Higgs field, or equivalently,reli’/:/’ant for_thedmass meaSL(er_ement_ln the dilepton r::hanne_l.
with a Yukawa coupling close to unity. It is therefore pos- e specify detector coordinates in a system with its ori-

: ; : in defined by the center of the detector and trexis de-
sible that by studying the properties of the top quark we ca jin . .
learn more about electroweak symmetry breaking. ined by the proton beam. Theaxis points out of the Teva-

The Fermilab Tevatron produces top quarks in collisiondr©" ring and the-axis up. We use to denote the azimuthal
of protons and antiprotons afs=1.8 TeV. The Tevatron coordinate and for the polar angle. Rather thah we often

. . _ _l
provided the first experimental confirmation of the existence'S€ the pseudorapidity=tanh “(coso).

f1h 41 1n oo collisi K duced The detector consists of three primary systems: central
of the top quark4]. In pp collisions top quarks are produced y5cking, calorimeter, and muon spectrometer. A cut away

predominantly intt pairs. The standard model predicts the view of the detector is shown in Fig. 1.

top quark primarily &99%) to decay toWVb. The decay The nonmagnetic central tracking system consists of four
modes of theW boson then define the signaturestbfde-  subdetectors that measure the trajectories of charged par-
cays. If bothW bosons decay leptonically the signature con-ticles: a vertex drift chamber, a transition radiation detector,
tains two charged leptons with highy. We call this the a central drift chamber, and two forward drift chambers.
dilepton channel. Events in which one of tiiébosons de- These chambers also measure ionization to identify tracks
cays leptonically and the other into jets contain one Ipgh from single charged particles aref e pairs from photon
charged lepton and higph; hadron jets. We call this the conversions. The central tracking system covers the region
leptontjets channel. In the all-jets channel bdtthbosons | 7]<3.2.

decay into jets.

The DO Collaboration was first to measure the mass of the
top quark in the dilepton channgb,6]. In this article we
present a more detailed account of this analysis. The most
precise measurements of the top quark mass have been ob-
tained using the leptohjets channe[7,8]. Table | lists pre-
viously published measurements of the top quark mass.

The measurement described in this paper is based on an

7))
)
4

)

TABLE I. Published measurements of the top quark mass. The
first uncertainty is statistical, the second systematic.

Experiment Channel Mass
DO [7] leptontjets 173.3:5.6x5.5 GeV
DO [5] dilepton 168.412.3t3.6 GeV %qﬁ
CDF[8] lepton+jets 175.9-4.8+4.9 GeV
CDF[9] dilepton 161-17+10 GeV
CDF[10] all-jets 186-10+12 GeV
D@ Detector
We use natural units with=c=1. FIG. 1. Cut away isometric view of the DO detector.
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The uranium-liquid argon calorimeter is divided into threewhereE;;(0.4) is the energy withidR<0.4 of the cluster
parts, the central calorimeter and the two end calorimetergentroid andEgy(0.2) is the energy in the EM calorimeter
and covers the pseudorapidity ranfygl<4.2. Longitudi-  within AR<0.2. AR is defined asyA 7°+A¢?. The effi-
nally, the calorimeter is segmented into an electromagnetigiencyx acceptance for the electron selection with these cuts
(EM) section with fine sampling and a hadronic section withis about 75%.
coarser sampling. The calorimeter is segmented transversely
into quasiprojective towers witlA XA ¢=0.1X0.1. The
third layer of the electromagnetic calorimeter, where EM ] . ) )
showers are expected to peak, is segmented twice as finely in TWO types of muon selection are used in this analysis.
each direction. The hadronic calorimeter modules back ug he first is used to identify isolated muons froti— wv
any cracks in the coverage of the EM calorimeter module$lecay. The second type of muon selection is used to tag
such that there are no projective cracks in the calorimete-jets by identifying muons consistent with originating from
ensuring good resolution for the measurement of transverde— 4+ X decay. We accept muons withy| <1.7. Besides
momentum balance. cuts on the muon track quality, both selections require that

Since muons from top quark decays predominant'y poputhe energy deposited in the calorimeter along a muon track
late the central region, we use only the central portion of thd€ at least that expected from a minimum ionizing particle.
muon system, which covels)|<1.7. This system consists FOr isolated muons, such as those friviboson decays, we
of four planes of proportional drift tubes in front of magne- requireAR,, ;>0.5 for the distancaR,, ; in the »— ¢ plane
tized iron toroids with a magnetic field of 1.9 T and two between the muon and any jet. For soft muons in jets, such
groups of three planes of proportional drift tubes behind theds those fronb— u+X decay, we requirpr=4 GeV and
toroids. The magnetic field lines and the wires in the driftAR, ;<0.5. The efficienci acceptance for either muon se-
tubes are oriented transversely to the beam direction. Thigction with these cuts is about 64%.
momentum is obtained from the deflection of the muon in
the magnetic field of the toroid. C. Jets

B. Muons

Jets are reconstructed in the calorimeter using a fixed-size
cone algorithm. We use a cone size HR=0.5. See Ref.
[13] for a detailed description of the jet reconstruction algo-

The particle identification algorithms used for electrons,rithm.
muons, and jets are the same as in previously published
analyse$12]. We summarize them in the following sections. D. Missing transverse momentum

lIl. PARTICLE IDENTIFICATION

The missing transverse momentqﬁq,, is the momentum
A. Electrons required to balance the measured momenta in the event

Electron candidates are first identified by finding isolated(£Pt+ br=0). In the calorimeter, we calculafe- as
clusters of energy in the EM calorimeter along with a match-
ing track in the central detector. We accept electron candi- I5 cal_ _2 E.sin 0‘<cos¢i
dates with| »|<2.5. Final identification is based on a likeli- T T ! sing
hood test on the following five variables:

The agreement of the shower shape with the expecte@herei runs over all calorimeter cell&; is the energy de-
shape of an electromagnetic shower, computed using the fufiosited in theith cell, and¢; is the azimuthal and); the
covariance matrix of the energy depositions in the cells ofpolar angle of theth cell. When there are muons present in

: 2

the electromagnetic calorimeter. the event we refine the calculation

The electromagnetic energy fraction, defined as the ratio
of the shower energy found in the electromagnetic calorim- I5 =l5 cal_ S Gk 3
eter to the total shower energy. TR . Pt

A measure of the distance between the track and the clus-

ter centroid. wherep# is the transverse momentum of the muon as mea-
The |9n|zat|ond E/dx_ a}long the track. o sured by the muon system.
A variable characterizing the energy deposited in the tran-

sition radiation detector.
IV. ENERGY SCALE CALIBRATION

To a good approximation, these five variables are indepen-
dent of each other for electron showers.
Electrons fromW boson decay tend to be isolated. Thus, The measurement of the enerdy of electromagnetic
we make the additional cut showers in the calorimeter is calibrated usiigree, J/ ¢
—ee, and 79— yy decays to a precision of 0.08% &t
=Mz/2 and to 0.6% aE=20 GeV[14]. The electron en-
Eol(0-4 —Een(0.2 1) ergy scale calibration therefore does not give rise to any
Eem(0.2) o significant uncertainty in the top quark mass measurement.

A. Electron energy scale
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B. Muon momentum scale TABLE Il. Kinematic and fiducial cuts used in selecting dilep-

The muon momentum scale, calibrated usg— uu ton events.

andZ— u u candidates, has an uncertainty of 2.5%. Its effec;O jects
on our measurement of the top quark mass was determin«ndb
by varying the muon momentum scale in Monte Carlo2 Leptons  p!

ee u M
>20 GeV  >15 GeV  >15 GeV

samples ottt events withm;=170 GeV. The tests indicate |7 <25 <17 <17
that the relation between muon scale and top quark mass2 Jets [o2% >20 Gev  >20 GeV  >20 GeV
error is given by | 7| <25 <25 <25
Spk Event pr — >10 GeV —
om,=12 GeVT. (4 pr@  >25 Gev  >20 GeV —
PT Hr >120 GeV >120 GeV >100 GeV

Hence, the 2.5% uncertainty in muon momentum scale
leads to a systematic uncertainty of 0.3 GeV in our measure-
ment of the top quark mass. This uncertainty is completely
negligible compared to the effect of the jet energy scale.

V. EVENT SELECTION
A. Basic event selection criteria

The event selection for the dilepton mass analysis is al-
most identical to that used for the measurement of the cross
The jet energy scale is calibrated relative to the electroiS ect|on[121 W_e require two charged_ _Ieptone,g) and at

d . east two jets in the events. In addition we cut on global
magnetic energy scale by balancing the transverse momen:- ities lik dH-. The basic kinematic selec-
tum in events with jets and electromagnetic showdrs|. event quantities Il @ andiis - Ic X e S€
The exercise is carried out separately and symmetrically fotr'on. criteria are summarized in Table II. The variabig is

defined as
both data and Monte Carlo events.

In addition to the corrections in Refl5] we apply an
n-dependent correction derived from a comparison between
y+iet events in data and Monte Carlo events created using H, =
the HERWIG [16] event generator and @EANT [17] based 2 pj
detector simulation. We also correct jets that contain a muon, T
indicative of a semileptonib quark decay, to compensate on 5
average for the energy carried away by the undetected neu-
trino. These corrections are identical to those used and dévheree; is the leading electron ire events. The sum is
tailed in the mass analysis based on the lepiets final ~ over all jets withpr>15 GeV and #|<2.5. Muons are not
States[?] with the exception that no attempt is made to ac-iﬂClUded in the sum because their momenta are measured
count for gluon radiation outside of the jet cone. Rather, thdess preciselyHr gives good rejection against background
procedure in the dilepton analysis is to explicitly account forProcesses, which typically have less jet activity along with
additional reconstructed jets, as described in Sec. VI C.  the dilepton signature.

We estimate the degree of possib|e residual discrepancy The event selection criteria are designed to identify events
between the jet energy response of the detector and [H@ith two Chargedl_eptons and additional jets in the final state
Monte Carlo simulation from the energy balance betweeras expected fromit— Il +X decays. The background in the
electromagnetic energy clusters and jets from collider dategee and uu channels is dominated b¥—ee andZ— upu
compared to photofrjets Monte Carlo samples, as a func- decays. We apply additional criteria, described in the follow-
tion of photonpy. The data constrain the possible mismatching sections, that remove these particular backgrounds. Table
to less thant (2.5%+0.5 GeV) in the jet energ{7]. This Il gives the number of background events expected in each
uncertainty gives rise to a significant systematic uncertaintylilepton channel after all selection criteria are applied. These
in our top quark mass measuremésee Sec. VIII B. are taken from Ref[12], except for theee channel as ex-

C. Jet energy scale

> pht pst forthe ee and ex channels;

forthe pwu channel,

TABLE Ill. Expected numbers of background events.

Background Source ee eu 7y

Z—ll 0.058+0.012 — 0.5580.21
Z— 77—l 0.078+0.022 0.099-0.076 0.029:0.017
WW 0.083+0.023 0.0740.018 0.00%0.004
Drell-Yan 0.054-0.030 0.002-0.003 0.066:-0.035
tt—e+jets 0.04 — —

Instrumental 0.1970.046 0.03%0.13 0.068:-0.010

Total Background

0.5%£0.09

0.2x0.16

0.73:0.25
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plained in Sec. V C. Instrumental backgrounds arise fronmsix experiments. The additional background component is
particle misidentification, e.g. mistaking a jet for an electron.therefore six times 0.018 or 0.11 events. The most significant

source of these background events H_rejecays toe+jets

B. ep channel with a muon-tagged jet, in which one jet is misidentified as
The e channel is the most powerful dilepton channel@n €lectron. _
with twice the branching ratio of thee and wu channels In total, twoee events enter our final sample.
and without the background frol—ee or Z— uu decays.
The largest background B— rr—eu+ X, which is sup- D. pup channel

pressed by both branching ratio and kinematics. Instrumental

backgrounds arise froV bosons that decay tav which The dimuon channel shares tize1l background with

. . o .. . the dielectron channel. The less precise measurement of the
are produced in association with jets, one of which is mis-

taken for an electron. muon momentum makes separation of theignal from this
We observe three events in this channel. background more difficult. In order to reduce this back-

ground, a kinematic fit to thé— uu hypothesis is applied,

C. ee channel and the event is required to hay@ probability less than 1%

] ] ] for this fit. Even after this cutZ boson production remains
The primary source of physics background in é®chan-  {he gominant background source. Instrumental backgrounds

nel isZ boson production with associated jets. These eventg ise from heavy quark jets with a high- muon that is
have no neutrinos and can be rejected effectively by cuttingisigentified as an isolated muon.

on pr. We therefore requirgg;>40 GeV if the dielectron One event survives all selection criteria.
invariant mass is within 12 GeV of thé boson mass peak.
Instrumental backgrounds arise fromi+jets production or
multijet events in which jets fake the electron signature.
In this channel we extend our event selection criteria to  Six events enter our dilepton event sample: threeeare
include an additional event that was not part of the finalevents, two aree events, and one is au event. Table IV
sample for the measurement of the cross section. This evelists the properties of these events.
passes all selection criteria, except that one of the electron
candidates has no matching track. This cluster is nevertheless V. RECONSTRUCTION OF THE TOP QUARK MASS
consistent with originating from an electron because the tra-
jectory connecting the vertex with the cluster passes only
through the two inner layers of the CDC. The inner two The dilepton decay topology does not provide sufficient
layers do indeed have hits but to reconstruct a track, hits ar@formation to uniquely reconstruct thendt quarks. In the

required in at least three layers. The lack of a reconstructegimmest scenario, the decdy>W*b T-Wb. followed
track could indicate a higher probability for this electron to ' ' )

be misidentified. On the other hand one of the jets contains g7 W+_’|_+V and W~ —1"v produces six particles in the
muon, which passes all requirements for the muon-tag anal Inal state: two charged leptons, which we all(?w to be_elther
ses reported in Ref12]. A muon tag indicates that the jet €lectrons or muonsefe,ex, or wu); two neutrinos ¢,»);
probably originates from the fragmentation ab guark. The  and twob quarks p,b), as shown in Fig. 2. Given the iden-
probability of tagging a jet from the fragmentation of a light tities of the particles, this final state is therefore completely
quark or a gluon is quite small. The presence ob gt  specified by the momenta of these six particles, i.e. 18 num-
reduces the likelihood that this event arises from instrumenbers. We measure the momenta of the charged leptons and
tal background sources and we therefore include it in thehe jets from the hadronization of thequarks directly. In

event sample for the mass analysis. addition, the observegi; provides thex andy components of
We revise the background estimate for tee channel  the sum of the neutrino momenta for a total of 14 measure-
from Ref[12] -tO include an additional Component due tO the ments. Assumingnt> MW+ m, we can impose three con-
inclusion of this event. We compute the number qf add't'onagtraints, two on the masses of the decaymg)osons,m””
background events expected if events are admitted that are |-
missing a matched track for one of the two electron candi—:T - M_VL and one on the masses of the top quarks,
dates but have a muon tag. In our data we find 11 events with ">=m' ">. This leaves us with 17 equations and 18 un-
one electron candidate and three jets, one with muon tag. |hn0WﬂS so that a kinematic fit would be underconstrained.
these events, there are 22 jets that could fake a second eléde have to develop a different procedure to obtain an esti-
tron. The probability for any one of these jets to mimic anmate of the top quark mass from the available information.
electron signature without matched track requirement is 8rhis is the fundamental difference between the mass deter-
% 1074 [18], so that we expect about 0.018 events due to thénination in the dilepton channel and that in the leptgets
extension of the selection cuts. We also have to take int@hannel, which allows a kinematic fit with two constraints.
account that we specifically extended the selection criteria to We solve this problem by fitting the dynamics of the de-
add this event. The additional background only contributes t&ays[19]. For each event we derive a weight function, which
experiments in which at least one event satisfies the extendésl a measure of the probability density fottapair to decay
selection cuts. This is expected to happen only once everip the observed final state, as a function of the top quark

E. Dilepton events

A. Characteristics of dilepton events
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TABLE IV. Kinematic properties of dilepton even(omenta in GeYused in the reconstruction of the
top quark mass. All corrections are includéd) tagged by a soft muon.

Event Object Px Py P, Pr 7 ¢
eutl e 12.3 -97.8 41.1 98.6 0.41 4.84
u -68.3 2725 95.1 280.0 0.33 1.82
pr 100.5 ~152.7 — 182.9 — 5.29
jet ~-255 -9.9 -20.8 27.3 -0.70 3.51
jet ~14.4 -205 32.3 25.1 1.07 4.10
eut?2 e ~75.4 —-1.1 -30.2 745 ~0.39 3.16
u —25.2 10.6 -12.8 27.4 -0.45 2.75
pr 62.0 5.2 — 62.3 — 0.08
jet 38.9 -85.6 -16.0 94.0 -0.17 5.14
jet 14.2 33.1 114 36.0 -0.31 1.17
jet ~1.6 29.3 11.9 29.4 0.39 1.63
eu#3 e —44.7 20.2 140.1 49.1 1.77 2.72
u 5.4 17.2 -3.3 18.1 -0.18 1.27
pr ~125 45 — 13.2 — 2.79
jet 39.6 —-29.9 11.3 49.7 0.22 5.64
jet 19.8 ~-19.4 -31.0 27.7 -0.97 5.51
eettl e 2.7 50.4 17.1 50.5 0.33 1.52
e ~74 21.4 476 226 —1.49 1.91
pr 413 —4.0 — 415 — 6.19
jet —-29.2 -36.9 -37.0 47.1 -0.72 4.04
jet 35 271 -28.9 27.4 -0.92 4.84
eelt2 e 52.3 —4.1 ~34.4 525 -0.62 6.20
e -85 ~26.6 27.0 27.9 0.86 4.40
pr 42.6 -11.3 — 44.1 — 6.02
jet* -92.4 ~26.0 ~61.6 96.0 —0.60 3.41
jet —-235 253 —34.0 34.6 -0.87 2.32
jet 0.0 27.7 18.3 27.7 0.62 1.57
o u -63.9 12.7 214 65.1 -0.32 2.94
u ~16.0 31.0 1.9 34.9 0.05 2.05
pr 71.2 53.2 — 88.9 — 0.64
jet 33.8 ~103.1 —107.6 108.5 -0.88 5.03
jet -9.1 22.7 27.7 245 0.97 1.95
jet -84 ~18.6 478 20.5 1.58 4.29

-1l

P

FIG. 2. Schematic representationt&production and decay in
the dilepton channels.

mass. We compare these weight functions to Monte Carlo

simulations oftt decays for different values of the top quark
mass and use a maximum likelihood fit to extract the mass
value that yields the best agreement.

B. Computation of the weight function

Ideally we would ﬂke to compute analytically the prob-

ability density for att pair to decay to the observed final
state for any given value of the top quark mass. Fixing the
value of the top quark mass; supplies the required addi-
tional constraint. This probability density is given by

P({o}lmt)mj FO0F 00| M|Zp({ o} {v}) 8*d v} cxelx,
(6)
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where{o} is the set of 14 measured quantities gmdl is the TABLE V. Possible assignments of three observed j¢{s [,
set of 18 parameters that specify the final staté.is the  andjs) to theb quarks and initial state radiatidiSR).

matrix element for the processyq or gg-»tt_+x

+ — . Permutation b-Jets ISR
—|1"vbl"vb+ X, f(X) the parton density for quarks or glu-
ons of momentum fractiow in the proton, and(x) that for 1 J1 l2 I3
antiquarks or gluons of momentum fractigrin the antipro- 2 1 E I2
ton. The detector resolution functigr{{o}|{v}) is the prob- 3 2 E I
ability density to observe the valugs} given the final state 4 litl2 I3 -
parametersv}. The four-dimensionals-function enforces > l2t]s J1 -
the four mass constraints: 6 Jatls J2 —

s=o(m "= My) X S(m' =My x s(m P—m,) Finally we average the weight function over the experi-

o mental resolution.
xs(mh *P—my). (7) In the following, we first discuss the ambiguities in asso-

ciating the observables with final state particles. Then we
discuss the two algorithms that are used to compute the

Here we neglect the finite widths of thi boson and the top \yeight functions and finally the experimental resolutions.

quark.
Unfortunately this expression involves a multidimen-
sional integral that has to be evaluated numerically and is C. Jet combinatorics

complicated by the need to include initial and final state |, the calorimeter we detect the jets from the fragmenta-
gluon radiation. Such higher order effects complicate the "ion of the twob quarks. The fragmentation oftaquark can

construction of the top quark mass substantially and Cannoéroduce more than one jet because of hard gluon radiation.
be neglected. We therefore do not attempt to compute theyiqs ,rresponds to final state radiation. Jets can also origi-

exact prob?bility .d?]nsinr/] given in Ed6). _R_ather,hwe clon— (nate from gluons radiated by partons in the initial state. We
struct simpler weights that retain sensitivity to the value of o¢o 1 this as initial state radiation. It is not possible to tell

the top_quark mass but can be evaluated with the aya”a_blﬁ/hether a jet originates from the fragmentation of a quark or
computing resources. We calibrate the effect of the simplifi-

. . . ) ) a gluon, unless & quark decays semileptonically to a muon
cations by comparing the weight functions obtained from thy 2 \ve subsequently detect. Thus, reconstruction of the
collider data to Monte Carlo simulatioriSec. VIJ).

. ] . , original partons from the observed jets presents some com-

The calculation of the weight function proceeds in threei~o:ion
steps. First we _map the observed charged leptons and _Jets O We consider jets witp;>15 GeV. If there are only two
the correspondingandt decay products. There are ambigu- such jets we assign their measured momenta to thebtwo
ities in this step because the fragmentation of thguarks  quarks. If there are more than two jets we have a range of
may result in more than one reconstructed jet or because gossible assignments. To limit the possibilities, we restrict
gluon radiated from the initial state may contribute a jet tothe procedure to the three leading jetsip. We assign two
the event. We cannot, in general, distinguish between jetgf them to theb quarks and the third jet either to initial state
originating from gluons and quarks. Furthermore, we do notadiation, in which case we ignore it, or to final state radia-
measure the sign of the electron charge nor can we distifion, in which case we add its momentum to that of one of
guish between jets originating from quarks and antiquarksthe two b quarks. There are six possible permutations for
Therefore, there is an ambiguity in pairing the charged lepthree jets, as listed in Table V.
tons andb jets that originate from the same top quark. We  |f there is a jet in the event that is tagged by a soft muon,
repeat the following two steps for each of the possible aswe only allow permutations that assign this jet tb guark.
signments and add the resulting weight functions. In the collider data sample this is the case for emsevent.

Given the charged lepton ardquark momenta from the  Not all permutations are equally likely to be correct. For
decay of thet andt quarks and the sum of the neutrino each jet considered to be due to initial state radiation, we

momentum componentp,” andp;”, we compute a weight assign a weight factor

as a function of the top quark mass. We have developed two _pising
algorithms to compute the weight function which emphasize Qisr= ex;{ pT—) _ (8)
different aspects of top production dynamics. The first algo- 25 GeV

rithm (matrix-element weightingis an extension of the
weight proposed in Ref20] and takes into account the par-
ton distribution functions for the initial proton and antiproton
and the decay distribution of th& bosons due to th¥—A
coupling of the charged current. The secofmeutrino
weighting [6] is based on the available phase space for neu-

il
trinos from the decay of thet pair. Qrsr™ exp{ 20 Ge\/)’ ©

Similarly, for every pair of jets that is assigned t guark,
we define
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wherem!! is the invariant mass of the two jets. These func- A(m,)=(5.86— 0.044nt+0.000084nt2)‘1. (14)
tional forms of the weights were derived empirically from a

study oftt_decays generated hgaJET[21]. The factorQsx Since they contain the parton distribution functions, the

i i M
favors assignments in which jets from initial state radiatioanno”na“Z(ad weighta/ ™ (m)/A(m,) are larger on average
for smaller top quark masses. We can prevent this depen-

are close to the beam direction, a@sg favors the merging dence from introducing a bias in our measurement by explic-

of jets which are soft or close together. The numerical COEfitly normalizing the weights as shown in EGL3) so that

ficients of the exponents are chosen such that the mean rgyeir mean value is independent of the top quark mass. Even
constructed top quark masses for events with two-jet an

L UL ithout this normalization, this bias would be calibrated out
multi-jet final states are the same. . . by the fit to Monte Carlo derived probability distribution
After adding the four-momenta of the jets assigned b a fynctions described in Sec. VII. We chose to explicitly nor-
quark, we rescale the momentum components, keeping th@alize the weights at this stage to make the weight functions
energy fixed, so that thé quark four-momentum has an of the two methods comparable.
invariant mass of 5 GeV to put the outgoing quark momen- We compute the weight function for 8am,<278 GeV
tum on the mass shell. in steps of 4 GeV, where the lower limit is given by the
There are two ways to pair the momenta of the tworequirement that the top quark decays into a iaboson
charged leptons with the twb quark momenta. Since we and ab quark and the upper limit is placed well above the
cannot determine which quark originated from the decay of measurement of the top quark mass in the lepfeis chan-

the t quark and which from the decay of thequark, we  Nel.
consider both pairings with equal probability. E. Neutrino weighting (»WT) algorithm

D. Matrix-element weighting (MWT) algorithm The neutrino weighting algorithm also computes a weight
_ as a function of the top quark mass. In contrast totH&vVT
Assuming that we know the momenta of the charged lepygorithm it does not solve for the unknown neutrino mo-

tons @', p' ), theb quarks p° pP), and the sum of the  mentum components, but rather samples the neutrino pseu-
andy components of the neutrino momentg.{,p;") and dorapidity space and computes a weight based on how much
that we impose the four mass constraints mentioned abov&f the sampled space is consistent with the obsepyed

— For every value of the top quark mass, we sample the
we can reconstruct the and t momenta upto a fourfold *

ambiguity. Not all four solutions are equally likely for any rapidities of neutrino §”) and antineutrino ) from thett

, . . decay. For each top decay we then know the momenta of the
g'ovlstr;o\aaflgg’]_c’fmt' We therefore assign a weight to thié charged lepton and the quark, the assumed neutrino pseu-

dorapidity, and the top quark mass, which allows us to solve
for the transverse momentum components of the neutrino
(px andpy) with a twofold ambiguity. The two solutions for
each of the two top decays combine to give four solutions for
the event. For théth solution we compute a weight based on
the agreement between the obserygdand the sum of the
Lalculated neutring values:

w(m) =) F()P(E! *[m)p(E} *|my),  (10)

where f(x) and f(x), the parton distribution functions, are
evaluated aQ?=m?, andp(E'*|m,) is the probability den-
sity function for the energy of the charged lepton in the res
frame of the top quark B'*). This probability density is

given by p( —(py—pl— p;)z

w’(my) =ex #>
4mE"* (mZ—mZ—2mE'*) o 202

P(E™|my)= (11)

(Mf—mp)2+ME(mZ+mp) —2M§,’

— _nY_n"\2
| | | xw%—ﬂklﬂiﬂl, (15
We sum the weights for all solutions and normalize by a 207

factor.4(my) to obtain the weight for the event R
wherec=4 GeV is the resolution for each componenef

“ 4 “ (Sec. VI B.
w (mt)ZA(mt); Wit (my). 12 Not every value of the neutrino pseudorapidity is equally
likely. Figure 3 shows the distribution of neutrino rapidities
The factor.A(m,) ensures that the average weight is indepenPredicted by thedErRwiG Monte Carlo program for several
dent of the top quark mass. It is computed using a Montdop quark masses. The distributions can be approximated by

Carlo simulation so that Gaussian curves. The widih, of the Gaussian varies as a
function of the top quark mass. It can be parametrized by the
N second order polynomial
2 wM(m)=N, (13 )
1 0,=5.56x10 °®m{—2.16x10 *m+1.314, (16)

where the sum is over the events that pass the selection cutss shown in Fig. 4. We compute the weightg for ten
We parametrize the factof(m;,) at different values o, (in values of each of the neutrino rapidities, spaced such that
GeV) as they divide the Gaussian into slices of equal area.
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events (arbitrary units)

events (arbitrary units)

FIG. 3. Distributions of neutrino pseudorapidity from top quark
decay, modeled byiERwIG, for several top quark masses. The
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To obtain the weight for the event we add the weights for p* p"2 GeVv
all four solutions and all values of the neutrino rapidities,

The algorithms described in the two previous sections use
as input the measured momenta of the charged leptonb andd
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F. Detector resolution
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weights over the ranges of these quantities that are consistent
with the measurements to smooth out the weight functions.
To evaluate this integral, we generate a large number of
sets of event parameters over which we average the weights.
These sets of event parameters derive from the observed
events by adding normally distributed resolution terms to the
observed values to populate the parameter space consistent

with the measured values. The new valiesre given in
terms of the observed valug the resolutiong, for the mea-
surement ob, and a normally distributed random varialgte
0=o0+0¢. (18)

We apply such fluctuations to all momentum measurements.
Directions are relatively precise and are therefore not fluctu-
ated. This also reduces the number of numerical operations.
The energy resolution for electrons is

o(E®)=0.15 GeW2/E®. (19
The resolution function for the inverse of the muon momen-

tum is approximately Gaussian. We therefore fluctuate the
inverse of the momentum with the resolution

1/2

(20

The energy resolution for jets receives contributions from
several effects. One is the intrinsic resolution of the calorim-
eter. The energy of the jet is measured as the energy in a
cone of radiusAR=0.5. This energy is not identical to that
of the parton. Additional energy can be accrued from overlap
with other jets and energy can be lost due to gluon radiation
outside of the cone. These contributions to the resolution

epend on the process and we therefore use Monte @arlo

jets and the transverse components of the sum of the neutrifY€NtS o evaluate the jet energy resolution.

momenta. To account for finite resolution, we integrate the

FIG. 4. Width of the Gaussian curves fit to the neutrino pseu-
dorapidity distributions as a function of top quark mass. The
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We compare the reconstructed jgtto that of the nearest
cluster of hadrons generated by the Monte Carlo simulation

in a sample oft events with top quark masses ranging from
110 to 190 GeV. Typically, the distribution in the fractional
mismeasurement ip; exhibits a narrow peak due to the
intrinsic calorimeter resolution and broad tails due to ambi-
guity in the jet definition. We fit two Gaussian curves with
equal means but different widths to the distribution, and pa-
rametrize the widths of the two Gaussians and their relative
normalization as functions gb; and #. Figure 5 shows a
typical distribution along with the fit that we use as a reso-
lution function. Figure 6 shows the rms resolution as a func-
tion of pt.

The Monte Carlo simulation used to determine the jet
energy resolution neither includes noise due to the intrinsic
radioactivity of the uranium nor due to multiple interactions.
We therefore add an additional uncorrelated constant noise
term of 5—6 GeV, depending on. These values were deter-
mined by balancing the; vectors in dijet events.

Using a sample of randomp interactions, we measure

smooth line is the polynomial parametrization used in the analysisthe resolution for any component 6\} to be about 4 GeV.
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FIG. 5. Fractional pr resolution for jets with 56 pt 0 I L L. 1Ny o Lo 11 .o
60 GeV f T d d with K b 100 150 200 250 100 150 200 250
< eV fromtt decays generated with top quark masses be- m, (GeV) m, (GeV)

tween 110 and 190 GeV using therwIG program. The superim-

posed curve is the fit using two Gaussian curves. FIG. 7. W(m,) functions for the dilepton events from thefWT

. analysis. The labels in the upper right hand corners identify the

Both components gb; are fluctuated by this resolution. The events(cf. Table IV).
p+ vector is also corrected for the fluctuations in the lepton
and jet momenta. MWT analysis and Fig. 8 shows the corresponding func-

The number of variations performed for each event is lim-tions for thevyWT analysis.
ited by the available computing power. We average over 100
variations per event for Monte Carlo samples and 5000
variations per event for the collider data.

The weight function for each event is then

G. Monte Carlo tests

We now describe tests of the properties of the weight
functions to demonstrate their sensitivity to the top quark
mass and other parameters.

1 N
N/NN le

2 N”
WX(my) = glglg.SRQstX<mt>, (21)

1. Parton-level tests
Parton-level tests are based on the momenta of the partons

where and are the parametrized weights defined in . . i
Aisr and Qrse b 9 generated by the Monte Carlo simulation. Tests at this level

Egs. (8) and (9). The indexj runs over theN’ resolution
fluctuations k over the two leptonk jet pairings,| over the

N” jet permutations, and refers to theMWT or »WT al- 0.06- WAL o0k o #2
gorithms. g 004 0.061
Figure 7 showsw(m,) for the dilepton events for the & 0.04-
0.02 i
I 0.02
0.2 0 PN I 0 I Ly [
100 150 200 250 100 150 200 250
0.1 en #3 ee #1
0.16] _008F 0.1 -
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FIG. 8. W(m,) functions for the dilepton events from th&VT
FIG. 6. rms width of fractional jep resolution functions versus analysis. The labels in the upper right hand corners identify the
jet py for three pseudorapidity regions. events(cf. Table V).
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FIG. 9. Average parton-level weight(m,) for tt_decays with
(& m=130 GeV and(b) m;=190 GeV for thevWT algorithm.

. ) - ; FIG. 10. Average parton-level weight functions for th&/T
The vertical lines indicate the input mass values.

algorithm, obtaineda) with the parton momenta smeared by the

detector resolutiongb) with the two-fold ambiguity in lepton-jet

are neither subject to effects from detector resolution nopairings included(c) with ISR but without FSR, andd) without

initial or final state radiation. To restrict the sample to eventdSR but with FSR. The vertical lines indicate the input mass value

that are broadly similar to those which enter the collider datepf 190 GeV.

analysis, the event selection for these tests requiresbtwo

quarks and two leptons with;>20 GeV and| 7| <2.5. same reconstruction program and filtered using the same ki-
We examine the average weight function as a function ohematic criteria as for the collider data.

input top quark mass by normalizing the area of the weight Figures 11, 12, and 13 show the average weight functions

function for each event to unity and then summing thesdor the full simulation of all three dilepton channels. Both the

normalized functions for a collection of Monte Carlo events.kinematic cuts and the additional complexity of the collider

A sample of 10000 events was used, about half of whickenvironment further degrade the resolution from that ob-

passed the cuts. The results are shown in Fig. 9 for top quark

masses of 130 and 190 GeV. On average, the weight func- m, = 110 GeV m, = 140 GeV

tion is sharply peaked within one GeV of the input mass. The C

tails of the function are asymmetric, with the high-end tail

extending further than the low-end tail. §0.1 o[ §0.1 o
Figure 10 shows the impact of detector resolution, jet !

combinatorics, and radiation on the weight functions for 190 ¢ Ld . 1 . T~ o L& 1 e
GeV Monte Carlo events. The distribution becomes signifi- 100150 200 250 100150 200 250
cantly broader when resolution effects and both lefigat m, = 160 GeV m, = 180 GeV
pairings are considered, but the peak value remains un- i i
changed. Initial state radiation increases the mean value and=.¢1 |- T E.OJ i
adds a high-mass tail, as expected. Final state radiation ha S E = 0.05-
the opposite effect. In total, the effect of resolution, combi- ~ [ [ ™. L

i . . =R IR
natorics, and radiation is to broaden the distribution of the o o 1%0 2(‘)0 250 0 & Te0 30 20

weight function and move the peak of the distribution away

from the input mass. m, =200 GeV m, =220 GeV

o1 TSC o 0.1 ~i -
2. Tests using full simulation O g
o " = 0.05- S 0.05-
To quantitatively assess the response of the fitting algo- |
rithm to events from the DO data sample that pass the kine-  Luzt o 10_6-'_" T
i i i i i 100 150 200 250
matic selection described in Sec. V, we use fully simulated m, (GeV) m, (GeV)

samples oHERWIG tt decays. In contrast to the parametrized
detector response used in the parton-level tests, these FIG. 11. Average weight functions for fully simulatétidecays
samples derive from a detailed detector model implementegdvents in theeuw channel from theMWT analysis(solid line) and
using theGEANT program. The events are processed with thehe vWT analysis(dashed ling
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02 F m = 110 GeV _ m = 140 GeV 0.07-
~ . 0.06]
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T o1 F t FIG. 14. The weight function for a typical Monte Carlo event,
" 0.1 :--’ (- - : | normalized to unity. The vertical lines show the five intervals over
g I g which the weight function is integrated.
E 0.05- = 0.05-
| | | The weight distributions become less sharp as the number

100 1%0 200 2%0 ' T 15|0 200 25|0 ' of muons in the final state increases, reflecting the relatively
m, (GeV) m, (GeV) poor measurement of their momenta. This effect is more pro-
nounced for thevWT analysis. For this reason, and also
because the signal to background ratio is significantly higher
for the e channel than for theee or uu channels, it is
important to treat the three channels separately when extract-
king the top quark mass.

FIG. 12. Average weight functions for fully simulateﬁdecays
in theee channel from theMWT analysis(solid line) and thevWT
analysis(dashed ling

tained in parton-level tests. In particular, for top quar
masses less than 140 GeV, the distributions are distorted

significantly by theHt cut. This distortion reduces the pre- VII. MASS FITS
cision with which a top mass value in this range can be

. o A. General procedure
measured. It does not, however, introduce any bias in our top P

mass determination since the effect of the cut is modeled We estimate the top quark mass by comparing weight
in the probability distribution functions used for the mass fitsfunctions from Monte Carlmt_samples, generated at differ-
(Sec. VII. ent values of the top quark mass, with the weight functions
for the collider data. We use a maximum likelihood fit to find
02 —Tu=110GeV m, =140 GeV the value of the top quark mass for which the Monte Carlo
i - predictions agree best with the data.
301 i g'o.l L For each dilepton event, we compute the weiggn,)
Bt B at 50 values of the top quark mass between 80 and 280 GeV.
i Lo To fit these 50 values directly we would need the probability
0 I(J)O ‘ 1%0 I 200 250 I 0 106 ‘ 15|0 ‘ 260 ' 250 denSity as a function of 50 arguments, which is impraCtical.
We can, however, reduce the number of quantities without

m, = 160 GeV - m'=,1_?_,(_)‘GeV losing too much information. The individual weight func-

tions are much broader than the size of the steps for which
the weights are computed. As shown in Figs. 12 and 13, their
rms is 35—40 GeV. Therefore, we integrate the weights over
ot five bins 40 GeV wide, as shown in Fig. 14. Since we need
100 150 200 250 information only about the shape of the weight function, we

normalize the area under the function to unity, such that the
integrals over four of the bins are independent quantities. We
thereby reduce the weight function for each event to the four-
dimensional vector

LA R
100 150 200 250

m, =200 GeV m, =220 GeV
. 0.1 -~

W= (W;, Wy, W3, W,), (22)

(L R R R LR N
100 150 200 250 0 100 150 200 250
m, (GeV) m, (GeV)

where

FIG. 13. Average weight functions for fully simulateﬁdecays 120 GeV
events in thewu channel from theMWT analysis(solid line) and W, = J W(m)dm (23
the yWT analysis(dashed ling 80 GeV
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andW,, W3, andW, are computed analogously. application, the results of applying either théWT or yWT
We now maximize the joint likelihood techniques to an event is the 4-dimensional ve®torThe

elements oV are highly correlated, and so a linear transfor-

1 (ng+n,)Ne™ ("s* o)

L= e~ [(np=n np)?/207] mation must be applied to the data to remove the correlations
V2o N! before using Eq(25):
N - -> - -
«T1 ngf(Wilmy) + npfp(W) (24 W =AW, (26)
i Ns+ Ny

The transformation matriR is chosen so that the covariance
with respect to the parametens (the expected number of matrix C of the transformed variables is diagonal. It can be
signal events n, (the expected number of background shown that for two distinct sources of everignal and
events, andm; (the top quark magsThe product is taken background in our cagethere exists a unique matrii
over all events. The first term in the likelihood is a Gaussianyhich results in the covariance matrix for one source to be
constraint that forces the expected number of backgrounhe identity matrixl and that from the other source to be a
events to agree with the background estimatewithin its ~ general diagonal matri® [23]. We choose to hav€ be the
uncertainty o,. The second is a Poisson constraint thatidentity matrix for background. The matri& is computed
forces the expected number of events to be consistent witbnly once, using the distribution of Monte Carlo events
the observed number of dilepton eveiNs The remaining generated at all top quark masses. After transformation, the
part is the probability density for the vectwy; for the col-  kernel function has the form
lider data forng signal andh, background events. Heffg is
the probability density function for signal arfg for back- W' — W/ d (W' —=W/);/h)?
ground events. We maximiZe with respect tang andn, at K T H \/— - 2c.
each value ofn, using themiNnuIT program[22] to eliminate =1 V2w ! 2
the nuisance parametersandn,. We are left withL at the @7
discrete values ofm, for which we have Monte Carlo
samples. Each dilepton channel is treated separately in this
fit and the final likelihood. is the product of the likelihoods
from each channel. We fit a polynomial telnL, the mini-
mum of which gives the measured value of the top quar
mass.

The following sections describe the derivation of the

probability density function fow, the parametrization of the
likelihood functions, and the fit results.

where thecJ are the diagonal elements Gf
One minor extension of this method is needed to properly
model the background. As described in Sec. V, the back-
kgrounds in the dilepton channel arise from a variety of
ources. We assign weight factdrs such that their contri-
bution to the probability density corresponds to the relative
strengths of then background sources:

MC
biN™

, (28)

ElIEY

n
B. Probability density estimation Z b NMC
- [ |

To estimate the continuous functiofig and f,, from the
discrete sample of Monte Carlo points available for each
value of m; would require a prohibitively large number of WhereNMC is the number of Monte Carlo events anpl is
Monte Carlo events to populate the four dimensional paramthe number of events expected from then background
eter space. We therefore use a probability density estimatiogource. The estimate for the probability density for an event
(PDE) technigue employing continuous kerng2s]. weight vectorW is then given by

Consider that each event in the sample is characterized by
a set ofd uncorrelated values, which are grouped into the

N ’
~ 1 W
d-dimensional vectorf. Then the probability density for fo(W|m,) = NR? Z ( D) (29
anyZ can be estimated based on a sampléN¥f Monte N

Carlo events as .
for signal and

1 NMC g é’
MC - -
f(9)= e 2 K( — c), (25) . 1 N W - W
fo(W) =7 2, b2, K| ——.
) 2 b.NMC h4j=l i=1
whereC is the covariance matrix for the componentgph =

is a free parameter, aridl is the kernel function. (30
Any function which is maximal at zero and asymptoti-

cally approaches zero as the absolute value of its argumefdr background.

becomes large would be an acceptable choiceKfofFor The remaining step is to fix the value of the free param-

simplicity, we choose a multidimensional Gaussian. In oureter h to maximize the expected resolution of the measure-
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TABLE VI. Results of ensemble tests using thé&/T algorithm TABLE VII. Pull means and widths from ensemble tests of the
showing the effect of different parametrizations of thén L func- MWT algorithm.
tion. The fits are polynomials of degreeto n points.

mp'© n=5 n=7 n=9
Fit m/“=150 GeV my¢=200 GeV GeV Width Width Width Mean
n m Median Mean R®  Median Mean R®8
GeV  GeV Gev Gev Gev Gev 130 1.16 0.90 0.79 0.65
140 1.01 0.90 0.81 0.38
5 2 1522 1541 134 1981 197.8 186 150 1.12 0.95 0.87 0.13
7 2 1516 1540 130 1982 1981 19.0 160 1.34 1.12 1.03 0.12
9 2 1519 1545 136 1988 1994 189 170 1.26 1.08 0.99 0.11
9 3 1516 151.8 13.3 1960 190.0 19.6 180 1.24 1.08 0.98 0.00
11 3 1519 1525 13.8 1934 1963 19.3 190 1.12 1.02 1.03 —0.06
200 1.17 1.10 1.06 -0.11

ment. Using the ensemble test method described below, wet0 1.09 1.04 1.04 —0.09

find that values oh in the range 0.1-0.4 are preferred, and
we choosen=0.3.

VI gives the results of ensemble tests using these fitting op-
tions. The cubic does not improve the accuracy of the fitted
mass and we therefore choose to fit thénL points with a
Ensemble tests are mock experiments in which the dilepguadratic polynomial.

ton events are simulated using a Monte Carlo program with @ The width of the fitted quadratic polynomial increases
known top quark massn({v'c) and processed in exactly the with the number of points included in the fit. We choose the
same manner as the collider data. The procedure is as fohumber of points that results in pull distributions of unit
ldOWS:l\IIf there afreNJ- Eve’\r;lté In thel‘l thfdecr?y ghan”ek we Iwidths. If m, is an unbiased estimate o' with a Gaussian

rawN; events from the samples for this decay channe : : -

i

We then select a random number between 0 and 1 for eagﬁsolutlon of widthom, then the pull

C. Ensemble tests

event. If the random number is greater th*_e}rIiNj , we take m,—mM¢
an event from the signal sample. Otherwise we select an §S= ——— (31
event from the background sample. If there are multiple om

sources of background, another random number is selected fg normally distributed around zero with unit width. We fit
order to decide the source of background from which to dra aussiang to histoarams of the oulls for all ensem'bles en-
the event. We then fit the ensemble using the maximum like- 9 P 9

: : ; ted with the samm'®. The pull widths are tabulated in
lihood procedure described above. We repeat this procedu a t . .
for a large number of ensemblégpically 1000. In this %'rable VII for the MWT algorithm and in Table VIII for the

manner we can gauge the statistical properties of the max¢WT algorithm. .

mum likelihood estimate of the top quark maEn; The fits that include only five points underestimai®;.
We characterize the width of thn general not Gaussian The nine point fits give pull widths closest tq unity over the

distribution of fit results by half the length of the shortestWNOl€ range om;. Therefore we choose to fit the quadratic

interval inm, that contains 68.3% of the ensemblB€?, polynomial to nine points for the final results. The pull dis-
tributions for ensemble tests at a variety of top quark masses
D. Parametrization of the likelihood function are shown in Fig. 15 for thaAWT algorithm and in Fig. 16
for the vWT algorithm.
We fit a polynomial to the values of InL computed for
different top quark masses. The fitted top quark mass is the TABLE VIII. Pull means and widths from ensemble tests of the
value ofm; for which the polynomial assumes its minimum »WT algorithm.

—InLy. The statistical uncertaintym; due to the finite size

of the event sample is given by half of the intervanipfor M’ n=>5 n=7 n=9
which —InL<—InLy+ % GeV Width Width Width Mean
We have a choice of what order polynomial, and how130 1.22 1.04 1.04 0.58
many points around, to include in the fit. The values aiht 140 1.09 0.97 0.88 0.40
and sm, returned by the fit depend on these choices. Wel50 1.03 0.92 0.86 0.16
therefore perform ensemble tests to select the choice tha60 1.18 0.99 0.96 0.17
gives the most accurate values. For the fitted top quark masg0 117 1.06 0.98 0.08
this means agreement with the input mass used to generat80 1.27 1.11 1.03 0.03
the ensembles. For the uncertainty it means agreement wittpo 1.16 1.05 0.99 —-0.07
the observed scatter of ensemble results. 200 1.07 1.10 1.02 —0.08
We fit quadratic and cubic polynomials to five to eleven210 1.08 1.01 1.03 -0.08

points, centered on the point of maximum likelihood. Table
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m, = 140 GeV m, = 160 GeV TABLE IX. Median and mean of the fitted top quark masses and
100 L 100 - 68% confic_ience intervals from ensemble tests of the
L MWT algorithm.
80 80r
£ 6 B 60 - m© Median Mean Ro8
% r [ GeV GeV GeV GeV
40 40 -
20 L 20 | 130 138.1 138.3 13.6
0 il e 0 r L 140 144.6 147.1 12.7
S5 25 0 25 5 S5 25 0 25 5 150 151.6 153.4 12.8
m, = 180 GeV m, =200 GeV 160 161.6 163.9 15.8
r 170 172.2 173.7 16.7
T 180 180.5 181.0 17.3
60 |- 190 189.5 190.5 17.8
g L 200 200.3 200.1 19.5
540 210 210.0 210.9 21.4
2 -
not to correct the results for this effect. It is included in the

0

L ) | 1 .
So2s 025 s uncertainty assigned to the fit procedure in Sec. VIII F. Figs.

17 and 18 show that for the two algorithms, the peak of the

FIG. 15. Pull distributions for theAWT algorithm. The smooth r:nt distribution is consistent WitIm{V'C.

curves are fits to Gaussians.

E. Result
Tables IX and X list the median and mean fitted top quark esuis

masses from ensemble tests using a quadratic fit to nine Applying the procedure outlined above to the dilepton

points. The differences between andmVC at masses be- €VeNt sample, we find
Iow.150 GeV can be traced to the small number of events m=168.2-12.4 (sta) GeV (32)
available to model some of the backgrounds—Il,WW).
For these background processes the selection efficiency is $or the MWT algorithm and
low that a significant increase in the number of Monte Carlo
events that satisfy the selection criteria is not possible due to m,=170.014.8 (stay GeV (33
limited computing resources. When we replace these small
samples with large samples picked randomly from a smootfor the YWT algorithm. Figures 19 and 20 compateW, for
distribution these differences vanish. For fitted masses abowollider data to the fitted signal plus background shapes. The
about 150 GeV, these differences become small. We chood@esets show the corresponding fits tdnL.

In Figs. 21a) and 22a) we compare the statistical uncer-
tainties for the MWT and vWT analyses with the distribu-

ol o ey R b Ll tion of R® observed in ensemble tests witm®
i 80 =170 GeV. For theMWT analysis there is a 21% probabil-
80 - i ity to obtain a smaller statistical uncertainty than 12.4 GeV
2 el 0 and for theyWT analysis there is a 47% probability to obtain
H wl 40 |

I L TABLE X. Median and mean of the fitted top quark masses and
20 L 20 - 68% confidence intervals from ensemble tests of the

r vWT algorithm.
0 ' L | ' 0 L |

5 25 0 25 5 525 0 25 5
m, = 180 GeV m, =200 GeV m Median Mean R
F GeV GeV GeV GeV
80 80 -

L r 130 138.2 139.8 18.1
5 O sor 140 145.9 147.5 13.9
s ol W0l 150 151.9 154.5 13.6
L H 160 161.5 163.5 14.4
20 - 20 - 170 172.2 173.0 16.2
oL N N . 180 180.5 181.3 18.1
S 25 0 25 5 S 25 0 25 S 190 188.7 189.6 17.7
200 198.8 199.4 18.9
FIG. 16. Pull distributions for the WT algorithm. The smooth 210 210.1 210.0 20.2

curves are fits to Gaussians.
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a smaller statistical uncertainty than 14.8 GeV. The pull dis-
tributions indicate thaﬁrﬁt is a good estimate of the statis-

tical uncertainty. We verify this by considering the subset of
ensembles witSm, consistent with the observed value. Fig-
ures 21b) and 22b) show the distribution of mass estimates
m, for the ensembles witlém, between the dashed lines in

(a). The widthsR®8

the observed values @fm,.
The ew channel, with the largest number of events andijons.
smallest background, should dominate the result of the fit,
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FIG. 18. Distribution ofrAnt from ensemble tests of theWT
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FIG. 19. Summed event weight functiah,W, for the data
sample(point9, the fitted signal plus backgrour{dolid), and the
background alonédashed for the MWT algorithm. The error bars
indicate the rms observed for five event samples in ensemble tests.
The inset shows the corresponding fit tdn L, drawn as a solid
line in the region considered in the fit.

while the uu channel with only one event and a sizeable
background should have the least effect. We therefore also fit
separately the five events from tee andeun samples and
the threeeu events. Table Xl lists the results. This table also
shows the effect of varying the degree of the polynomial
used to fit—InL and the number of points included in the fit.

of all such ensembles are consistent with N excursions comparable to the statistical uncertainty of the

measurement are seen in the results of any of these varia-

T T T
Qs | i
& 1 \ 4
3 [~ 14 . /_
/o
I o.°
13‘%&:«/ ]
—_ I
g 2t 12760 180
3“ m, (GeV)
Al
1 _
O i L 1 1 1
80 120 160 200 240 280
m, (GeV)

FIG. 20. Summed event weight functioﬁiWi for the data
sample(points, the fitted signal plus backgrour(dolid), and the
background alonédashegl for the WT algorithm. The error bars
indicate the rms observed for five event samples in ensemble tests.
The inset shows the corresponding fit +dn L, drawn as a solid
line in the region considered in the fit.

052001-17



B. ABBOTT et al.

100l (3)

] [

575—

2 50+

g

25k J

0 N by 1 1 N | " 1 " N e L ]
0 5 10 15 20, 25 30 35 40 45 50

dm, (GeV)

aof

L (b) R®=11.9Gev

ensembles
N W
S &

T T T

—
o
—T

L 1 " | " " | " 1 L " | " 1 "
%0 100 120 140 160 180 200 220 240 260
m, (GeV)

FIG. 21. (a) Distribution of uncertaintiesﬁrAnt obtained from

ensemble tests for th&/WT algorithm withm!"®=170 GeV. The
arrow marks the value returned by the fit to the da@&4 GeV. (b)

Distribution of rAnt for the ensembles witlﬁrAnt between the dashed
lines in(a).

VIIl. SYSTEMATIC UNCERTAINTIES

A. Estimation of systematic uncertainties

PHYSICAL REVIEW D 60 052001

TABLE XIl. Results of several variations of the maximum like-
lihood fit to the data. The fits are polynomials of degre€o n
points.

Channels Fit Fitted Mas&GeV)
n m MWT vWT
eeew, Lu 5 2 166+12 169+11
7 2 168+12 170-13
9 2 168+12 170-15
11 3 167713 171+16
eeeu 5 2 166-13 173-12
7 2 16712 172-15
9 2 168+13 173-14
11 3 16613 1723
eun 5 2 173-15 169-14
7 2 17313 169-13
9 2 17313 170-15
11 3 1723 1702

Systematic uncertainties can, in general, be estimated us-
ing ensemble tests in which a mismatch is introduced be-
tween the conditions under which the ensembles are created,
and the assumptions used in the probability density estima-
tion. In most cases we vary conditions in the ensembles and

Systematic uncertainties give rise to biases in the result ahen analyze them with the same probability density func-
the analysis no matter how many events are analyzed. Thajbns used for the collider data, i.e., assuming the nominal
are due to differences between the collider data and our sigonditions. Any deviation of the fitted mass values from the
nal or background models. Variations in the event selectiomass used when generating the ensembles indicates a sys-
or the fit procedure, which in general also result in a changeematic effect. Due to the finite number of Monte Carlo
in the final result when applied to a small sample of eventsevents available, these systematic effects can be estimated
do not represent systematic uncertainties. Rather, these anéth an uncertainty of about 1 GeV. Table XII summarizes
statistical effects and are properly accounted for by our uséhe sources of systematic uncertainties and their estimated
of a maximum likelihood fit to define the statistical uncer- magnitudes. The estimated uncertainties differ insignificantly

tainty.

125+
100 -

(a)

0 ) 1 1 ) ) 1 n 1 n T o P
0O 5 10 15 20/\ 25 30 35 40 45 50
dm, (GeV)

30 — (b)

R%® =128 GeV

ensembles
%)
S
T T

—_
(=
T T

1 L 1 L 1 ! — L 1 L
140 160 180 200 220 240 260
m, (GeV)

%o 100 120

FIG. 22. (a) Distribution of uncertaintieﬁfnt obtained from
ensemble tests of theWT algorithm with m{"°=170 GeV. The
arrow marks the value returned by the fit to the da#.8 GeV. (b)
Distribution of rAnt for the ensembles Witl@ﬁ\t between the dashed
lines in(a).

between the two algorithms so that we use the average of the
uncertainties from both analyses, weighted by the respective
statistical uncertainty in the measured top quark mass, as an
estimate for both algorithms. The following sections describe
the individual uncertainties in more detail.

B. Jet energy scale

To propagate the jet energy scale uncertai@gc. 1V O
to the top mass measurement, we generate signal Monte

TABLE XIl. Summary of systematic uncertainties for the dilep-
ton mass fits.

Source UncertaintyGeV)
MWT vWT Average
Jet Energy Scale 2.0 29 2.4
Multiple Interactions 1.4 1.2 1.3
Background Model 0.9 15 1.1
Signal Generator 2.3 1.1 1.8
Monte Carlo Sample Size 0.3 0.3 0.3
Likelihood Fit 0.9 1.3 11
Total 35 3.9 3.6
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TABLE XIll. Effect of varying the jet energy response in en- TABLE XV. Results of analyzing ensembles of events gener-
semble tests witm;=170 GeV. ated byisaJET with the yWT algorithm.
Jet Scale Medianm, (GeV) m© Median Mean R%  AMedian AMean
MWT YWT GeV GeV GeV GeV GeV GeV
+2.5%+0.5 GeV 172.9 174.0 140 145.9 147.8 15.6 0.0 0.3
Nominal 172.2 172.2 150 152.6 154.4 15.4 0.7 -0.1
—25%—0.5 GeV 168.9 168.3 160 160.1 161.6 15.8 —-1.4 -1.9
170 170.8 171.6 17.6 —-1.4 —-14
180 179.1 1795 182 —1.4 -18
Carlo samples r;=170 GeV) and background samples 190 189.4 188.7 18.5 0.7 -0.9
with jet energy responses one standard deviation higher arebo 198.6 198.3 19.5 -0.2 -11
lower than the nominal response. We also scale the energy Lo 206.8 205.6 20.3 -3.3 —4.4

the calorimeter that is not included in any jet by the same
factor as the jets, and thg; is recomputed to reflect the

scale change. We then create Monte Carlo ensembles frofjasses, 2.3 GeV for th&AWT algorithm and 1.1 GeV for

the scaled samples and fit them using the probability density,e ,\WT algorithm, and assign these values as the systematic

functions generated with the nominal jet energy respons§ncertainty in the top quark mass measurement.

Table XIII shows the results of this mismatch in jet energy | addition, we have performed studies to directly assess

scale. Averaging the upward and downward excursions ofqe impact of gluon radiation by varying the fraction of

the median resqlts in a systematic uncertainty of 2:0 GeV fopyents with gluon radiation in BERWIG Monte Carlo sample

the MWT algorithm and 2.9 GeV for theWT algorithm. 5004, This results in a change of 1.3 GeV in the measured
top quark mass, which is quite consistent with the uncertain-

C. Signal Monte Carlo generator ties quoted above based BERWIG-ISAJET differences.

The accurate determination of the top quark mass depends We studied the sensitivity of the results to variations in
on the signal Monte Carlo providing a faithful description of ur choice of parton distribution functions. We expect the
ft_events. Some features. in particular gluon radiation an&ensmvny to parton distribution functions to be larger for the

parton fragmentation, are only modeled approximately b recV(;/rTst?Sii)(/) Sr:S giiag:;lfltuiﬁcs)iézei@ tehxep“g_::_lé énaﬁ?esga(ff
HERWIG and other reasonable approximations exist. In the S :
— parton distribution functiong24]. We also perform ensemble

absence of large samples tf events, none of them can be teqi5 with weight functions derived using Martin-Roberts-
directly excluded. To test the sensitivity of the result to theStirIing (MRSA) parton distribution functiong25] with
Monte Carlo generator, we generate ensembles of eveni§ee different values of gcp. The Monte Carlo events for

with the ISAJET event generator. We simulate the detectorye ensembles were generated with an input mass of 170
response USINGEANT and analyze them in the standard way. oy and CTEQ3M parton distribution functions in the gen-

We then fit the weight functions of ensembles of these eventg,ation and the top mass reconstruction. The results are sum-
with the probability density functions obtained from Monte .,4rized in Table XVI. The variation in the median of the
Carlo events generated by tRERWIG program. Tables XIV  gnsemple tests is 20 MeV. We conclude that any sensitivity
and XV list the results. For a given top quark mass, we takg, narton distribution functions is negligible compared to

the differenceAMedian between the medians of the resultsger systematic effects in the generation of the Monte Carlo
from the ISAJET samples(Tables XIV and XV} and the samples.

HERWIG samples(Tables IX and X. We compute the aver-
age of the magnitude of these differences for all top quark

D. Background shape

TABLE XIV. Results of analyzing ensembles of events gener- The modeling of the background also depends on a Monte
ated byIisaJET with the MWT algorithm. Carlo simulation. In addition, for some sources of back-
ground Z—I1l,WW) very few Monte Carlo events satisfy

mM© Median Mean R®  AMedian  AMean
GeV GeV Gev Gev GeV GeV TABLE XVI. Results of varying the choice of parton distribu-
140 143.6 1450 14.4 1.0 o1 tion functions(PDPF) in the MWT analysis.
150 151.0 151.6 14.3 -0.6 -1.8 .

PDF Median Mean
160 1600 1614 164 -16 ~25 '

GeV GeV

170 169.0 168.6 17.3 —-3.2 -5.1
180 178.0 178.4 18.0 —-25 —2.6 CTEQ3M 172.25 173.67
190 186.2 186.9 19.8 -3.3 —-3.6 MRSA’ (Aqgcp=266 MeV) 172.27 173.66
200 197.2 196.1 20.2 -3.1 —-4.0 MRSA’ (Agcp=344 MeV) 172.27 173.51
210 206.7 206.1 221 —-3.3 —-4.8 MRSA" (Aqgcp=435 MeV) 172.26 173.38
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TABLE XVII. Effect of introducing dummy models for the two additional interactions. Although the resolution of the

poorly modeled portion of the background. vertex degrades with the additional interaction, the effect on
the W(m,) distribution is modest. The difference in mean

Background Model Medianm, (GeV) between a sample without additional interactions and the

MWT vWT sample in which 33% of the events have one and 36% two

additional interactions, approximating the conditions at

Low _Mass 172.9 1r2.7 which the data were taken, is only 0.6 GeV for th&/T
N_Om'nal 1r2.2 1r2.2 analysis. A change of this magnitude is roughly equivalent to
High Mass 172.0 171.2

a change of 1.2 GeV in the top quark mass. For AM&VT
analysis we get a similar value, 1.4 GeV.

the selection criteria. To estimate how sensitive the result is
to the poorly constrained distribution of these events, we use ) o
dummy models instead of the Monte Carlo samples. These There are systematic uncertainties in the value of the top
models assume that th&(m,) distributions for these back- quark mass that minimizesInL. These arise both from the
grounds are Gaussian, with a width chosen randomly befinite number of Monte Carlo events used in determining the
tween 20 and 60 GeV. In one of the modé&lkow mass”), —InL points and the choice of function to fit these points.
the mean of the Gaussian was randomly selected between To estimate the effect of the Monte Carlo sample size, we
120 and 160 GeV, and in the othéhigh mass”) between  Split the signal Monte Carlo samples into five subsets and
180 and 220 GeV. We then perform ensemble tests using tH€peat the fit to the data using each subset as the signal
known background components plus the dummies to estinodel. The rms variation observed in the central value is
mate the background probability densities, with eventshen divided byy/5, yielding a systematic uncertainty of 0.3
drawn from the standard signal and background models. TheeV for either algorithm. N _
results are listed in Table XVII. Based on the observed shifts To estimate the uncertainty arising from the choice of the
in the mediam, the uncertainties are 0.9 GeV and 1.5 Ge\V/Parabolic fit to nine likelihood points, we fit Monte Carlo
for the MWT and »WT analyses, respectively. ensembles withim;=170 GeV using a variety of parametri-

' zations and observe the resulting changes in the median of

E. Multiple interactions m,. We fit quadratic polynomials to five and seven points and
cubic polynomials to nine and eleven points. The largest

The beams in the Tevatron are structured into Six proto,4iations of 0.9 GeV MWT) and 1.3 GeV ¢WT) give
and six antiproton bunches. Proton and antiproton bunch€sstimates of the systematic uncertainties.

collide every 3.5 us in the center of the detector. More than

onepp interaction can take place during a crossing and the IX. RESULTS

detector sees the superposition of all these interactions. At

the mean luminosity at which the data were taken (7.5 A. Combination of the MWT and »WT measurements

X 10°%cn?/s) on average 1.3 interactions occur per cross- The two algorithms we use give consistent results. The
ing. Since the cross section for the production of high-  weights computed by théAWT and »WT algorithms are

secondaries is small, it is very unlikely that more than one Oi)ased on different aspectstﬁproduction and decay and are

these interactions produces high-particles or jets. HOW- o refore not completely correlated. To gauge the degree of
ever, the Monte Carlo models do not include the effect of the —

itional low rticl multiole interaction r correlation, we fit ensembles bf Monte Carlo_events for a
ﬁ%dth :an?e ErTogglr:J es due to multiple interactions du top quark mass of 170 GeV using both algorithms. We then

There are two ways in which these additional interactionsseleCt the subset of these ensembles with likelihood func-

may affect the reconstructed event. First, the additional part_lc;]r_]shogh5|51\1/;bv\/rTW|dthls as o_bls(;arvleld ;gthidlgtj' tgo\s/e fo(;
ticles deposit energy in the calorimeter, some of which falls ICWTe | ana >|/d8|31y;|:,e‘g§ <.15th G V Be gn
into the jet cones. Second, the additional tracks may confusixgzs”e tes{ftlsn ?NyeSIfSin)Qecht thé ccr;:trelatibn coeefzi.cie?tsebetc\)/\?een
the algorithm that determines tkgosition of the interaction . ; . .

g P éhe MWT and vWT algorithms is 0.77. A statistical combi-

vertex, leading to mismeasurement of the jet directions. The f th Its f h lqorith h eld
jet energy scale calibration accounts for the former effect ofration of the results from the two algorithms then yields

average. To study the latter effect, we add particles from one m,=168.4+12.3 stah +3.6(sysh GeV. (34

or two simulated additionabp interactions to a sample of

5000 Monte Carldt decays withm,=170 GeV. The signa- The systematic uncertainties are taken as completely corre-
tures of the resulting events in the detector are simulated bited between the two algorithms. Since they differ insignifi-
the GEANT program. The events are reconstructed by thé@ntly between the two algorithms we quote the mean from
same programs as the collider data. For this study ensemblealle Xil.

tests are of little help, since the small sample sizes prohibit o . )

the generation of a large number of independent ensemble8; Combination of the dilepton and leptontjets measurements

We estimate the size of the systematic effect by comparing The value of the top quark mass obtained from the dilep-
the W(m,) distributions in the samples with zero, one, andton channel is in good agreement with that found by fitting

F. Likelihood fit and Monte Carlo statistics
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tt— I +jets eventd7], supporting the hypothesis that both for the computation of the likelihood that exploit comple-
are due to the decays of the same pair-produced particleientary features dft production and decay. Both result in
We obtain our best measurement of the mass of the top quaskery similar measurements of the top quark mass. They also

by combining the results of the analyses in the two channelgree well with the mass measured from fitstte+ + jets
Since the two measurements are statistically independent th&ents, supporting the hypothesis that both channels corre-
combination is straight forward. The systematic uncertalntlegpond to decays of the same particle. We combine the mass

in the combined measurement are evaluated by propagatingessurements from both channels to obtain
the uncertainties in each channel with correlation coefficients

of either O(for MC statistics, likelihood fit, and background m,=172.1+7.1 GeV. (36)
mode) or 1 (for jet energy scale, multiple interactions, and
HERWIG-ISAJET difference$. We obtain

m,=172.1+5.2(stah = 4.9(sysh GeV. (35) ACKNOWLEDGMENTS
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