archive ouverte UNIGE

http://archive-ouverte.unige.ch

Article

Measurement of the polar-angle distribution of leptons from W boson
decay as a function of the W transverse momentum in pp collisions at
sV=1.8TeV

CDF Collaboration

CLARK, Allan Geoffrey (Collab.), D'ONOFRIO, Monica (Collab.), WU, Xin (Collab.)

Abstract

We present a measurement of the polar-angle distribution of leptons from W boson decay, as
a function of the W transverse momentum. The measurement uses an 80x4pb-1 sample of
pp collisions at sv=1.8TeV collected by the CDF detector and includes data from both the
WUDOe+v and WOp+v decay channels. We fit the W boson transverse mass distribution to a set
of templates from a Monte Carlo event generator and detector simulation in several ranges of
the W transverse momentum. The measurement agrees with the standard model expectation,
whereby the ratio of longitudinally to transversely polarized W bosons, in the Collins-Soper W
rest frame, increases with the W transverse momentum at a rate of approximately 15% per
10GeVi/c.

Reference

CDF Collaboration, CLARK, Allan Geoffrey (Collab.), D'ONOFRIO, Monica (Collab.), WU, Xin
(Collab.). Measurement of the polar-angle distribution of leptons from W boson decay as a
function of the W transverse momentum in pp collisions at sv=1.8TeV. Physical Review. D,
2004, vol. 70, no. 03, p. 032004

DOI : 10.1103/PhysRevD.70.032004

Available at: UN IVE RSITE

http://archive-ouverte.unige.ch/unige:38068 D E G E N EVE
Disclaimer: layout of this document may differ from the published version.

I =@


http://archive-ouverte.unige.ch/unige:38068

PHYSICAL REVIEW D 70, 032004 (2004

Measurement of the polar-angle distribution of leptons fromW boson decay as a function
of the W transverse momentum inpp collisions at \/s=1.8 TeV
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MEASUREMENT OF THE POLAR-ANGLE DISTRIBUTION . ..

PHYSICAL REVIEW X0, 032004 (2004

We present a measurement of the polar-angle distribution of leptons\Wdroson decay, as a function of

the W transverse momentum. The measurement

uses andgb ' sample of pF collisions at /s

=1.8 TeV collected by the CDF detector and includes data from bothAthee+ v and W— w+ v decay
channels. We fit th&V boson transverse mass distribution to a set of templates from a Monte Carlo event

generator and detector simulation in several ranges

of\theansverse momentum. The measurement agrees

with the standard model expectation, whereby the ratio of longitudinally to transversely polttzesbns, in

the Collins-SopeW rest frame, increases with thétran
10 GeVk.

DOI: 10.1103/PhysRevD.70.032004

I. INTRODUCTION

According to the standard modg@M), the polarization of
W bosons in hadronic collisions produced at high transvers
momentum p¥V) is strongly affected by initial-state gluon
radiation and quark-gluon scattering. The leading-order di
grams in quantum chromodynami¢®CD) for high-p; W
production are shown in Fig. 1. The angular distribution of
the leptons from th&/— ¢ + v decay reflects the changes in
the W polarization. In the Collins-Sopét rest framd 1] the
dependence of the cross section on the leptonic polar-ang
can be parametrized as

O((l— QalcOSGCS-i- aZCOSZHCS),

D

d cosfcs

whereQ is the lepton charge. The effects of QCD contribute
to the coefficientse; and a,, which are functions ob¥".
Figure 2 shows the theoretical expectation tqr(p¥") and

a-

sverse momentum at a rate of approximately 15% per

PACS nuni§erl3.85.Qk, 12.15.Ji, 12.38.Qk, 13.38.Be

Measuring the polarization state of tiéas a function of
its transverse momentum is a powerful test of the validity of
QCD. Moreover, understanding how QCD corrections affect
Fepton angular distributions is important in the measurement

of theW mass M) and rapidity distributions ipp experi-
ments. The lepton angular distribution changes the shape of
the transverse mass distribution, which is used to measure
M. The effect cannot be neglected even at modest values
of the W transverse momenturfless than 15-20 GeV¢/
there theW mass is typically measurgas «, falls signifi-
canty within that range. It has been estimated that an overall
shift of 1% ona, corresponds to a change in the measured
value ofM,y, determined by fitting the transverse mass dis-
tribution, of approximately+ 10 MeV/c? [4]. This effect is
only partially reduced in the measurement of #veboson
mass by typically requiring lowy events pY

<20 GeVk) and by restricting the range of the transverse
mass where the fit is to be performed to values greater than
65 GeVi?.

We present the measurement @ at variousW trans-

a,(pt), neglecting a correction from sea quarks, calculated/erse momenta, using both the electron and muon channels.

up to next-to-leading ordgiNLO) in QCD [2,3]. Sea quarks
give an opposite sign contribution to the aig term when

The sensitivity for a measurement af is too low, due to
the fact that the sign of ca%sis undetermined without a full

the W is produced by an antiquark in the proton and a quarkeconstruction of the kinematics of the neutrino from e

in the antiproton, reducing the value @f. Only in the limit
py—0 GeVlc, whena;=2 anda,=1, does Eq(1) de-

decay. Hence, the only sensitivity tg comes from the cor-
relation between the geometrical acceptance of the detector

scribe the distribution of leptons from a transversely polar-and the phase space of the observed events. The current best

ized W boson:da/d cosfe<(1—Q coséc9?, which is typi-
cal of a pure V—A interaction. As «, decreases, the
contribution from longitudinally polarizedN bosons in-

measurement of, is reported in Ref[3]. The results pre-
sented here reduce the uncertaintyagnby about 50% up to
py'~30 GeVk, and are of comparable uncertainty at higher

creases and so does the probability for the decay lepton to heansverse momenta of thw.

emitted at large polar angle. On the other hamgmeasures

For completeness, the cross section differential in the azi-

the forward-backward leptonic-decay asymmetry. Figure 2nuthal and polar lepton angles can be expressed in the most

indicates that the asymmetry is reduced at higﬁﬁr

d40' 3 d20_TOT

d(p¥)2dydcosfcsdpes 167 d(p¥)2dy

general form as

1
(1+cogbcg) + 5A0(1-3 co€6cg) — QA;SiN 20 LOShcs

1
+ EAzsin2 0 <COS 2P s+ AsSin e COSPes— QALCOSHcs+ AsSI? O ssin 2hcs

—QAgSIN20-SiN gt A

2

7SiNfcssinges|,

032004-3



D. ACOSTAEet al. PHYSICAL REVIEW D 70, 032004 (2004

q ——N\/ NN\ W q—>—( 0000 8 2.5 ¢

qq — gW i
q —a—N"N\N\/\ W q H q i
580000 ) —>p—— ¢ g W 0F
t % Quark Parton Model
ag — ¢W 0.5 [ -=-- &, QCD NLO

r — 0, QCDNLO
FIG..l. Thg QCWD Ieadlng-ord.er processes thgt glvg risévto -1 0710720 7304050 6070 80
production at higtpy . In the top diagrams a gluon is radiated from pw [GeV/c]
one of the scattering quarks. In the bottom diagrams a quark-gluon T
scattering produces \, together with a quark.

FIG. 2. Theoretical NLO-QCD calculation af, anda, vs.pYy'.
The limit pTW—>O GeV/c is the quark parton model, for which,

wherey is the rapidity of thew boson,o"°7 is the total ~ _; anda,—2.

(angle integratedrate, and thej; terms weight the relative
contributions to the total cross section due to the different
polarizations of thaV boson. By integrating Eq2) over ¢ Sides of thez=0 plane. Each barrel consists of four radial
and comparing with Eq(1) it follows that layers of silicon strip detectors, and each layer is divided in
azimuth into 30° wedges. The microstrips run parallel to the
27 _2-3Ag z direction so that the SVXtracks particles i — ¢. The
T21A, T 24 A, @ yrx [8] is a set of 28 time projection chambers, each 9.4 cm
in length, surrounding the SVXdetector. It provides the
position of the interaction point with a resolution of 1 to 2
mm. The CTC[9], which extends in radius from 28 to 138
cm and|z| <160 cm, measures a three-dimensional track by

: . roviding up to 60 axial and 24 stereo position measure-
Sections IV and V outline the measurement method and de- s : .

; . . nts. Th ic drift cell h line of 12 sense wir trun
tail the Monte Carlo event generator and detector simulation, ents. The bas C.d cefihasaline o SENSE WIres strung
Section V contains the estimate of the background towthe parallel to t_hez axis for axial measurements or 6 sense wires
data sample, and Sec. VII summarizes the fits and the Syg_lted +3° in ¢ for stereo measurements. The set of all drift
tematic uncertainties. The results and conclusions are pré:-e"S located at the same radius from the origin of the detec-

ay

which relates thev; and a, with the A; coefficients. TheA;
coefficients are explicitly calculated in Ref,5].

This paper is structured as follows: Sections Il and llI
describe the CDF detector and th¢ boson data sample.

sented in Sec. VIIL. tor is cglled a sgperlayer. . .
In this analysis the CTC is used for the tracking and VTX
IIl. THE COLLIDER DETECTOR AT FERMILAB  (CDF) and SVX are only used to provide vertex information. The

CTC track is constrained to point to the event vertex. Zhe

A complete description of the CDF detector can be foundocation of the vertex is determined with the VTX, and the
elsewhere[6]. We describe here only the components rel-position inr — ¢ is determined from the beam line measured
evant to this work. CDF uses a cylindrical coordinate systenwith the SVX'. The result of this procedure is a significant
(r,¢,z) with the origin at the center of the detector andzhe improvement in the CTC resolution. The momentum resolu-
axis along the nominal direction of the proton beam. Wetion of such tracks is o(p7)/pr=[(0.0009p)?
define the polar anglé as the angle measured with respect+ (0.0066%]%? with pr measured in units of Ge/
to the z axis and the pseudorapidity ] as 7
= —In[tan(6/2)]. A schematic drawing of one quadrant of B. Calorimetry

the CDF detector is sh in Fig. 3. . . . .
€ etectoris shown in g The CDF calorimetry is provided by four different calo-

rimeter systems with a nearly contiguous coverage out to
| 7|=4.2. Three of the four systems have both electromag-

The CDF tracking system in run | consists of three track-netic (EM) and hadronidHA) calorimetry. They are called
ing detectors: a silicon vertex detector (SVXa vertex time  “central” (CEM, CHA), “wall” (WHA), “plug” (PEM,
projection chambefVTX), and an open-cell multiwire drift PHA), and “forward” (FEM, FHA). The central and wall
chamber(CTC). The tracking system is immersed in a 1.4 T calorimeters are scintillator based, whereas the plug and for-
solenoidal magnetic field aligned with tzeaxis. The silicon  ward calorimeters are a sandwich of proportional tube arrays
vertex detectof7] is a silicon microstrip detector that covers with lead (PEM) or steel(PHA) absorber, and they are all
aregion in radius from 2.86 to 7.87 cm. It is divided into two segmented into towers which point back to the nominal in-
identical “barrels” which surround the beampipe on oppositeteraction point.

A. Tracking

032004-4
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FIG. 3. One quarter of the CDF detector. The detector is symmetric about the interaction point. This is the configuration for run Ib.

The CEM[10] provides electron and photon energy mea- C. Muon systems

siuremcoants in_the regqior|177|<1.l _with resolution og/E Three systems of scintillators and proportional chambers
=135 /?j/VE-S:; 0©1.5%, whereE is measured in units of 58 sed to identify muons in this analysis. A four-layer array
GeV ande in |cgtes sum in quadrature. The CEM is physi- ¢ ift chambers, embedded in each wedge directly outside
cally separated into two halves, one coveripg0 and one ¢ e CHA, form the central muon detection syst6bMU)

covering #<0. Both halves are divided in azimuth into 24 13,14, The CMU covers the regi
o 14 giohy| <0.6 and measures
wedges that subtend 15° each. Each wedge extends along Efour-point trajectory(called a “stub” with an accuracy of

z axis for 246 cm and is divided into ten projective towers 0f250,um per point inr — ¢. Charge division gives an accu-

approximately 0.1 units iny. The CEM is 18 radiation racy of 1.2 mm per point irz. A 0.6-m-thick layer of steel

lengths thick and consists of 31 layers of plastic scintillator, ;
) : . separates the CMU from a second four-| f drif
interleaved with 30 layers of lead sheets. A proportional P ond four-layer array of drift

S chambers(CMP). Requiring a muon to have a stub in the
chamberlCES measures the electron shower position in theCMP redices t)he bgckgrgund due to hadrons and in-flight
¢ andz directions at a depth of-6 radiation lengths in the  jacavs by a imatelv a factor of t
CEM. The CES module in each wedge is a multiwire pro- ys by approximately  factor of ten, The CMU covers

. . . . approximately 84% of the solid angle for|<0.6, while
portional chamber with 64 anode wires oriented parallel t%g&) is coveryed by the CMP, and 5%% i)g'both. Additional

the beam axis. The cathodes are segmented into 128 stri Sur-layer muon chamber€CMX) with partial (70%) azi-
perpendicular to anode wires. An electron and photon Show%uthal coverage lie within 06| 7|<1.0
! ; .0.

typically spans several CES channels in each dimension.
When CTC tracks made by electrons frathboson decays
are extrapolated to the CE$~184 cm), the CTC extrapo-
lation and the CES shower position match to 0.22(cms) The CDF trigger{15] is a three-level system that selects
in azimuth and 0.46 cnrms) in z. Both CES/CTC position events for recording to magnetic tape. The first two levels of
matching and the CES shower shape are used as electrtime trigger consist of dedicated electronics. At level 1, elec-
identification variables. trons are selected by requiring the presence of deposited en-
The PEM provides energy measurement in the range 1.érgy above 8 GeV in a trigger towé&sne trigger tower is two
<|#n|<2.4 and the FEM covers %2 7|<4.2. The towers physical towers, with a width in pseudorapidity df»

D. Trigger requirements

subtend approximately 0.1 in pseudorapidity by 5°#n  =0.2). Muons are selected by requiring the presence of a
Details of the plug and forward calorimeters can be found irtrack stub in the CMU or CMX and, where there is coverage,
Refs.[11,12. a track stub in the CMP in coincidence with the CMU. The

All the calorimeters are used to measure missing translevel 2 trigger starts after a level 1 trigger has accepted an
verse energy and the central electromagnetic calorimeter pr@vent. Trigger towers in the calorimeters are combined into
vides the energy measurement for the electrons in this analglusters of total or electromagnetic energy by a hardware
sis. cluster finder. Clusters and stubs are then matched to tracks
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found in the CTC by the fast hardware tracking processortrons with Er>25 GeV and with thepy of the associated
The third-level trigger uses software based on Optlmlzed Oftrack greater than 15 Ge¥/ Events are accepted on|y if

fline reconstruction code to analyze the whole event. E>25 GeV. We require a well measured trackossing all
eight superlayers of the CTC and with more than 12 stereo
lll. DATA SELECTION hits attachell To exploit the projective geometry of the CDF

The data presented here were collected by the CDF deteggtector, the event vertex reconstructed with the VTX is se-
tor at the Tevatron collider between 1994 and 199%in lected to be within 60 cm iz from the origin of the detector

Ib”). The signature for aV— ¢+ event is a lepton with coordinates. Fiducial requirements are applied to ensure that
high transverse momentum and large missing transverse méandidates are selected in regions of well understood effi-
mentum in the event, due to the undetected neutrino. In theiency and performance of the detector. To remaueoson
electron channel, we select candidate events with the primar§vents from theW sample a search is made for a partner
lepton in the CEM. In the muon channel, the lepton candi-electron in the centralCEM), plug (PEM), or forward
date is required to have stubs in the CMU, CMP, or CMX.(FEM) calorimeter. Partner electrons are sought with cluster
These conditions specify what is referred to here as the “centransverse energies greater than 20 GeV, 15 GeV, and 10
tral lepton” sample. Two samples Z—e*+e~ andZ  GeV in the CEM, PEM, and FEM, respectively. Tracks with
—u +u” are also used for tuning the simulation. The de-transverse momentum greater than 10 Ge¥hd opposite
tails of the trigger requirements can be found in H&6].  sign to the primary electron are also considered. The event is
The integrated luminosity is 804 pb L. rejected if the invariant mass of the primary electron with the
The missing transverse momentum is inferred from thepartner electron exceeds 60 Ge%/ The event is also re-
energy imbalance in the event. For this purpose, a recoiliected if the partner electron is pointing to any nonfiducial
energy vectou is defined as the vector sum of the transversevolume of the calorimeter, as this may cause the cluster’s
energies of all calorimeter towei@cluding both electro-  energy to be mismeasured and consequently cause the invari-
magnetic and hadronic, up toy|<3.6), except the ones ant mass rejection to fail.
identified as part of the electromagnetic clusters associated |n order to improve electron identification, additional

with the primary leptons: variables are used. They are the ratio of the hadronic to elec-
tromagnetic deposited energids;¢q/Eem<0.1), the match
i= > E;sinén;, (4) between the extrapolated track and the measured position at
i not € the CES Az;g<<5 cm), the transverse CES shower shape

[17], and the track isolation (ISQs<1 GeV/c). The track
wheren; is a transverse unit vector pointing to the center ofisolation variable ISQ is defined as the total transverse mo-
each tower and sif| is computed using the vertex closest mentum from trackgunconstrained by the vertex positjon
to the electron track, or using the electron tragkf there is  of pr>1 GeV/c, that lie within a cone of semiopening
no z vertex within 5 cm of the electron track. The vectois = /(A 75)?+ (A ¢)? centered on the lepton track and within 5
a measure of the calorimeter’s response to jets and particlesn of the leptore vertex.
recoiling against th&V. Thus, the missing transverse energy  For the W—u+v sample the selection begins with
(identified with the transverse momentum of the neudriso 60 607 candidate events that pass the level-3 trigger and have
derived asE=—(P{+u), where P denotes the muon a track withp;>18 GeVk, matched with a muon stub. We
transverse momentunp{) or the electron transverse energy then selects events where the mymgrand the; are greater
(Et). The modulugu) of the recoil vector is an estimator of than 25 GeV. The quality requirements on the tracks are the
the W boson transverse momentum and it is used to selegame as for the electrons. In addition, there are requirements
different ranges of th&V boost. on the impact parameter of the tradkl{/<0.2 cm) and on

The analysis uses the transverse ma¥ds)( which is  the opening angle10°) with any second higp+ track to
analogous to the invariant mass except only the transvers@move cosmic rays. The muon identification is based on the
components of the four-momenta are usdd.is determined  presence of track stubs in the muon systems and on the de-

from the data as posited energy of the candidates in the calorimeters. The de-
. posited energy associated with the muon candidate is re-
M= 2P{Er(1—cosA¢™), (5  quired to be less than 2 GeV in the CEM and 6 GeV in the

CHA. Furthermore, we require that the CTC track, extrapo-
where A¢‘” is the angle in ther— ¢ plane between the lated at the center of the muon chambers, and the track stub
transverse momentum of the lepton and the missing energyeconstructed in the muon systems match to within 2 cm in

Several selection criteria are chosen to isolate a sample dfie CMU or 5 cm in the CMP and CMX. The track isolation
well measured electrons and muons and reduce the backut has not been applied to muon candidates since the muon
grounds. sample is smaller in size and we have preferred a looser

For the W—e+v sample the selection begins with selection. TheZ removal rejects events where there is a sec-
105073 candidate events that pass the level-3 trigger anahd highestp; (>10 GeVk) track in the CTC, of opposite
have an electromagnetic cluster wily>20 GeV and an sign to theu candidate and back-to-back in spaedthin
associated track witlpt>13 GeVic. We then select elec- 10°), that has an invariant mass with thecandidate greater
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TABLE I. Set of requirements applied to select the—e+ v a 01F
data sample. g
) |
Criterion W events after requirements §0.08 I
Initial sample 105073 < !
Fiducial requirements 75135 0.06 L
Good electron track 68 337
ES>25 GeV 64 254 0.04 |
E{>25 GeV 54 409 I
u<100 GeV 54 300 [/
pe>15 GeVk 52573 0021,
M1=50—100 GeVk? 51077 I
Blection 1D s208 0356063 70™75 5055695 oo
u<10 GeV 31363 My LGV
10<u<20 GeV 7739 FIG. 4. Example of the sensitivity of tHel ¢ distribution to«.,.
20<u<35 GeV 2033 Here a, has been set to 0 and 1, ap)ﬁ' is less than 20 GeV/.
35<u<100 GeV 595

IV. MEASUREMENT METHOD

Ideally one would like to fit the distribution of cdkgfor
than 50 GeVé?. There is no significant bias due to the trig- the coefficientse; and a, of Eq. (1). However, since the
gers on the transverse mass distribution of\ttieamples. neutrino coming from th&V decay is undetected, the kine-

The Z samples are selected with the sakVeselection matics of the decay are not completely reconstructed and it is

criteria, except theF is replaced with a partner highy ~ not possible to perform a boost into the rest frame and
lepton, and theZ removal requirements are not applied. Uniquely determine coés. The finite width of theW boson
Moreover, the sample & —e* +e~ used for the tuning of Makes it diffipult to solve the equations of th'é two-body
the simulation has two CEM electrons, both passing electrof€cay- Even if the mass of thé were known on an event by

ID cuts. This choice removes almost all of the QCD back-€vent basis and the detector had perfect resolution, the un-
ground. known longitudinal component of the neutrino momentum

ould leave a sign ambiguity in determining as.

This measurement therefore exploits the relationship be-
tween the transverse mass of tiié and the lepton polar
angle on a statistical basis, i.e., by using the shape dftthe
distribution. A similar technique has been successfully ap-
plied in Ref.[3] to measurex, from W—e+ v decays. Fig-
ure 4 shows an example of how the distribution of the trans-
verse mass of th&V changes with different values af,.

TABLE Il. Set of requirements applied to select e—n+v  Also, sinceM does not contain any information on the lon-
data sample. gitudinal boost of thew boson, it is affected by, (the
forward-backward lepton decay asymmetry termnly

A summary of the selection requirements and the numbef’
of surviving events is shown in Tables(¢lectrong and Il
(muong. The accepted samples consists of 22 285> u
+ v candidates and 41 730— e+ v candidates, divided in
four recoil ranges.

Criterion W events after requirements  ynroygh residual effects of the geometrical acceptance of the
Initial ample 60 607 detector. , , N o
ECEM<2 GeV andESHA<6 GeV 56 489 The parameter, is determined by fitting thé+ distri-
Not a cosmic candidate 42 296 bution to a set of Monte Carlo generated templates, each
Impact parameted,<0.2 cm 37310 with a different value ofx,. A binned log-likelihood method
Track-muon stub r?1atc.h 36596 is applied to find the best estimate fes. The procedure is
Good muon track 33887 repeated selecting different regions of the transverse momen-
p.>25 GeVk 29146 tum of theW boson.
Ef>25 GeV 25575
uT<7O Gef/ 25 493 V. MONTE CARLO SIMULATION OF W PRODUCTION

AND DECAY

Z removal 22877 c
M1=50—100 GeVk? 22235 A fast Monte CarloMC) generator and a parametrization
u<7.5 GeV 13813 of the detector response have been used in this analysis to
7.5<u<15 GeV 5910 simulateW events at CDF16]. The event generator is based
15<u<30 GeV 2088 on a leading order calculation &Y production and leptonic
30<u<70 GeV 424 decay in quark-antiquark annihilation, including final state

QED radiation[18—-21]. The distribution of momenta of the
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quarks is based on the MRS-R22] set of parton distribu- S
tion functions (PDF9. The generatedW boson is then '
Lorentz-boosted, in the center-of-mass frame of the quark-
antiquark pair, to a specific transverse momenp){?‘n This
measurement uses a broad rangqn}ﬁf, including events at
low p}’, where theoretical calculations are not reliable. The
spectrum ofp¥" as a function of theW boson rapidity is

2 , Not allowed

QPM
(P =0GeV/e)

therefore derived fromp? (the pr of aZ boson— determined 05 [

experimentally fromZz—e"+e™, u"+u~ event$ after i

correcting it by the theoretical prediction fpi'/p%. There 0 QCh

is no physics simulation of the recoiling jets; instead we i at pr = 100 GeV/e

model directly the detector response to the recoil agaiifgt a -0.5 | Not

boson. The parametrization of the detector response and the | allowed 0, V§ O, parameter space

modeling of thew boson recoil up to 20 Ge'¢/is described A s 0 s T s

in detail in Ref.[16]. We have tuned the parameters of the o

model to describe the rangep¥’ up to 100 GeVe. Overall, ?

the MC tuning performed for this analysis involves: FIG. 5. Thea; vs a, parameter space. The regions marked with

“not allowed” are where the combination af, and a; gives un-

. physical negative weights to the differential cross section. The dot-
(@) the effects Of. Q(?D on the lepton angular distribution, ted line shows the values ef, and «, at differentp}’ between 0
(b) the parametrization of thg transverse momentum spec- and 100 GeVe.

trum, up top%=100 GeVk, and

(c) the detector response to the recoil against lpglZ and  petween 0 and 2. Nevertheless, detector acceptance effects
W bosons. introduce a small residual dependence in the polar-angle
spectrum.
In Eq. (6), wocp can take negative values A, and A,
(or, equivalentlya, anda,) are varied independently in the
The QCD effects on the lepton angular distribution areprocedure of fitting for the best parameters. Figure 5 shows

implemented with an event weighting proced_ure in the simuthe allowed parameter space fos anda;. The diagonals in
lation. Leptons fromW decays, generated with a tree-level the plot correspond to the requirement:

quark-antiquark annihilation, have a purely—A angular
spectrum with a very small distortion due to the final state (1+ @08 s+ a1€0Sfcg) =0, (7)
photon emission. Therefore, events are first unweighted by
1/(1-Qcos#)?, where ¢ is the lepton polar angle in the for cosfcg=*1. The point @, a,)=(2,1) is the quark par-
parton frame and) is the lepton charge. This effectively ton model(QPM) limit in the case that the sea quark contri-
factors out any small distortion of the spectrum with respecbution is neglected, and it has a vanishing cross section at
to a parabola. Events are then assigned the appropriag® s=+180°, as described by thé— A lepton angular dis-
weight Wqcp), Wherewqcp is defined as a function of the tribution. The dotted line is the relationship betweenand
lepton angles fcs, ¢cg) in the Collins-SopelV boson rest  «, (at differentpy’ up to 100 GeV¢), expected from the SM
frame: including QCD corrections. To prevemtgcp from taking
negative valuesg; and a, are varied only within the al-
Wocp(bcs, dcg) =1+ C0520c3+%A0(1_3 co6cs) lowed region. Note that the sea quark contributioratois
correctly taken into account in the Monte Carlo simulation.
1 Because this is an event-weighting procedure, it does not
Z A,SIMPOcCOS 2 correspond to the inclusion of QCD corrections to the gen-
2 erated events: the large’ W events still have to be intro-
+ A4SiN A COShes— QALCOSHcs. gﬂf}gﬁ by hand, by imposing a transverse momentum distri-
(6)

A. Effects of QCD on the lepton angular distribution

+

B. Z transverse momentum spectrum

Equation(6) describes the angular modulation induced by  prior to the determination of th2 transverse momentum
the effects of QCD as expressed also in B2}, except for  gjstribution, the Monte Carlo simulation is tuned and
the terms withA, 5 5 7; here they are set to zero, correspond-checked against the—e* +e~ andZ—pu* + u~ invariant
ing to the standard model prediction in the accessfidle  mass distributions from the data. In the electron channel, the
range. The coefficienté, and A; are kept in the angular Monte Carlo simulation reproduces the data with an irput
distribution and assigned the SM dependence wﬁh cal- mass equal to the world avera@8] within a scale factor of
culated in Ref[2]. Notice that the angular coefficientsAg ~ 1.0002+0.0009, consistent with Reff16]. In the parametri-
and A; cancel out when integrating analytically oveéis  zation of the energy resolution of the CEM:
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FIG. 6. Distributions ofp% from Z— u*+ u~ data(a) andZ—e"* +e~ data(b) compared with the simulation.

Py

O 13.5% f Z\ X Pa+1_—Pox
—= =———[(1-Py)P,* e P2
E \/E_T EBK, (8) (pT) F(P4+1)[( l) 2
Py+1
. +P,P 4 e P, %/(50.0 GeVt
we usex=(1.23+0.26)%. Thex term accounts for residual s 1. x=pr/( )-
gain variations not corrected by the calibration procedure (12

and is obtained from a fit to th2 invariant mass peak. ) ]

There is a small nonlinearity correction to extrapolate the The parameter®, . 4are determined from a fit to the
energy-scale corrections from electrons at fhpole to the observedpT distribution and then corrected to account for
energies typical of &V decay. The averager for electrons the difference between thebservedand thegenerated §
coming fromZ decay is about 4.5 GeV higher than the  spectrum. Since the difference between the two spectra is
for W decay. The nonlinearity over a small range of energieyery small, the unfolding of the effect of the reconstruction is

can be expressed with a slope as obtained by considering the ratio between them, as predicted
by the detector simulation. We determine thedistribution
Se(W)=Sg(2)-[1+ EAES], (99  using separatel—u " +u~ andZ—e* +e~ data, and the

average is used as tlpé spectrum that is input to the Monte

where Sg(Z) is the measured scale at tepole, ¢ is the  Carlo simulation. The uncertainty on the average is used to
nonlinearity factor, and Ey is the difference in the average evaluate the systematic uncertainty due to the transverse mo-
Er betweenZ andW electrons. The estimate gfis derived  mentum spectrum determination. Figure 6 showspﬁdis—

by looking atE/p distributions from the/V data and compar-  tripution of Z—u"+u~ and Z—e'+e  data. Thep?

ing them to the Monte Carlo simulation in separate regionspectra are compared with the simulation where the param-
of Er. We estimatef to be eters have been fit to the data. There is a good agreement
between data and Monte Carlo simulation and yRealues,

¢=—-0.00027-0.00008stay GeV ™. (10 normalized per degree of freedom, are very close to 1.

For muons, we use a momentum resolution of . .
C. Detector response to the recoil against

o(1/p7)=(0.097+0.009x 10 2 (GeVic) L, (11) high-pr Z and W bosons
An estimate of théV boost in the transverse plane comes

and the reconstructed mass peaks in the data and MC from the measurement of the calorimeter response to jets and
match with a ratio of central values of 1.0008.0011. With  particles reCO|I|ng against th&. The definition of the recoil-
these inputs, the Monte Carlo simulation reproduces corenergy vecton is given in Eq.(4). The modeling ofu in
rectly the peak position and width of the invariant mass disterms of theW boson transverse momentum is called the
tribution of electron and muon pairs frombosons. “recoil model” and it is implemented in the Monte Carlo

Since the QCD corrections t@ production are not in-  simulation of the event. The recoil model is derived using the
cluded in the Monte Carlo simulation, the transverse momenebserved recoil again&bosons, whose kinematics are com-
tum of theZ bosons needs to be determined from data. Theletely determined by the two leptons. The assumption is
pT distribution is generated in the Monte Carlo simulationmade that the recoil again& bosons can be extended to
using the followingad hocfour-parameter functional form: modelW events, since th&/ andZ bosons share a common
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FIG. 7. (a) and(b) Comparison of the data with the simulation for the recoil response compameatsiu, versusp% . (c) and(d) the
resolutionso(u;) ando(u,) versusp%.

production mechanism and are close in mass. We summariZeom the reconstruction of the decay leptons. The parameters
below the key elements of the recoil model and show howfor fH(p$) are obtained from a fit t&—e"+e~ and Z
the simulation describes the data after fitting the model's— "+ 4~ data and the function is corrected for a small

parameters to the highy Z boson data. difference between the trygf and the observeg“—which
_ is measured from the two leptons’ momentum vectors—to
1. Recoil model feed the correct parameters to the simulation. Figui 7

The direction ofp-Z measured from the reconstructed de-SNOWs the average ofj, which is the response function for

cay leptons and the perpendicular to it form a base i thie thg: parallel component, togethgr with the simulation after
. . - . - fitting for the parameters df; . u| is on average smaller than
plane on which the recoil vecton can be projectedu z . . AP .
Ui u). The values ofun andu. are functions ofp2 pT . due to the gaps in the calorimeter and inefficiency in the
(uy, up). N I NN pr reconstruction of the total energy deposited. Nonetheless,
(addressed here as “response functionslith a certain

smearing. The smearings are to a good approximation Gausareasuringl provides an estm'lzate_ qﬂ% (or_ulnmate!ypT).
The response functiori, (p7) is consistent with zero

ian distributions[4], so thatu; andu, can be parametrized . " ) L
as Gaussians with variable mean and width: within the statistical uncertainty, as expected singes the
recoil projection perpendicular tp% The average ofi, is
u GIf(pD). o (PD] shown in Fig. Tb).
u,
The resolution of the recoil vector components depends
on the underlying event and the jet activity, in addition to the

=\ 6Lt (PP, (pD] |- (13
The response functiofy| is well described by a second calorimeter resolutiono) and o, are parametrized in the
order polynomial in theZ transverse momentum measuredform

3. Resolutions

2. Response functions
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FIG. 8. Distribution of the recoil against th& boson compared with the simulation W— e+ v data(a) andW— w+ v data(b).

)l PZ,H(p%) The second weighting function turns tpé distribution,
o | = O'mbs( 2 T) P,.(pD) | (14) generated with botp; andy dependence, into a distribution
+ 2R for the transverse momentum of th® boson. This is ob-

tained from the theoretical calculation of
where P, and P, are second order polynomials f,  d?¢/dydpr|y/d’s/dydpy|, [24—27. Resummed calcula-
whereasory,,s contains the underlying event contribution and tions are used for correcting the difference between\the
is modeled by minimum bias events. In EQ4), ompsiS  and theZ py distributions. The ratio is between 0.9 and 1.0
expressed as a function of the total transverse enB&y,  over thep; range of interest. Since this is a ratio, the uncer-
defined as the scalar sum of tower transverse energies:  tainty is expected to be small because of cancellation of sys-
tematics. Indeed, by varying the PD&g, or the type of
> Er= > Esing,. (15)  calculation, the resulting uncertainty i’ is small in com-
i not ¢* parison to the uncertainty arising from the statistics ofZhe
sample used to define the distributif28—-31].

ZEy is a measure of the total transverse energy in the  Ajthough due to the undetected neutrino we cannot com-
event from all sources, excluding the primary lepton. The

. ) . pare directly thep¥" spectrum in the simulation with the data,
functional depende_n_cezofmbs versusZ_ET IS calculateq n Fig. 8 shows a comparison of the recoil against\ie the
Ref. [16]. The explicitpy dep'endence in the polynomials iS g|ectron and muon channel. The recoil includes phedis-
derived here fron? data, using both electrons and Muons. iy yion as well as all the response and resolution param-
The paramzeters are then corgected for the dependence of t fors derived using th& sample. The shaded band corre-
observede VErsus the truepr, as done for the_ response sponds to the uncertainty on tpé spectrum only. Since the
functions. Figures @ and {d) show the r_esoluztlon ot recoil model and thep% spectrum are derived with a sample
gnd Uy - Th.e resqlqnom(uH) worsens at highepr, due to that is much smaller than th& sample, there is a degree of
increased jet activity n the event. The agreements betwe eedom in optimizing the parameters to improve the agree-
data and Monte Carlo simulation are good in all the plots an

he v 2 lized d f freed | 1 ent with W data. However, we choose not to optimize the
the x*s normalized per degree of ireedom are close to 1. parameters using any of th& boson distributions to prevent

a possible source of bias when fitting the transverse mass

distribution. We treat the statistical uncertainty of the recoil
To turn the p% distribution into ap¥ distribution, the —model andpf spectrum as a source of systematic uncertainty

simulation applies two weighting functions. The first allows for a,.

for the fact that thep% distribution[as in Eq.(12)] is derived

with a fit performed to data averaged over all rapidity values VI. BACKGROUNDS

(with mean|y|=0.3). HoweverW events need to be gener-

ated differentially in bothp andy. This weighting function There are three main sources of background to\the

is taken from a theoretical calculation of —¢€+ v data sample of this analysi@here{ stands either

(d?c/dprdy)/{da/d Pr)y [16]. for an electron or a mugn

D. W transverse momentum distribution
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TABLE lll. Summary of the backgrounds td/—e+ v (as percentages of th& candidate samplen
different W recoil ranges. The uncertainty is negligible f&t— 7+ v andZ—e+(e).

Recoil[GeV]

Type 0-10 10-20 20-35 350-100 All
W—7+v 2.15 1.74 1.31 1.57 2.01
Z—e+(e) 0.00 0.02 0.12 0.39 0.01
QCD jets 0.230.11 0.39:0.14 0.140.10 0.5-0.3 0.26-0.12
tt 0.00 0.00 0.490.20 2.56:0.80 0.06:0.02
Total 2.38:0.11 2.15-0.14 2.06:0.22 4.96-0.85 2.42:0.12

(1) W—r+v events, with ther subsequently decaying tribution is also taken from the Monte Carlo simulation of
into a muon or electron and two neutrinos. W— 7+ v events, separately for each of tiléboson recoil
(2) Z—€¢*++¢~ events, where one of the leptons is not ranges.
detected.
(3) QCD dijet events, where a jet is wrongly identified as B. Z—¢*+¢~ background
a lepton and the total energy in the event is incorrectly mea- 7 events enter th&/ sample when one of the leptons is
sured to give & signal. not detected“lost leg” ) and there is missing transverse en-
There is a small background contribution fratdecays, ~€rgy in the event.
which is estimated to be-25 events in the electron channel
and~ 12 in the muon channgB2] and affects the high recoil
range only. The background from cosmic rays in the muon As part of theW candidate selection procedure the pri-
channel is approximately 0.2946] of the totalW— u+ v mary electron is always required to have been detected in the
candidates, with a flal; distribution. This corresponds to a central calorimeter. Th& removal procedure ensures the re-
negligible contribution compared with the dominant back-jection of events with a second oppositely charged figh-
grounds. track, or high-energy_calorimgter cluste.r, and _invariant mass
A shape for the transverse mass distribution is determine8f the electron-candidate pair compatible withZaboson
for each background source and added to the transverse m&@cay Me.>60 GeVk?). When the track associated with

T . — the second electromagnetic cluster is pointing to any nonfi-
distribution of the simulateV events. Fott backgroundthe .o/ yolume of the calorimeter, the event is rejected irre-
shape is taken from Reff33].

spective of the invariant mass value. This ensures that the
event would still be rejected if the second electron has emit-
ted a photon and the invariant mass with the primary electron
track falls outside th& invariant mass exclusion range.

The background fronW— 7+ v events, where the de- The Monte Carlo simulation is used to estimate the
cays leptonically, is virtually indistinguishable from thwé  background34] due to the inefficiency of the calorimeters in
—e+v or W—u+ v signal. The event generator used for detecting the second leg, or when the second electron points
the simulation of W events in this analysis is capable of beyond the coverage of the forward calorimetey|&4.2).
simulating W— 7+ v, where ther lepton is then decayed The total background level fronZ events in the electron
into u+2v or e+ 2v. The background level is found to be channel is very small, and is listed in Table III.
approximately 2% of the totdlV sample, with softer charged
lepton p; and E; spectra. TheN— 7+ v background frac-
tions are listed in Tables Il and IV for the electron and muon The event selection applied in this analysis removes
channel, respectively. The shape of the transverse mass disvents with opposite sign track$ound in the CTQ that

1. Electron channel

A. W— 7+ v background

2. Muon channel

TABLE IV. Summary of the backgrounds ¥/— u+ v (as percentages of th& candidate sampldan
different W recoil ranges. The uncertainty is negligible #— 7+ v andZ— p+ ().

Recoil [GeV]

Type 0-7.5 7.5-15 15-30 30-70 All
W—7+vp 2.24 1.94 1.63 2.37 2.11
Z—u+(w) 4.25 4.00 3.67 2.95 4.11
QCD jets 0.450.19 0.79:0.29 0.810.52 1.40:1.18 0.59-0.26
tt 0.00 0.00 0.190.09 1.89-0.70 0.05-0.02
Total 6.94+0.19 6.73:0.29 6.30-0.53 8.61+1.37 6.86-0.26
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FIG. 9. (a) Azimuthal angle between the electron candidate and the leading jet in the QCD samples and-catmgidates sampléb)
Number of events in the plane of recoil versus isolation in the QCD-enriched sample, derived from the dilepton sample with a same-sign
requirement and all the electron-ID cuts applied.

combine with the identified muon to give an invariant mass 1. Electron channel
L
greater than 50 Ge\¢f. The number oZ — "+~ events Figure 9a) shows the distribution of the opening angle in

not removed by theZ selection criteria is Co_nsis_tent Witr_\ ther-¢ plane between the electron and the leading jet. The
zero when both muons pass through the fiducial trackmgeading jet is the highest energy jet in the event with energy
volume (7|<1). of at least 5 GeV. The plot shows three samples enriched in
However, a significant number @ events may enter'the QCD background together with the/ candidates sample.
W sample when one of the muons goes outside the fiduciafyg of the enriched QCD samples are derived by reversing
tracking volume. About 20% OZ—pu"+u~ events have ine glectron ID cuts in theV preselection sample. The third
one of the muons outsidey| <1, either at the edge of the g (axen from dilepton eventZ(candidates that do not pass
tracking volume [#|~1.1) or at highery, beyond the cov- e gpposite charge requirement on the two leptorisich
erage of the CTC. The estimate of the background in thesge refer to as the QCD control sample. The samples en-
cases is based on the simulation, which uses the tracking-ned in QCD all show the expected peaks at 0° and 180°.
efficiency map determined using electrons detected in the \when thew recoil is less than 20 GeV the background is
calorimeter from theW—e+» sample. The background estimated by counting the excess of events in the distribution
level found is of the order of 4% and it is listed in Table IV. of A ¢(¢—jet). The signal component is estimated by fitting
The shape of the transverse mass distribution of lost-leg |inear function to the middle part of theg(£—jet) distri-
events is also derived from the Monte Carlo simulation.  pution. Almost all thew candidates with recoil greater than
10 GeV come associated with at least one jet, and we ac-
count separately for events that do not have an associated 5
C. QCD background GeV jet. Since tha&V candidates greatly outnumber the back-
ground events when the electron is isolated, the counting is
Dijet events can pass ttW selection cuts if one of the jets done in bins of increasing isolation, and the background is
is misidentified as a lepton and one of them is incorrectlyextrapolated back to the signal region of |S©
measured and gives a high missiig-signal. This is re- <1 GeV/c. The same background estimate is cross-checked
ferred to as QCD backgrounw/ candidate events which are by selecting events at high isolation <GSOy s
background from QCD would typically have the charged lep-<10 GeVk) and using the fraction of isolated to noniso-
ton or the neutrino predominantly back-to-back or collinearlated QCD events, seen in the QCD control sample, to pre-
with the leading jet. RealV events, on the other hand, have dict the number in the signal region. Figurébpshows the
a nearly uniform distribution of the lepton-jet opening angle,two-dimensional distribution of the recoil versus lepton iso-
at least for lowp}’. For higherp}’, W events also exhibit a lation in the QCD control sample.
slight tendency to have the leading jet, which is recoiling We estimate 74 36 background events due to QCD in
against thaV, in the opposite direction to the charged leptonthe 0—10 GeV recoil range and 3d1 in the 10-20 GeV
and the neutrino. recoil range. This includes an additionalf1®@ events in the
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FIG. 10. Electron channel: the transverse mass distribution from the background sources \i fecwil ranges. The plots are in
percentage of th&V data in the specifiq:)¥v region.

0-10 GeV recoil bin due toV events with no leading 5 GeV distribution shapes, at different recoil ranges, are seen to be
jet, as derived from the fraction of events with and without alargely independent of the anti-isolation cut. Figure 10 shows
jet in the QCD control sample. The uncertainties include ahe M distribution of the backgrounds in the electron chan-

systematic component due to the method. At higherecoil  nel, scaled by the estimated amount as a percentage W the
the estimate of the background ist2 events in both the candidates.

20-35 and 35-100 GeV bins. This is estimated with both the

QCD control sampléby using the ratio of low to high recoil

and the direct counting of the excess of events at 0° and 2. Muon channel

180°. In the latter, the nonuniform opening angle distribution QCD events can mimitV— p+» mainly in two ways.

of the recoiling jet andW-decay leptons is partially ac- The first is when a heavy flavor quark in one of the jets

counted for by a slope in the fit to the opening angle distri-decays into particles that include a high-muon (e.g., b

bution. The small background contribution makes it unnec—c+ u+v). In order for the muon and neutrino to have

essary to accurately model the signal angular distribution. enoughp+ to pass théV selection cuts, thé quark needs to
The shape of the transverse mass distribution of the QCIhave a high transverse momentum, which leads to small

background is obtained by reversing the isolation cut andpening angles. Therefore this type of event will have the

selecting events with anti-isolated electron tracks. ®he  muon and the neutrino almost parallel to one of the jets. The
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FIG. 11. Muon channel: the transverse mass distribution from the background sourceswhrémail ranges. The plots are in percentage
of the W data in the specifi<p¥v region.

second major type of QCD background process occurs when VIl FITS AND SYSTEMATIC UNCERTAINTIES
a hadron is misiden;ified as amuon. The energy of one of the A The likelihood fits
jets should also be incorrectly measured, in order to give the
appearance of a high missifig signal. In this case, the A Setof Monte Carlo generated templates of Me dis-
neutrino and the muon will be reconstructed either nearlyffibution is compared to the distribution derived from the
parallel to one jet or back-to-back and parallel to the twodata. W_hen_ each_ template d|str|but|qn is compared to the
jets. Moreover, in both the processes considered, the muon f&t@. & likelihood is computed according to
not likely to be isolated. Npins

The QCD background t&/— u+ v events is estimated in logL(ay)= 2 n?a‘a|og[p{\"c(a2)], (16)
the same way as for the electron channel in the four recoil =1
bins. We expect 6226, 4717, 1711, and 6-5 events
in the four recoil ranges. Figure 11 shows tig distribu-  where the sum runs over the number of bins of the his-
tion of the backgrounds in the muon channel scaled by théogram,nf®?is the number of entries in each bin of the data
estimated amount as a fractigquercent of the W candidates. histogram, ancp{\"C are the probabilities per bin. The values
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FIG. 12. Likelihood functions of the fits fas,, in the fourW boson recoil regions for the electron and muon channels.

of p{\"c(az)zni'\"cln{\f'f are given by the entries in the tem- channel. Tables V and VI summarize the results of the fits for
plate histogram, one template for each valueagf The  «». Figures 13 and 14 show the transverse mass distribution
maximum of the likelihood function locates the best estimateof the data compared with the simulation, whetghas been

for the value ofa,. Figure 12 shows the likelihood functions set to the best-estimate values.

in four differentp¥ regions for the electron and muon chan-
nels. The likelihood functions have been shifted vertically so
that the maximum is always at zero. The tatistical un-
Certainty on each fit is evaluated at the pOintS on the likeli- Systematic uncertainties on the measuremenhpffor

hOOd curve Wh|Ch are 1/2 Unit belOW the maXimUm. The fourthis ana'ysis derive from the simulation ®Y events’ the
recoil regions are 0-10, 10-20, 20-35, and 35-100 @eV/ detector response, and the estimate of backgrounds. Some of
for the W—e+v data and 0-7.5, 7.5-15, 15-30, andthese, although classified as systematic, may be statistical in
30-100 GeV¢ for the W— pn+v data. The choice of the nature. This is the case for the detector recoil response and
ranges is constrained by the sample size in the pigite-  the W transverse momentum spectrum, since they are derived
gions, due to the rapidly faIIinqp¥V distribution. Moreover, from theZ—e"+e~ andZ—u* + u~ data samples. In the

the smaller sample of the muon channel is reflected in théollowing, each source of systematic uncertainty is discussed
recoil ranges covering lowgsy’ values than in the electron and an estimate is determined for the shift on the measured

B. Systematic uncertainties
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TABLE V. Summary of the measurement @§ with the W—e+ v data. The meap‘T’V corresponding to
each recoil range is the mean of the distribution of the “trié'transverse momentum in the Monte Carlo

simulation.

Recoil rangd GeV] 0-10 10-20 20-35 35-100
a, measured 1.09 1.14 0.67 -0.22
Statistical uncertainty +0.05 +0.13 +0.29 +0.36
a, predicted 0.98 0.84 0.55 0.25
Mean p¥’ [GeVic] 6.2 15.9 33.3 59.2
Neuvt 31363 7739 2033 595

Systematic uncertainties
PDFs +0.01 +0.01 +0.01 +0.01
W mass +0.02 +0.01 +0.04 +0.04
Input p¥ +0.02 +0.03 +0.03 +0.04
Recoil model +0.01 +0.05 +0.04 +0.20
Backgrounds +0.01 +0.01 +0.01 +0.01
Combined systematic +0.03 +0.06 +0.07 +0.21

values ofa,. Tables V and VI contain a summary of the cantly affected. We do not apply an isolation requirement to
various contributions and the total systematic uncertainty. the muon channel.

1. Event selection bi . .
ent selection bias 2. Parton density functions

The electron isolation requirement may introduce a bias
on the measurement af,. For example, if the electron trav- The parton distribution functions are used in the Monte
els close to the recaoil, there is greater opportunity for theCarlo simulation to determine the quark content of the pro-
event to be rejected. Also, there could be a correlation of théon, and hence the rapidity distribution of the generatéd
selected sample witk,, which is correlated with the QCD bosons. The set of PDFs used to simulate the events in this
activity in the event. This bias is investigated by removinganalysis is MRS-R222]. These PDFs describe well the CDF
the isolation requirement, evaluating appropriately the indow-» W-charge asymmetry data. To evaluate the impact of
crease in backgrounds, and measuring the changs.ifhe the choice of PDFs on the measurementgf two Monte
maximum shifts observed are within the systematic uncerCarlo samples have been generated with MRMS-&nd
tainty of the background determination. Moreover, by changMRMS-DO, sets that were not tuned on CDF data and differ
ing widely a», in the simulation, the spectrum of the opening significantly from MRS-R2«, has been measured with both
angle between recoil and electron directions is not signifisets of PDFs. The observed shifts ar®.01 in all recoil

TABLE VI. Summary of the measurement af with theW— n+ v data. The meap¥v corresponding to
each recoil range is the mean of the distribution of the “trié'transverse momentum in the Monte Carlo

simulation.

Recoil ranggGeV] 0-7.5 7.5-15 15-30 30-70
a, measured 1.03 1.24 0.74 0.24
Statistical uncertainty +0.08 +0.18 +0.40 +0.51
a, predicted 0.99 0.92 0.70 0.32
Meanp¥’ [GeVic] 5.4 11.1 24.7 49.7
Nevt 13813 5910 2088 424

Systematic uncertainties
PDFs +0.01 +0.01 +0.01 +0.01
W mass +0.02 +0.01 +0.04 +0.04
Input p5 +0.02 +0.03 +0.03 +0.04
Recoil model +0.01 +0.05 +0.04 +0.20
Backgrounds +0.01 +0.02 +0.02 +0.03
Combined systematic +0.03 +0.06 +0.07 +0.21
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FIG. 13. Comparison of the transverse mass distribution fromithee+ v data(filled circles with the simulation(solid line) in four
recoil regions. In the Monte Carlo simulatiom; has been set to the best-fit value for each recoil range. The shaded histograms indicate the
background contribution that is estimated to be present in the data and that has been added to the simulation.

regions, a small fraction of the statistical uncertainty. This is 4. pV¥ spectrum
conservatively taken to be the systematic uncertainty due to The W transverse momentum spectrum is derived from

the choice of PDFs. the Z sample by measuring?, and using the relatively well
known ratio of thepy/p% distributions from theory. The%
distribution is measured from both tie—e*+e~ andZ
The transverse mass distribution is sensitive to the value»# " +u~ data, and then averaged. To account for statisti-
of the W mass used in the Monte Carlo simulation. The de-cal and systematic uncertainties in determining pfiespec-
pendence comes from the fact that the transverse mass spdtsm, additional MC data sets are generated usingp{qe
trum has a Jacobian peak at about the value oMhmass. from the electron or the muoBd-decay channels only. The
The value of th&V mass in the Monte Carlo simulation is set measuredy, shifts by between 0.02 and 0.04.
to the LEP averagE35] 80.412+0.042 MeVk?, in order to

3. The W mass value

be independent of the value measured at CDF. An uncer- 5. Recoil model
tainty on M,y of 40 MeV/c? corresponds to a systematic  The recoil model consists of response and resolution func-
uncertainty ona, of 0.01-0.04. tions derived from th& —e*+e~ andZ—u™ +u~ data.
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FIG. 14. Comparison of the transverse mass distribution fronWhew + v data(filled circles with the simulation(solid line) in four
recoil regions. In the Monte Carlo simulatios,; has been set to the best-fit value for each recoil range. The shaded histograms indicate the
background contribution that is estimated to be present in the data and that has been added to the simulation.

There are statistical uncertainties in the coefficients of thalistributions in the data and in the MC simulation. The co-
model, which are used here to evaluate a systematic unceefficienta, has been observed to shift between 0.01 and 0.04
tainty. Each of the parameters is changed anchthealue is  in the four bins. This is included in the quoted systematic
measured. The dispersion of the set of new measurementsugcertainty due to the recoil model.

taken as the systematic uncertainty, which increases with o )

pY, as shown in Tables V and VI. The recoil model is one of 6. The angular coefficients andy, input value

the main sources of uncertainty here since it is constrained Although the distribution of|cosf-4, and henceMr,

with a statistical sample much smaller than ¥esample should only depend om, and all the remaining angular
itself. The impact of a slight disagreement between \fie coefficients should integrate out, in practice geometric ac-
recoil distribution in data and simulation has been estimatedeptance causes some angular coefficients to have a residual
by shifting the edges of the recoil ranges one at a time bgffect on the shape of the ; distribution. Coefficient#\;,

0.1 GeVk, only in the data but not in the Monte Carlo simu- A, Ag, A; are predicted to be negligible in the standard
lation, simulating event migration between bins. The value oinodel and are set to zer8, andA; are kept in the angular
0.1 GeVk is the difference between the mean of the recoildistribution[see Eq.(2)] and are set to their standard model
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FIG. 15. Measurement od, with the electron(filled circles FIG. 16. Measurement of, combining the electron and the

and the muorttriangles channels. The error bars include statistical muon channelsfilled circles. The error bars show the combination
and systematic uncertainties, and the tick marks show statisticsf the statistical and systematic uncertainties. TherD&surement
only. (open trianglepis from Ref.[3].

values. As an estimate of the sensitivity to these terms, ne- VIIl. RESULTS AND CONCLUSIONS
glecting A, and A; results in a shift in the value ok, of

0.02-0.07 in the foup¥’ bins. These values are not included ¢ W Th " fth . is h
in the systematic uncertainty since the uncertainty on the’ %2 versuspy . The position of the points on t IS has

theoretical SM calculation is expected to be much smalle .een.determvivned by using the mean of the Monte Carlo dis-
than 100%. tribution of pt corresponding to each recoil range. The solid
The coefficienta; also enters thé; distribution. How- ~ Curve represents the standard model prediction reported in
ever, when fitting fora, at low p¥, @, cannot be set to the Ref.[2]. The trend is a decrease af with increasingpy’,
SM expected value, due to the requirement of positive event/hich corresponds to an increase of the longitudinal compo-
weights expressed in E@7). «; is therefore set to Za, nent of theW polarization. The rate measured from a linear
which lies in the vicinity of the SM path for Iovp¥v. With fit is ~15% per 10 GeW. The four measurement points
this choice, Eq.(7) translates into a condition for (1 from the electron channel can be used together with those

+ Ja,c0s6c92 which is always positive and prevents as- from the muon channel to computey@ with respect to the

signing negative weights in the region around the quark par_§tandard model expectation. The resultyis=1.5, normal-

ton model point. A negligible change in the measuedis ized for 8 degrees of freedom and considering statistical and

visible by settingal(p¥") to different paths around the SM systematic uncertainties.

; highepW (= , h The measurements at, with the electron and muon
expectation. For highepy' (=20 GeVk), ay is set 10 the  op4nneis are combined in Fig. 16 and Table VII. The position
full SM prediction as there is no danger of assigning nega

i iahts in that reai in p¥" is determined by a weighted mean of each pair of
Ive Welghts In that region. electron and muon measurements. The values,aire then
scaled at the commop¥v value using a linear fit and then

) i averaged taking into account the size of the statistical uncer-
The main sources of uncertainty due to backgrounds come

from the estimates of the QCD artd contributions. The TABLE VII. Summary of the measured, combining the elec-
QCD background is estimated from the data using the leptotron and muon channels.
isolation and the angular distribution between the lepton and

Figure 15 shows the results of this measurement on a plot

7. Backgrounds

the jets in the event and the background is taken from Ref, Pt [GeVic] o (CDF combinegi az (theory
[32]. The systematic uncertainty on thE measured values of g g 1.07+0.04(stat} 0.03(syst) 0.98
a, is derived by changing the QCD ant background con- 13.9 1.18-0.10(stat)- 0.06(syst) 0.89
tents in eacrp¥v range by the uncertainty given in the back- 297 0.70-0.23(stat)- 0.07(syst) 0.61
ground estimate results in Tables Il and IV. A maximum 553 —0.05+0.29(stat}= 0.21(syst) 0.23

shift of 0.03 one, is observed.
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