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Abstract

The purpose of this thesis was to explore a range of biomechanical factors linked to the

development of symptoms and potentially early onset hip OA in people with cam hip impingement.

This was achieved through shape analysis on 3D bone models (segmented from medical images),

and motion analysis performed during walking and squatting. Following ethical approval,

kinematic and morphological variables were obtained from 19 pre-operative hip impingement

patients and 18 healthy controls, and these were compared between groups.

Patients demonstrated reduced neck-shaft-angles (-6.0◦, p<.01) and increased anterior pelvic

tilt during gait (+3.2◦, p=.04) which are thought to predispose to impingement by decreasing

the proximity between the cam and acetabular rim and making abutment more likely. The

transverse pelvic plane is used to measure pelvic tilt during motion analysis, it is therefore

interesting that the angle between the transverse and anterior pelvic plane is increased (+4.6◦,

p=.03) in patients, emphasising that the interplay between shape and function is a priority for

further research.

Avoidance of hip extension (-5.9◦, p<.01) was also observed, which could be a compensatory

mechanism to prevent further damages to the hip. Furthermore, large cams are thought to

act as a mechanical constraint and limit rotation movement allowed within the acetabulum, as

demonstrated by reduced peak hip internal rotation (during squat, -8.5◦, p=.03).

Controls were regrouped based on morphology to allow comparison between asymptomatic

(CAM-; n=11) and symptomatic (CAM+, n=16) cams. Symptomatic cams have an increased

width (+41.4◦, p<.01), and start more superiorly (-29.4◦, p<.01). Increased sagittal pelvic

mobility (e.g. during a squat; -11.2◦ for CAM+, p<.01) is thought to be protective against hip

impingement symptoms, as during high flexion angles the pelvic tilts backwards reducing the

risk of abutment. These findings highlight the need to establish thresholds taking confounding

factors into account.
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PhD overview

Background synopsis

Avoiding or delaying hip osteoarthritis (OA) is a major global and national problem, since it

significantly impacts people’s quality of life and creates an associated socio-economic burden,

which is ever increasing as our ageing population grows. Despite OA being a pre-historic

condition, a precise definition is lacking, and the etiology of its various subtypes are unresolved.

Human hip morphology has immense variation between individuals, and since the early 2000s

one morphological variant, namely an aspherical femoral head (termed a cam), has received

considerable interest as a predisposing factor to hip OA. Ganz et al. (2003) postulated that the

cam impinges with the acetabulum during certain movements (i.e. combined deep hip flexion

with hip internal rotation) causing wear and tear of the hip. Following their report, numerous

research studies have consistently confirmed that a cam-type hip predisposes individuals to

developing hip OA1 , that said the strength of this relationship is ambiguous. Importantly not all

cam hips develop OA within their life-time. The cam-shape is highly prevalent (≈37%; according

to a systematic review by Frank et al., 2015) in the population, though rates vary depending on

which gender, ethnicity or occupation is studied. All things considered, it is likely that there are

other unknown confounding factors involved in the etiology of clinical hip impingement/early

onset hip OA.

Nevertheless, it is uncertain whether these confounders are related to: frequency & type of

physical activity, personal movement patterns, cartilage type, or other morphological attributes.

Both movement patterns and morphological attributes will be explored in this thesis, and

if confounding factors are identified, the increased understanding of the etiology of clinical

impingement could aid in its prevention, diagnosis and treatment.

Aims and objectives

The complex reciprocal interaction between the pelvis and femur is a crucial part of the etiology of

clinical hip impingement. We hypothesise that movement patters, as well as hip morphology, can

influence this interaction. Throughout this PhD project, we hope to get a better understanding

of asymptomatic cam hips, specifically when and why these will fail.

The two main PhD objectives are provided below:

1Reported odds ratios (ORs) range between 2.1 and 40.6 for cross-sectional studies (e.g. Pollard et al., 2013;
Doherty et al., 2008; Gosvig et al., 2007; Reichenbach et al., 2011).
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1. Identify movement patterns that could strengthen the association between a cam and

clinical impingement symptoms.

2. Identify confounding shape parameters that could strengthen the association between a

cam and clinical impingement symptoms.

To accomplish these objectives, several aims (each with several intermediate steps) were developed,

and these are outlined below.

Aim 1: Establish an appropriate motion-analysis protocol.

To achieve the first step, we require a kinematic model and marker set, as well as appropriate

daily activities to investigate. During clinical hip impingement, damage to the hip joint has

been postulated to occur during deep flexion activities of the hip (Ganz et al., 2003). That said,

posterior edge loading due to hyper-extension has also been implicated (Masjedi et al., 2013b).

Chosen activities would ideally expose the hip joint to either deep flexion or hyper-extension in

a controlled laboratory environment. Moreover, the experimental protocol should be appropriate

for healthy controls as well as patients (with limited hip ROM and pain).

Step 1: Evaluate and systematically review studies investigating kinematics in hip impinge-

ment patients. Evaluating the findings and methods of previous studies can aid in the design of

the current protocol (including the kinematic model to use, and activities to investigate).

Step 2: Evolve a lower limb model for functional activities including gait. After reviewing

the literature, a kinematic model was custom-written in VICON BodyBuilder (version 3.6.1,

Oxford, UK). This enabled a full understanding of mathematics underlying the model, and made

avoidance of black-box software possible. Many previous lower-limb studies have not reported on

pelvic orientation. However, with expected differences in hip kinematics, it was deemed essential

to include pelvic orientation in the current model, as changes in hip angles result from changes

in femur orientation, pelvic orientation or a combination of both.

Aim 2: Compare movement patterns between patients and controls. After success-

fully completing the first aim, collected movement patterns could be compared between patients

and controls. For the initial investigation, the comparison was limited to everyday walking and

a deep squat (a demanding activity with hip in deep flexion).

Step 1: Develop an appropriate data processing protocol for walking kinematics. To facilitate

comparison, the kinematic data first has to be processed adequately. This includes normalising

data to the gait cycle (using heel strike), averaging several trials and extracting data during key

events.

Step 2: Develop an appropriate data processing protocol for deep squat kinematics. Likewise,

kinematic data had to processed for the squat trials. The squat cycle was normalised based on

the rate of knee angular change.

Aim 3: Establish repeatable and reliable methods to quantify hip shape parameters

in 3D. Using cross-sectional imaging methods (e.g. radiographs) to describe a 3D shape is an

inherently flawed methodology. Although radiographs are still conventional in use due to their

low cost.

12



Step 1: Review the current literature on 2D and 3D shape analysis approaches for the hip

joint. Through evaluation of the current imaging methods, the approaches with the highest

accuracy and precision can be implemented for the current study. Moreover, it can help establish

which morphometrics are likely to be implicated with hip impingement, and should thus be

included in the study.

Step 2: Exploring the potential of MRI to construct 3D bone models of comparable dimensional

accuracy as CT. Pre-operative hip impingement patients receive a CT scan as part of their

clinical care. Nevertheless, it was deemed unethical to expose healthy volunteers to carcinogenic

ionising radiation. For this reason, controls received an MRI scan instead, as it possible to

reconstruct 3D bone models from either MRI or CT. Nevertheless, it is unclear whether these

bone models have comparable dimensional accuracy.

Step 3: Evolve computational software to facilitate semi-automatic 3D analysis of bone

models. The MSk lab had previously developed a prototype of a FAI modeller software, used

to quantify bony cam lesions (Masjedi et al., 2012). During the current PhD, the software was

updated by Dr. Simon Harris2. Novel morphometrics to be included, and how these should be

calculated was decided in collaboration with Dr. Simon Harris.

Aim 4: Explore shape parameters associated with cam hips. Step 1: Compare mor-

phometrics between patients and controls. Using the software developed in aim 3, morphometrics

could be quantified and compared between groups.

Step 2: Comparing morphometrics between symptomatic cams, asymptomatic cams and

healthy controls with a spherical femoral head. After establishing gender-based thresholds to

define the cam morphology, the healthy control group can be dichotomised into asymptomatic

cams and controls with a spherical femoral head. This novel comparison can aid in determining

whether detected differences (between patients and controls) are likely to be related to the cam

shape only, or related to clinical symptoms.

PhD layout

Chapter 1: Is there a link between cam hip impingement and hip osteoarthritis?

(p. 15 onwards). The introductory chapter will cover the various definitions, diagnostics and

risk factors for OA. Secondly, research consolidating the association between a cam and hip

OA is presented. And finally, treatment options for clinical hip impingement, and their clinical

outcomes, are outlined.

Chapter 2: Methodology overview (p. 35 onwards). The complete methodology for the

thesis is described in detail. Subsequent chapters will briefly recap specific methods and refer

back to corresponding sections. The chapter starts with presenting general methods (e.g. ethical

approval and recruitment). Secondly, all motion-capture methods are described (including the

experimental protocol, design of the kinematic model and data processing.) And finally, the

2Research Associate at the MSk lab, Imperial College London.
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imaging methodology is outlined (including scanning and segmentation protocols, computing of

morphometrics, and overlaying of MRI and CT bone models).

Chapter 3: Using motion analysis to investigate function and implications for cam

hip impingement (p. 65 onwards). First, the principles of motion-analysis will be ex-

plained, with a specific focus on the uncertainties of the method. Appreciation of the expected

measurement error will facilitate critical and cautious data interpretation. Subsequently, the

findings and methods of previous studies exploring kinematics in hip impingement patients are

reviewed. With the above in mind, a novel study on the kinematics during normal walking will

be presented.

Chapter 4: Altered pelvic kinematics during a deep squat (p. 108 onwards). In

this chapter, movement patterns were once more compared, though this time during a dynamic

task involving deep hip flexion: a deep squat. After a patient vs. control comparison, the control

group was sub-divided based on the shape of the femoral head. This allowed investigations to

discern whether detected differences were likely to be related to either differences in shape or

differences in symptoms.

Chapter 5: Analysing femoral and pelvic morphology using medical imaging (p. 123

onwards). Firstly, different imaging methods are compared, including cross-sectional radio-

graphs, radial MRI/CT, and 3D shape analysis using reconstructed bone models. Secondly, the

various 3D methods to quantify a cam are evaluated. With the above in mind, novel findings

comparing the hip joint shape between patients and controls will be presented and discussed.

Subsequently, the control group was sub-divided once more into asymptomatic cam and controls

with a spherical femoral head, to explore whether detected differences (between patients and

controls) were associated with shape or symptoms.

Chapter 6: Exploratory comparison of 3D bone models constructed using MRI

or CT: a case study (p. 169 onwards). Firstly, the principles behind MRI and CT are

explained. Secondly, the benefits and limitations of various segmentation methods are considered.

Thirdly, the literature concerning the dimensional accuracy of bone models reconstructed using

MRI and CT is examined. And finally, a case study using data from 1 patient compares the

dimensional precision of bone models reconstructed with CT and MRI.

Chapter 7: Conclusions and future work (p. 187 onwards). The final chapter provides

a summary of the work, key findings and recommendations for future studies.
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Chapter 1

Is there a link between cam hip

impingement and hip osteoarthritis?

The socio-economic burden of hip osteoarthritis OA is a group of degenerative joint

diseases causing severe long-term pain and disability. It has a large societal burden attributed

to health care cost, social support and loss in economic productivity. The hip is the second

most affected site for OA, following the knee joint. The precise prevalence is unclear, as rates

vary significantly based on how OA is defined. It is estimated that 11% of over 45 year olds in

England have hip OA (report Arthritis Research UK; ARUK, 2014). Our current ageing society

is increasing this figure further, making it a high-priority research focus.

When hip pain is persistent, and function is severely limited, the suggested treatment is

hip replacement surgery; with over 80,000 performed annually in the UK alone (annual report

National Joint Registry; NJR, 2015). Hip replacements are very efficacious in treating patients

over the age of 65. Nevertheless they are not as beneficial for younger patients (<30 years old;

Adelani et al., 2013). Avoiding or delaying OA in the next generations, could make a substantial

difference to their quality of life.

Chapter structure We will first discuss the difficulty of diagnosing and defining OA (sec-

tion 1.1). Then, we will review known risk factors for OA at both the hip and knee joint

(section 1.2). And finally, we will explore hip joint shape in more depth as an important risk

factor for hip OA (section 1.3 onwards).

1.1 Diagnosing hip osteoarthritis

Evidence of OA has been found in dinosaur fossils dating back 100 million years ago. Throughout

human history, OA also appears to have been a common condition (Inoue et al., 2001; Dequeker

and Luyten, 2008). Despite the antiquity of the disease, a clear and consistent definition of the

disorder is lacking.

Colloquially OA is known as a disease of ‘wear and tear’ of the joint. A joint affected by

OA is characterised by (local) loss of cartilage, bone remodelling and synovial inflammation

(NICE, 2008). Cartilage loss is typically centred on the load-bearing areas, and bone remodelling
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includes stiffening of bone (sclerosis), formation of bone spurs at the joint margins (osteophytes)

and formation of bone cavities (cysts; Dieppe and Lohmander, 2005).

Radiographs can identify affected joints, as cartilage loss visually results in joint space

narrowing, and osteophytes are easily recognised. Disease progression varies greatly between

individuals, and the onset of pain is unclear. Further clinical symptoms include stiffness,

restricted range of motion (ROM) and possible joint noise (e.g. cracking). The pain is likely

to arise from defects in either the subchondral bone or synovial lining, because cartilage is

aneural (Conaghan and Nelson, 2012). As a result, radiographic features of OA are common in

asymptomatic (i.e. pain free) individuals. Indeed, only a poor correlation between pain and

radiographic severity exists (Bedson and Croft, 2008). It is very complicated to investigate the

association between pain and radiographic severity, with first the difficulty of measuring pain

objectively, and secondly the lack of a consensual definition of a joint affected by OA.

1.1.1 Hip OA definitions in use

In a clinical setting, a typical pain presentation in combination with imaging features will suffice

for an OA diagnosis (Reijman et al., 2004). For research purposes, a more precise definition is

needed, but unfortunately a gold standard definition is still missing.

A variety of diagnostics are used to classify and detect hip OA, which means grading of

severity can differ substantially between studies (guidelines from NICE, 2008). The validity

of these diagnostics have also been barely investigated (Reijman et al., 2004). The three

predominant diagnostics used include: criteria from the American College of Rheumatology

(ACR), the Kellgren-Lawrence grading (KLG) system, and minimal joint space width (JSW).

The ACR criteria are based on clinical features only, whereas both KLG and minimum JSW use

radiographic features only. All three definitions are outlined below.

ACR criteria for symptomatic hip OA The American College of Rheumatology (ACR)

have established criteria to determine the presence of hip OA, using only clinical features (Altman

et al., 1991). According to their criteria, hip OA is present in either of two scenarios:

1. Hip pain occurs with internal hip rotation≥15◦, AND morning hip stiffness is present

≤60min, AND the patient is aged over 50 years old.

2. Hip pain with internal rotation<15◦, AND reduced hip flexion of ≤115◦

The ACR criteria are conventional for a clinical diagnosis, although they have poor reliability

especially when compared between different clinical sites (Reijman et al., 2004). Furthermore,

similar hip pain could arise from other conditions (e.g. trochanteric bursitis), making it difficult

to differentiate between sources of pain using only clinical symptoms (Dieppe and Lohmander,

2005).

Kellegren-Lawrence classification for radiographic hip OA The KLG was already

established in the 1950s, but remains the most commonly used grading system for radiographic

OA today (Dagenais et al., 2009). Joints are scored based on x-ray features, and classified into

five grades based on OA severity. The following features are considered evidence of OA: presence
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Figure 1: Kellgren-Lawrence grading of hip joints. Examples of the various KL grades are
shown for the hip joint. Figure reproduced from Kellgren and Lawrence (1957).

of osteophytes, loss of joint space, bone cysts and altered shape the femoral head or acetabular

head. The KL grades are:

0. None: no OA features.

1. Doubtful: questionable joint space narrowing, or questionable osteophytes.

2. Minimal: definitive small osteophytes and mild joint space narrowing.

3. Moderate: definitive osteophytes, joint space narrowing ≥50% and possible small bone

cysts.

4. Severe: severe joint space narrowing and severely altered shape the femoral head or

acetabular head.

Within OA research studies, KL≥2 is conventionally used to define the presence of OA, although

occasionally, KL≥3 is used (Dagenais et al., 2009). Figure 1 show examples taken from the

original paper (Kellgren and Lawrence, 1957), showing the various grades of severity of the hip

joint.

The main limitation of KL grading is its subjectivity, which results in a low reproducibility

of results (e.g. the inter-rater repeatability has a correlation coefficient of 0.4; Kellgren and

Lawrence, 1957). Moreover, clinical symptoms are not taken into account when grading. And

finally, clinicians argue that osteophytes should have a smaller role in severity grading, because

of the poor association between osteophytes and hip pain (Reijman et al., 2004).
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Joint space width Joint space width (JSW) can be measured using plain radiographs, with

the mean JSW in healthy hips being approximately 4mm (Dagenais et al., 2009). The minimum

JSW is a continuous variable, and as such various cut-off points (ranging between ≤1.5 and

≤3.0mm) are used to detect the presence or absence of OA in a binary manner (Lin et al., 2011).

JSW can act as objective marker for OA progression, and as such its reproducibility is improved

when compared to KL grading (Reijman et al., 2004).

1.2 Risk factors associated with OA

Throughout this thesis we aim to define association numerically using either the odds ratio (OR)

and/or the risk ratio (RR), for this reason both tools are explained in the below side-note.

Side note: Using the odds ratio (OR) and risk ratio (RR) to identify risk factors

Both the OR and RR are measures of association. The RR can only be calculated using

longitudinal cohort studies, whereas the OR can also be calculated using cross-sectional

studies. It is important to be aware that these two metrics are not identical, to illustrate

this consider 4 subjects of which only 1 has a disease: the odds for the disease are 1:3 (i.e.

0.33), whereas the risk for the disease is 1/4 = 0.25.

To measure the OR between two conditions (for example condition A being OA, and

condition B being obesity) from a cross-sectional study first a 2×2 association table is

produced:

A+ A−

B+ a b

B− c d

The OR is the odds that a person with A has B divided by the odds that a person without A

has B :

OR =
a/c

b/d
=
ad

bc

Within longitudinal cohort studies, researchers look at an exposed (e.g. obese) and non-

exposed group (e.g. healthy weight) and then follow the two groups over time to determine

the number that develop a condition (e.g. OA). The risk is the incidence for each group,

i.e. a/(a+b) for the B+ (obese) group. It follows that the RR is the incidence in exposed

divided by the incidence in unexposed :

RR =
a/(a+ b)

c/(c+ d)

The OR is more prevalent in the literature because it can be acquired using both a longitudinal

or cross-sectional study design. Moreover, when calculating the OR adjustments can be

made for confounding variables (e.g. age or gender; Viera, 2008).

OA is a complex diseases that involves many distinct pathways, and the etiology of its various

subtypes is not fully elucidated. The many unknowns highlight the need for continued and
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systematic research into the area. Risk factors for OA have been identified by a plethora of

epidemiological studies. The methodological quality of these studies is moderate at best. For

example, Dagenais et al. (2009) systematically reviewed and critically appraised 19 independent

cohorts investigating radiographic hip OA with a mean score of 61±11% (mean score of 4.9±0.9pt

out of 8 available points). Blagojevic et al. (2010) similarly scored 85 knee OA studies with a

mean score of 58±16% (8.1±2.2pt out of 14 available points). Additionally, most studies only

include radiographic OA when investigating risk factors.

Fortunately, there are systematic reviews pooling the data from the numerous studies together

to present the status quo on various risk factors (e.g. Dagenais et al., 2009; Srikanth et al., 2005;

Blagojevic et al., 2010; Jiang et al., 2011). Factors that have been consistently associated with

OA include: age, gender, race, obesity, genetic inheritance, previous joint damage, OA at other

joints and certain occupations (Gosvig et al., 2007). There are other possible interacting factors

mentioned throughout the literature including: nutrition, exercise, hyper mobility, estrogen

intake and more. However, as the evidence for these factors is limited they have been omitted

from the current discussion.

Table 1 compares risk factors associated with OA between the knee and hip joint. OA

susceptibility results from a complex interplay of various risk factors. These factors can

be classified using the classic ‘nature’ (genes) or ‘nurture’ (environment) divide, although

it should be said that extensive interaction between the two types exist. Examples of genetic

risk factors include skeletal shape, cartilage homeostasis and bone homeostasis. Examples

of environmental risk factors include: loading patterns during skeletal development, obesity,

nutrition and occupational loading of the joints. Increasing age is an important stand-alone risk

factor. Below, we will further explore some of these factors, and highlight why joint shape is an

important risk factor specifically for the hip.

Risk factors Knee OA Hip OA

Increasing
age

Knee OA increases linearly with age. Pooled
OR not possible due to inconsistent methodology
(Blagojevic et al., 2010, n=15)

1.2% increase in prevalence per 5-years-interval,
between 35 to 85+yo (Dagenais et al., 2009, n=9).

Gender
Knee OA prevalence decreased in men, with a
pooled OR of 0.5 (95%CI: 0.4 to 0.8, Blagojevic
et al., 2010, n=9)

Hip OA prevalence (non-significantly) increased
in men, with a pooled risk ratio of 1.2 (95%CI:
0.2 to 2.4, Dagenais et al., 2009, n=36).

Obesity
Pooled OR of 3.0 (95%CI: 2.6 to 3.4) between
BMI>25kg/m2 and knee OA (Blagojevic et al.,
2010, n=18).

Pooled risk ratio of 1.1 (95% CI: 1.1 to 1.2) with
every 5kg/m2 increase in BMI (Jiang et al., 2011,
n=14).

Previous joint
injury

Pooled OR of 3.9 (95%CI:2.6 to 5.7, Blagojevic
et al., 2010, n=16).

Pooled OR of 5.0 (95%CI: 1.4 to 18.2, Richmond
et al., 2013, n=4).

Physical
activity

Some studies report that excessive kneeling, lift-
ing, crawling and heavy work while standing is
associated with knee OA (Blagojevic et al., 2010).

Excessive bending, reaching and twisting move-
ments is associated with hip OA (Allen et al.,
2010)

Presentation
(generalised
or local)

Hand OA has an OR of 1.6 (95%CI: 1.2 to 2.1)
with knee OA (Blagojevic et al., 2010, n=8).

Hand OA has an (non-significant) OR of 1.5
(95%CI:0.9 to 2.5) with Hip OA (Croft et al.,
1992, n=1).

Heritability
2.8 (95%CI: 2.0 to 3.9) relative risk for knee OA
in siblings (Neame et al., 2004).

4.9 (95%CI: 3.9 to 6.4) odds ratio for hip OA in
siblings (Lanyon et al., 2000).

Ethnicity
Knee OA (non-significantly; OR=1.1) increased
in Asians compared to Caucasians (Zhang et al.,
2001).

Hip OA prevalence is low in China, e.g. only 1
identified case in a sample of 1506 Bejing adults
(>65yo; Nevitt et al., 2002).

Table 1: Comparing OA risk factors. When possible, the OR or RR were obtained from
systematic reviews that pooled epidemiological studies(n = number of included studies). Pooled
metrics were not available for: physical activity, presentation and ethnicity.
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1.2.1 OA prevalence increases linearly with age

The overall OA prevalence increases linearly with age for all joints, indeed increasing age is the

single greatest risk factor for OA in both animals and humans (Anderson and Loeser, 2010).

This increased susceptibility to OA predominantly results from changes in cartilage homeostasis,

as cartilage becomes less effective in repairing and maintaining itself with age (Martin and

Buckwalter, 2003). Young joint tissues can adapt and compensate (to a certain degree) for

increased mechanical stresses, but older joints are less effective at compensating for these

abnormal loads, with cartilage damage as a result (Anderson and Loeser, 2010). Furthermore,

bone-turnover processes and bone mineral density change with increasing age (Anderson and

Loeser, 2010).

Moreover, hormonal changes could further attribute to the increased OA prevalence in elderly

females. Post-menopause, the prevalence of knee and hand OA increases in females (Conaghan

and Nelson, 2012). Research on the precise role of hormonal changes on OA development has

been extensive, but the related mechanism remains unclear.

1.2.2 Explaining the heritable component of OA

Based on a multitude of siblings studies, there is consensual evidence for a degree of heritability

of OA. Investigating the factors accounting for this measured heritability of OA is undeniably

complex and multi-faceted (Valdes and Spector, 2009). Genotyping studies have identified

multiple candidate genes, although each identified gene only accounts for a small part of the

measured overall heritability (Wang et al., 2016). The majority of identified genes seem to be

involved in either of three processes: cartilage homeostasis, bone turnover homeostasis (and

resulting bone mineral density), or finally genetic pathways that determine joint shape (Valdes

and Spector, 2009).

Degree of heritability varies between joint Interestingly, the degree of heritability also

appears to differ between sites, with both the hand (heritability of 59%) and hip OA (heritability

of 60%) being 1.5 times more heritable than knee OA (heritability of 40%; Valdes and Spector,

2009). Within the animal kingdom, the building plan for a knee joint is similar between different

animal species, whereas there is far greater variation for the hip joint (Hogervorst et al., 2012).

We speculate that a similar trend persists between humans, with hip morphology having far

greater variation than the knee joint. This hypothetical difference in shape variability could

explain the difference in heritability of knee and hip OA. That said, currently there is no robust

scientific evidence to support this theory, although to our knowledge it has never been looked at

specifically.

Variations in hip morphology are increasingly been investigated as potential risk factors

for hip OA. The hip joint is often the sole joint affected, whereas knee OA frequently occurs

alongside OA in other joints (hand OA is often used as a marker for generalised OA presentation).

This further supports that joint morphology could be an important risk factor for hip OA.

Could ethnic variation in OA prevalence be explained by genes? It is unclear whether

the heritable component is responsible for the varying rates of OA between ethnicities. Knee
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OA, for example, is more prevalent in Asians (Zhang et al., 2001), whereas hip OA appears more

prevalent in Caucasians (Nevitt et al., 2002). Indeed, this ethnic variation is already apparent

when comparing Caucasian and Asian archaeological remains, with hip OA being more prevalent

in Caucasians and knee OA more prevalent in Asians (Inoue et al., 2001).

1.2.3 Joint loading and associated risk factors

As a disease of ‘wear and tear’, increased or abnormal joint loading is assumed to be another

risk factor for OA. Joint loading patterns are influenced predominantly by movements (exercise

or occupational) and body weight (obesity). Up to a certain point, the joint can adapt to

increases in load, with the ‘tipping-point’ (for when joint damage occurs) likely to be variable

between joints and individuals. Evidence suggest that with increasing age, joints becomes more

vulnerable to increased joint loads (Martin and Buckwalter, 2003).

Joint loading through movement Occupation and exercise have long been investigated

as risk factors for varying types of OA. Intriguingly, differences in OA prevalence are already

evident when comparing archaeological remains between the primitive occupations of farming and

hunting-gathering. For example, elbow OA prevalence is significantly increased in archaeological

remains from hunter-gatherer tribes, when compared with the remains from farming tribes

(Inoue et al., 2001). Conclusive results on the types of exercise that could pose as a risk factor

for OA are limited, because it is near impossible to account for all other confounding factors in

epidemiological studies.

Increased joint loading with increased weight Obesity and being overweight increases the

loads going through weight-bearing joints, such as the knee and hip. As such, it is unsurprising

that a positive association between increased BMI with knee and hip OA has been found

(Blagojevic et al., 2010; Jiang et al., 2011). However, the hand, as non-weight-bearing joint, also

shows an association with increased BMI, suggesting that changes in signalling pathways could

further strengthen the association with increased weight and OA (Oliveria et al., 1999).

1.2.4 Joint morphology as important risk factor for hip OA

Variations of skeletal shape are starting to be investigated as risk factors for hip OA. Comparing

OA risk factors (see table 1) between the knee and hip joint, shows similar association trends for

increasing age, obesity, and previous joint injury. Differences in occupational risk factors are

expected, with different functions for the knee and hip joints. Moreover, changes in ethnicity

could potentially result from difference in heritability. This leaves gender, heritability, and

presentation (local or generalised) as the main differences between the hip OA and knee OA risk

factors.

Joint morphology as a specific risk factor for hip OA, could explain the difference in heritability

between hip OA and knee OA. Additionally, it could explain why the hip is often the sole joint

affected. It is hypothesised that shape variations could change local loading patterns within the

joint. Or alternatively, shape variations of the hip could make abnormal contact between the

acetabulum and proximal femur more likely (Ganz et al., 2003).
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Extreme hip shape variants and their association with OA When reviewing extreme

variations of hip joint morphology due to childhood disorders (e.g. Perthes’s disease, slipped

capital femoral epiphysis, and congenital hip dysplasia), it is widely accepted that these abnormal

joint shapes predispose individuals to hip OA. For this reason, OA following these childhood

diseases is historically termed secondary OA, as opposed to primary OA that occurs without a

known cause. That said, these childhood diseases account only for approximately 10% of total

hip OA cases (Agricola, 2015). Nevertheless, as human hip joint morphology has immense shape

variation, more subtle shape variants are currently been investigated as risk factors for hip OA.

In the current thesis, one specific hip shape variant (the cam) and its relation with OA will be

further explored.

Hip shape development results from genes and loading history The skeletal shape

of fully developed joints is not hard-wired in the DNA. Instead it is thought to result from a

complex interplay of loading patterns during skeletal development and genes (Hogervorst et al.,

2012). In other words, sporting activities during adolescence could influence the final bone

shape. A good example of this are the bow legs often seen in individuals that played soccer

while growing up (Thijs et al., 2012). To summarise, the joints loading history during skeletal

development (i.e. childhood and adolescence) partly determines its adult shape, and this adult

shape can make it more or less vulnerable to subsequent loading patterns.

1.3 Extensive shape variation in the hip joint

The vast shape variability in the human hip joint, can be partially attributed to man’s evolution

from apes. Indeed, other non-human apes, such as the chimpanzee, have little to no variation

in hip joint morphology (Fikkers et al., 2015). Both bipedalism, and increased head size (i.e.

encephalization; larger brains) required enormous structural changes in the pelvis, facilitating

the appearance of different hip types (Hogervorst et al., 2009). The shape variation presents

as a spectrum with two extreme types of hip joints at either end; namely the coxa recta and

coxa rotunda (see fig. 2). From an anthropological point of view, both shape variants provide

distinct functional benefits: movability or strength. Coxa recta is a robustly shaped hip that

favours power. The femoral head only just exceeds a hemisphere and then flattens off, it has

reduced femoral version, as well as a low neck shaft angle. Consequently, its ROM is reduced

and the joint is stronger as a whole. In contrast, the coxa rotunda comes with increased ROM

(movability), with a more spherical head, greater femoral version and a greater neck shaft angle.

Although this comes at the cost of greater fragility (Kapandji and Honoré, 1970).

Coxa recta comes with cam shape The flattened head typical of a coxa recta has received

increased clinical attention in the last 15 years. On 2D radiographs, these proximal femora are

said to visually resemble either a pistol grip, or the cam-shape used in mechanics to transform

rotary motion into linear motion (refer to figure 3 for clarification). As such, these latter two

terms are used to describe the entity in medical literature.

With advances in surgical procedures, it became less invasive and expensive to alter the shape

of the bones of the hip joint. In the pivotal work by Ganz and colleagues (2003), a plausible link
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.

Figure 2: Coxa Rotunda and Coxa Recta: two distinct hip types. Two extreme hip types at
either end of the variation spectrum are shown, with each type providing distinct functional benefits.
The features of coxa rotunda (left) facilitate increased ROM, although coupled with increased
fragility. Its features are increased femoral version (top left figure; ∼25◦), an increased neck-shaft
angle (NSA)(∼125◦) and a spherical head (bottom left) with it representing about two-thirds of
a sphere. In contrast, the coxa recta (right) sacrifices ROM to increase strength and power with
opposing features, namely reduced femoral version (top right; ∼10◦), a reduced NSA at ∼115◦ and a
flattening of the femoral head after approximately half a sphere. Figure adapted from Kapandji and
Honoré (1970)

between the cam shape and early-onset hip OA was postulated. They suggested that the cam

impinges with the acetabulum in certain movements (predominantly combined deep flexion and

internal rotation), eventually causing wear and tear. They coined the term femoro-acetabular

impingement (FAI)1 for this motion-dependent process. Figure 4 schematically shows both cam

and pincer morphology, compared to normal morphology. Using open surgery, the cam bump

could be removed to restore sphericity to the femoral head. Following this, the impinging was

expected to cease, preventing further damage to the joint (Ganz et al., 2003). Since then, many

studies have explored the link between OA and the cam bump further.

1.4 How joint damage is thought to arise in cam hips

With hip impingement being a relatively novel concept, there are several damage processes

that have been postulated to play a role in the development of clinical symptoms and the

subsequent development of OA. Ganz et al. (2003) initially proposed that damage occurs when

the antero-superiorly located cam lesion impinges with the acetabular edge during hip flexion

movements. During deep hip flexion, the cam enters the hip joint, and is speculated to create a

shearing action which either leads to damage of the cartilage along the acetabular rim and/or

causes tearing of the anterior labrum.

After an initial defect in the acetabular cartilage, it has been theorised that the femoral

head can migrate antero-superiorly into the now available space (Eijer and Hogervorst, 2017).

1NB. FAI also describes pincer impingement, where a deep acetabulum repeatedly ‘pinches’ on the femoral
neck.
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Figure 3: Behind the name. The flattened head shape (right figure) is predominantly referred
to as a pistol-grip deformity (left figure; due to its visual resemblance) or a cam deformity (middle
figure). A cam, used in mechanisms, is used to transform rotary motion into linear motion or vice
versa. Similarly, a cam morphology (circled in red) is a deviation from a spherical head shape. Figure
adapted from Reid et al. (2010).

Figure 4: Schematic diagram showing pincer and cam morphology. Both the pincer and
cam morphology can cause abnormal contact between the head-neck junction and the acetabular rim.
Pincer impingement results from local or generalised acetabular overcoverage, and cam impingement
results from a flattening of the femoral head. Figure adapted from Fayad et al. (2013).

This is proposed to happen during extension, and with the femoral head articulating within the

defect it will exacerbate contrecoup cartilage damage of the femoral head and acetabulum. After

migration, the contact area between the femoral head and the acetabular cartilage is reduced,

and as result compressive and shear forces in the joint increase. Eijer and Hogervorst (2017)

postulate that the progression of OA is not a result of continued impingement, but rather due

to the increased contact forces due to this migration.

Another possible mechanism has been suggested by Masjedi et al. (2013b), although this is

heavily disputed within the literature. Here damage is similarly thought to occur during hip

extension, although the mechanism differs with the antero-superior cam altering the loading

patterns through the hip joint. More specifically, it is postulated that during hip extension, the

cam area will be in weight-bearing contact with the antero-superior acetabular edge, and change

the centre of rotation of the femoral head. Consequently, the load is transmitted more anteriorly

with edge loading and wear as a result.

To conclude, the three postulated damage processes include: shearing impingement in hip

flexion (Ganz et al., 2003), subsequent head migration leading to increased contact forces in

hip extension (Eijer and Hogervorst, 2017), and finally stand-alone anterior edge-loading in

extension (Masjedi et al., 2013b).

24



Is there a link between cam hip impingement and hip osteoarthritis?

1.5 Consolidating the association between cam and OA

Reviewing case-control and cross-sectional studies in the literature. The research

interest in FAI has been growing exponentially since the pivotal Ganz et al. (2003) study. There

are studies that pre-date the 2000s, although due to inconsistent terminology and heterogeneous

methods to quantify a cam, it is hard to incorporate these early results. For example, previous

terms used to describe the cam shape include subclinical SCFE (slip deformity) or tilt deformity.

An overview of tools used to quantify a cam (e.g. the α-angle), and other radiographic parameters

describing the acetabular and femoral morphology, is provided in chapter 5 (p. 123). The different

radiographic views are also described there.

The 1997 cross-sectional cadaver study by Goodman et al. deserves mention. They studied

a wide range of unclaimed skeletal remains [n=2604; 45yo (range 1-96yo); time of death between

1893 and 1938] excluding those with unfused physis (n=52) or known pathologies such as

dysplasia or rheumatoid arthritis (n=194). 215 subjects (8%) out of 2665 remaining had a

‘subclinical slipped capital epiphysis’ (i.e. a cam), although their grading methods were not

quantitative. The prevalence was slightly increased for males, and black ethnicity (both genders).

Of those with a minimum post-slip (i.e. a cam, 306 hips), 89 (29.1%) had no signs of OA, and

116 (37.9%) had signs of OA (including sclerosis and at least one osteophyte). They were age

and gender matched to hips of normal morphology, here 132 (43.1%) had no signs of OA and 79

(25.8%) sclerosis and at least one osteophyte. Resulting in an OR between cam and OA of 2.2

(95%CI:1.5 to 3.2; Goodman et al., 1997).

Many further studies have sought to solidify the association between a cam and OA, with

the OR and its 95% confidence interval (CI) as a strong outcome measure. Table 2 summarises

the cross-sectional and case-control studies that:2

i. Define cam and OA with quantifiable methods.

ii. Include a control group.

iii. Investigate cam FAI as a separate entity from pincer FAI.

Many more studies have looked at the prevalence of morphological variants of the hip in OA

affected individuals, but these are not further discussed here, without a control group the

evidence provides by such studies is low.

It remains difficult to collate the results due to the disparity of OA and cam definitions used.

There is need for a robust repeatable approach to both its description and assessment with

set clear thresholds. For example, using the same cut-off values for both genders is contested.

Regardless of this discrepancy, the studies do uniformly agree that there is a strong association,

with the OR ranging from 2.0 (Gosvig et al., 2010) to 40.6 (Doherty et al., 2008). The association

appears stronger for females, although this could be due to similar (high) thresholds used to

define a cam in both populations, as women generally have lower α-angles.

It is interesting to note that radiographic OA or total hip replacement (THR) are predomi-

nantly (7 out of 8 studies in table 2 ) used to study the association. As a result, the populations

studied are generally older (>45yo), even though the literature suggests a cam could specifically

predispose to early-onset OA (i.e. for younger individuals). For example, LaFrance et al. (2014)

2If the OR was not provided in the results, it was calculated from the data provided in the study.
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Study Cases Controls Cam and OA definitions Outcome:
OR(95%CI)

Cross-table lateral radiographs.

Ecker et al. (2007) 94hips (69M, 57.5±10.9yo, 78
[83.0%] cam)

25 hips (13M, 65.8±5.7yo, 10
[40.0%] cam)

All subjects: contralateral hip of THR for primary OA. 7.3 (2.8 to 19.2)

CAM:α>50.0◦

OA: Tonnis grade II only.

total: 919 (67.7±7.1yo) total: 1109 (64.3±8.4yo) AP radiographs. 12.1 (8.1 to 18.2)*

Doherty et al. (2008) 461M (176 [38.2%] cam) 597M (32 [5.4%] cam) CAM: HNR>1.27 10.9 (7.2 to16.6)*

458F (41 [9.0%] cam) 512F (1 [0.2%] cam) OA: minimum JSW≤2.5mm 40.6 (5.4 to 303.1)*

Dunn (45◦) radiographs.

Barros et al. (2010) 72 hips (n=50, 33F, 69.6yo
[range:60 to 84yo], 59 [81.9%]
cam)

112 hips (n=56, 49F, 70.5yo
[range:60 to 82yo], 34 [30.4%]
cam)

CAM:α>50◦ 10.4 (5.1 to 21.5)

OA: ≥ KL grade III

1332 men (60yo range:22-90yo) & 2618 women(60.8yo range:21-90yo) AP radiographs (standing).

Gosvig et al. (2010) 162M hips (49 [30.2%] cam) 2502M hips (274 [11.0%] cam) CAM: triangular index, pathological at R≤(r+2mm) 3.5 (2.5 to 5.0)

322F hips (16 [5.0%] cam) 4254F hips (109 [2.6%] cam) OA: minimum JSW≤2.0mm 2.0 (1.2 to 3.4)

Cross-table lateral radiographs.

Şahin et al. (2011) 44 (21F, 51.7yo [range:24 to 69yo],
37 [84.1%] cam)

40 (19F, 50.6yo [range: 27 to
66yo], 13 [32.5%] cam)

CAM:α>50◦ 11.0 (3.9 to 31.2)

OA cases:asymptomatic hip of THR patients

All subjects are male with a mean age of 19.9 ±0.7yo Radial MRI

Reichenbach et al.
(2011)

175 cases (57 [32.6%] cam) 69 controls (10 [14.5%] cam) CAM: semi-quantitative grading of head neck offset,
grouped moderate (54 [α=57.7±12.7◦]) and severe (13
[α=76.4±9.7◦]) cams together.

2.9 (1.4 to 6.0)

Cases: labral lesions

Cross-table lateral radiographs.

Pollard et al. (2013) 246 hips (123 subjects: 62M,
52.8±8.1yo, 106 [43.1%] cam)

160 hips (80subjects: 39M,
54.1±9.0yo, 43 [26.8%] cam)

CAM: α>62.5◦ or anterior offset ratio<0.135 2.1 (1.3 to 3.5)*

Cases: hereditary risk for OA, recruited from F2 genera-
tion, if 2 females in F1 had THR

Total: 71 case hips (63±8yo) Total:168 control hips (62±9yo) AP radiographs.

Nelson et al. (2016) 17M hips (10 [58.8%] cam) 42M hips (17 [40.5%] cam) CAM: α>60.0◦ 3.6 (1.2 to 10.9)*

54F hips (25 [46.3%] cam) 126F hips (23 [18.3%] cam) Case hips: KLG<3 at baseline & KLG≥3 or THR at
follow-up (range: 2-19years)

4.6 (2.1 to 10.2)*

Table 2: Case-control and cross-sectional studies on the association between cam and OA. Only studies investigating cam in isolation, and
including a healthy control group were included. Data are presented uniformly. If no OR was provided in the study, it was calculated from the available data.
Adjusted ORs (e.g. adjusted for age or gender) are annotated with an asterisk (*).
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investigated the prevalence of a cam (α≥55◦) in patients scheduled for hip arthroplasty, and

subdivided these patients into two groups: young (<65yo, n=193 hips, 53.5±6.0yo) and old

(≥65yo, n=65, 73.6±5.6yo). The average prevalence (based on 3 independent reviewers ) for a

cam was 72.1% in the young group versus only 37.4% in the old group.

Using MRI to investigate early joint damage The study by Reichenbach et al. (2011)

distinguishes itself by looking at a young male population (mean age of 20 years) with radial

MRI. They found an association with labral tears (OR: 2.9 [95%CI: 1.4 to 6.0] ). Furthermore,

those with a cam had a reduced cartilage thickness antero-superiorly (-0.19mm [95%CI: -0.41 to

0.02]) compared to those of without.

There are a few further studies that endeavour to investigate early signs of joint damage

(Pollard et al., 2010; Jessel et al., 2009; Zilkens et al., 2013). Using delayed gadolunium-enhanced

MRI, glycosaminoglycan (GAG) content can be measured in cartilage. GAG provides compressive

stiffness to the cartilage and is lost early in the course of OA, thus preceding radiographic

features such as joint space narrowing. Pollard et al. (2010) found reduced acetabular GAG

(antero-superiorly) in hips with asymptomatic cams (n=19, 12 male, 51.2±8.2yo) compared to

normal hips (n=13, 6 male, 52.1±6.0yo). They measured a 13.1% relative reduction comparing

the anterior-superior acetabular GAG with the total GAG content for all subjects.

Both Zilkens et al. (2013) and Jessel et al. (2009) also measured reduced GAG in symptomatic

cam patients. They both used the T1 relaxation time as an index, with faster times representing

lower GAG concentrations. Zilkens et al. (2013) measured 167±22ms faster times in cam patients

(n=10, 7male, 28±6.7yo) compared to controls (n=15, 4 male, 24±1.8yo). Similarly, Jessel et al.

(2009) symptomatic cam patients (n=16, 11 male, 27±11yo) had 126±72ms faster T1 times

than the control group (n=8, all female, 37yo).

High prevalence of asymptomatic cams In the case-control studies from table 2, the

prevalence for a cam ranges from 0.2% (Doherty et al., 2008) to 40.5% (Nelson et al., 2016) in

the control groups, with higher prevalences reported for the male population. Moreover, there

are many more population studies investigating the prevalence of asymptomatic cams, with the

found prevalence varying significantly based on the population studied and the methodology

used to define a cam.

Frank et al. (2015) systematically reviewed some of these population studies, and their

cumulative results included 2,114 asymptomatic hips (57.2% male, 25.3±1.5yo, 26 studies).

They found an overall prevalence of 37% (range:7 to 100%), with MRI and radiographs equally

used as imaging modalities to quantify cams. Interestingly, when comparing athletic groups

(approximately a third of the included hips) to the general population the ratio was 3:1 (54.8%

versus 23.1%). Further studies have highlighted possible racial differences in prevalence rates,

with a recent study reporting a low prevalence of only 2% in a sample of 994 Asian hips (Joo

et al., 2013). The low prevalence of cam-type hips could possibly explain the low hip OA

prevalence in this ethnicity (Nevitt et al., 2002).

To summarise, there is a literature consensus that the prevalence is highest among men,

especially in relatively young (<50yo) and athletic individuals. In this latter group the prevalence

reaches 70% (Kapron et al., 2011; Gerhardt et al., 2012).
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The relative risk for OA with a cam - presenting data from cohort studies Prospec-

tive cohort studies can help consolidate the strong association presented by the case control

studies (table 2, p. 26). The outcomes of these prospective studies are summarised in table 3, as

before data is only included from studies that:

1. Define cam and OA with quantifiable methods.

2. Include a control group.

3. Investigate cam FAI as a separate entity from pincer FAI.

Correspondingly, the higher-level prospective studies also show a strong association between

a cam and OA. The association is stronger for larger cams, with both Nicholls et al. (2011)

and Thomas et al. (2014) showing an elevated OR for each degree increase in α-angle above

a set threshold. Unfortunately, these two works include subsets from the same population of

the Chingford 1000 study, which limits the strength of their findings. Moreover, Agricola et al.

(2013) distinguishes between a pathological (α-angle>83◦) and moderate (α-angle>60◦) cam,

with a far greater association for the latter. A limitation of the included studies is that they all

have populations with relatively old, and predominantly female subjects, whereas cam prevalence

is highest for young, athletic males (Kapron et al., 2011; Gerhardt et al., 2012).
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Study Population at baseline OA defined as: Cam defined as: Outcome (OR)

1411 hips of 723 subjects KLG≥3 α-angle on AP radiograph After 5 years:

Agricola et al. (2013) (575F; 55.9±5.2yo) At 5 years, 39 (2.8%) had OA >60◦ = moderate (44% of OA cases, 10% of controls) 3.7 (1.7 to 8.0)*

>83◦ = pathological (36% of OA cases, 3% of controls) 9.7 (95% CI: 4.7 to
19.8)*

268 hips of 135 subjects THR α-angle on AP radiographs (no threshold)

Nicholls et al. (2011) (all female; median age=55yo
[IQR:50 to 60yo])

At 20 years, 25 hips (9%) had
THR

OA cases: mean α-angle=62◦ (range 47 to 84) 1.05 (p<.001) for each
degree increase.

controls: mean α-angle=46◦ (range: 43 to 54)

634 hips of 340 subjects KLG≥2 α-angle on AP radiographs (cam:>65◦)

Thomas et al. (2014) (all female, median age:54yo
[IQR:50 to 58yo])

At 18years, 70 hips [11%] had OA OA cases: median α-angle: 56◦ (IQR: 44 to 88◦) 1.05 (95%CI: 1.01 to
1.09)*

controls: median α-angle: 47◦ (IQR:44 to 55◦)

Table 3: Prospective studies on the association between cam and OA. Only studies investigating cam in isolation, and including a healthy control
group were included. Note that both Thomas et al. (2014) and Nicholls et al. (2011) study a sub-sample of the same population from the Chingford 1000
women study. Data are presented uniformly. If no OR was provided in the study, it was calculated from the available data. Adjusted ORs (e.g. adjusted for
age or gender) are annotated with an asterisk (*).
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1.6 Current treatment options for symptomatic cam hip im-

pingement

With a possible causal link between OA and cam-type impingement suggested uniformly by

case-control, cross-sectional and prospective cohort studies, the next step is to investigate whether

this process can be modified or prevented using surgical intervention.

Nevertheless, as the first line of treatment for symptomatic impingement, joint-sparing

strategies are often recommended to alleviate symptoms. This includes avoiding aggravating

exercise and use of anti-inflammatory drugs. However with the typical cam patient being young,

athletic and male, they are unlikely to comply with these restrictive options (Meermans et al.,

2010).

Surgical treatments for cam impingement all aim to improve sphericity of the femoral head

by removing the excess bone belonging to the cam. It is hypothesised that removal of the cam

prevents abnormal contact between the proximal femur and acetabular rim, and thus could

delay, or even prevent, further OA progression. Figure 5 virtually shows an example of a cam

resection. The cam resection can be performed using different types of hip surgery, each with

their own advantages and disadvantages. During surgery, the cartilage and labrum can also be

debrided or repaired to prevent further tearing (Amanatullah et al., 2015).

Figure 5: Virtual cam resection. The aim
of surgical treatment of cam impingement is to
restore sphericity to the femoral head through re-
moving the excess bone belonging to the cam. To
illustrate this surgical aim, a virtual cam resection
is shown in the figure. A 3D bone model (PRE;
left image) was first created using CT images from
a cam patient, and on the right image (POST)
the cam bump has been virtually removed. Figure
reproduced from Jimenez Cruz (2014).

Cam resection via open surgical hip dislocation Ganz et al. (2003) initially described

open surgical dislocation of the hip (see fig. 6) to treat FAI. This an intrusive procedure, although

it benefits from a clear (360◦) view of both the femoral head and acetabulum during surgery.

First, an approximately 30cm long incision is made along the top of the thigh, and subsequently

the hip is dislocated to allow the surgeon to inspect and treat the joint. Following surgery,

patients need a relatively long recovery period, starting with a 3-day hospital stay and 4-8

weeks of weight-bearing restrictions. Thereafter it takes approximately 4 months until complete

recovery (Hellman et al., 2014).

Cam reshaping via hip arthroscopy Hip arthroscopy (see fig. 7) is a minimally-invasive

alternative surgical procedure that can be used for cam resection. As arthroscopic techniques

are continuously improving, it has become the surgical method of choice. First a traction boot is

used to distract the hip from the acetabulum and create more space for the surgical instruments,

and subsequently 2 to 3 very small (≈5mm) portals are made, such that an arthroscope (camera)

and trimming/irrigation instrument(s) can access the hip joint. Furthermore, fluoroscopy is used
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Figure 6: Surgical dislocation of the hip. A surgical incision, followed by hip dislocation allows
the surgeon full access to the acetabulum, femoral head and femoral neck. Figure reproduced from
Leunig et al. (2005).

during the operation, which can confirm hip distraction and aid in positioning of the surgical

tools within the joint (Byrd, 1996).

Figure 7: Hip arthroscopy. Three por-
tals into the hip joint are show, positioned
anterior (top), antero-lateral (middle) and
postero-lateral (bottom). Surgical instru-
ments can be interchanged between portals.
In the figure, the arthroscope is inserted
in the antero-lateral portal, and two trim-
ming/irrigation instruments are inserted
through both the anterior and postero-
lateral portal into the hip joint. Figure
reproduced from Byrd (1996).

The main advantage of hip arthroscopy is that the surgery is far less invasive, with drastically

reduced recovery times as a result. The procedure does not require an overnight stay at the

hospital, and hip movement is allowed immediately post surgery, although crutches and limited

weight-bearing are recommended for about a month. Furthermore, the resulting scars from

the operation are smaller (when compared to surgical hip dislocation) and thus appeal to the

younger patient (20 to 40yo) demographic.

The main limitation of hip arthroscopy is the reduced view of the femoral head and acetabulum

during surgery (Hellman et al., 2014). Without dislocation, manoeuvrability and access to

the joint are constrained because of its shape and surrounding capsule. For this reason, the

main reason for revision surgery post-arthroscopy is insufficient removal of the cam (Ross et al.,

2015b). Moreover, it makes the surgery technically demanding, which results in a steep learning

curve. Innovations in computer-assisted surgery could potentially reduce or eliminate the current
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limitations of hip arthroscopy (Audenaert et al., 2012).

1.7 Surgical outcomes of cam removal surgeries

Cam hip impingement surgery is a fairly recent clinical procedure, that has seen ever increasing

surgical interest since the early 2000s. It is evident that the number of hip arthroscopies

performed has risen annually worldwide, although the long-term outcomes are currently missing.

Specific hip arthroscopic clinical registries have lagged behind, leading to scarcity of data

(Sansone et al., 2014). In the UK, for example, hip arthroscopic registries have only been put

in place in 2012, and as a result the number of hip arthroscopies and the relative growth of

the procedure is unknown. Furthermore, the registry has optional data entry, with low data

submission rates as a result. Nonetheless, roughly 1200 cam removals were submitted in the last

4 years in the UK alone (annual report NAHR, 2016). The registries data suggests that cam

removals compromised 89% of all hip arthroscopic procedures performed in the UK.

1.7.1 Early outcomes reported by prospective studies

Research studies investigating outcomes following cam removal surgery are limited, and those

available generally lack a control group (e.g. no intervention or non-surgical intervention)

to compare the results to. Moreover, the methodology of available studies is rated poor by

systematic reviews (Fairley et al., 2016; Erickson et al., 2015). And additionally pooling results

from the available studies is complicated by the use of varying definitions for OA and cam.

As outcomes measures, both x-ray metrics and/or clinical scores are conventionally presented.

The post-operative α-angle (x-ray metric) can for example determine whether the cam was

removed sufficiently. However, as outlined in chapter 5 (p. 123), measuring the cam using

planar images only is a flawed method. Regardless, comparing pre- and post-operative x-

rays does allow monitoring the rate of OA progression. For the clinical scores, a variety of

validated questionnaires is available that aim to measure current hip pain and function. Popular

questionnaires include the modified Harris Hip Score (HHS; Harris, 1969), the non-arthritic hip

score (NAHS; Christensen et al., 2003), and the very simple visual analogue pain scale (VAS;

Hawker et al., 2011).

There are a number of systematic reviews attempting to collate the available data (Fairley

et al., 2016; Erickson et al., 2015; Ng et al., 2010; Harris et al., 2013a). For example, Harris et al.

(2013a) included 29 studies with a minimum of 2 year follow-up in their review. Collectively,

2369 (1415M) patients were treated for hip impingement with a variety of surgical procedures.

Overall, clinical scores improved for the majority of patients, although unfortunately the patient

satisfaction rate was not included in this review. This is important because not all patients

report good outcomes, with for example a small subset from the review (78 out of 2507 total

hips) eventually requiring total hip replacement. When comparing surgical techniques, there

seems to be a consensus that outcomes are comparable or better with arthroscopic procedures

compared to open surgery (Fairley et al., 2016; Harris et al., 2013a).
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Long-term follow-up studies are missing As shown above, the majority of patients see

improvements post-surgery; hip pain is reduced and hip function is improved. Nevertheless,

long-term follow-up of these patients is scarce, and it remains unclear whether OA development is

delayed or prevented. There is not enough data to predict whether surgery could be detrimental

or beneficial for patient in the long term.

1.7.2 The role of the hip capsule

Above, clinical impingement was only discussed in relation to bone morphology. Nevertheless, the

role of the intertwined ligaments forming the hip capsule should not be forgotten. The capsule

completely envelopes the hip joint, including the proximal head-neck junction, and both enables

(‘slack regions’) and restricts (‘tight regions’) the hip’s ROM (van Arkel et al., 2017; Van Arkel

et al., 2015). Through its restraints the normal hip is protected from the shearing abutment

between the femoral neck and acetabular rim as described by Ganz et al. (2003). Similarly

it provides stability to the joint, and prevents joint subluxation or even complete dislocation

from occurring. Another ligament within the hip joint is ligamentum teres which connects the

fovea on the femoral head to the acetabular notch. It acts as a secondary restraint on hip ROM

(Van Arkel et al., 2015), and improve hip stability (Martin et al., 2013; Kivlan et al., 2013).

It is possible to increase ligament laxity through training, as evidenced by professional ballet

dancers. Consequently, this demographic has clinical impingement symptoms with ‘normal’

(sub-threshold) hip morphology (Kolo et al., 2013)

To access the hip joint either arthroscopically, or via open surgery, the hip capsule must be cut.

The optimal location for this incision is currently unknown. Moreover, the clinical community

questions whether capsular repair has surgical benefits or is unnecessary (van Arkel et al., 2017).

Capsular repair could improve short-term surgical outcomes, although this significance was lost

when correcting for confounding variables (Domb et al., 2015). The importance of the capsule in

preventing clinical impingement in the native hip joint is not well understood, and should be a

priority of future research studies. Nevertheless, with the techniques utilises in the current PhD

thesis it could not be explored.

1.8 Exploring potential confounding factors

To summarise the current chapter, the etiology of hip OA is not fully understood; cartilage

homeostasis, bone homeostasis, joint morphology and joint loading all appear important in OA

development. Additionally, increasing age predominantly affects both cartilage homeostasis and

bone homeostasis, making joints more susceptible to the disease. In recent years, increasing

research interest has gone to investigate hip morphology as a specific risk factor for hip OA.

One shape variant, the cam hip, is highly prevalent in the population, and has a high

association with hip OA. Surgery to restore a spherical shape to the femoral head (i.e. remove

the cam) have consistently shown favourable early clinical outcomes. Nevertheless, a large

number of cams in the population do not require surgery and remain asymptomatic throughout

a life time, making it evident that a cam morphology does not always lead to OA. This suggest

that there are other confounding factors at play. These confounding factors could provide a
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separate enhanced risk for OA, or form an aggregate risk by interacting with the cam. It is as of

yet uncertain if these confounding factors are related to frequency of physical activity, personal

movement patterns, cartilage type, or other morphological attributes. In the current thesis, we

will explore both movement patterns (see chp. 3, p. 65), and further hip morphology attributes

(see chp. 5, p. 123) for possible confounding variables.
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Methodology overview

Chapter structure All methods used throughout this thesis are presented in full below.

Each chapter presenting novel findings will include a short summary of the relevant methods,

although the reader is referenced back to the corresponding section in this chapter for the method

details. The chapter will commence (section 2.1) outlining general methodology (e.g. ethical

approval and recruitment). Secondly, all motion-capture methods are described (including the

experimental protocol, design of the kinematic model and data processing). And finally, the

imaging methodology is outlined (including scanning and segmentation protocols, computing of

morphometrics, and overlaying of MRI and CT bone models).

2.1 General methodology

2.1.1 Sample-size calculations

One of the aims of this PhD is to compare movement data between pre-operative hip impingement

patients and healthy controls. By reviewing previous literature, one of the key findings we expect

to find is reduced hip extension. Kennedy et al. (2009) compared walking kinematics between 14

healthy controls and 17 pre-operative hip impingement patients, and found that hip extension

was reduced by 4◦ in the patient group (patients:15±3◦ vs. controls:19±4◦, p=0.047). Avoidance

of hip extension could be a mechanism to reduce further hip damage. During extension, further

damage could arise due to anterior edge-loading (Masjedi et al., 2013b), or head migration into

the initial defect leading to increased contact forces throughout the joint (Eijer and Hogervorst,

2017). Therefore, we performed a one-sided sample size calculation (according to methods

described in Kim and Seo, 2013) with an alpha-value set at 0.05 and power at 80% based on

these findings. The sample size calculation showed that 16 subjects per group are needed to

identify any significant differences in sagittal hip kinematics.

Due to the exploratory nature of the project, other variables (both kinematic and morphologic)

will also be investigated. It was not feasible to perform sample size calculations for all variables,

therefore we choose to base the population on hip extension only. We aimed to recruit between

16 to 20 subjects for each group.
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2.1.2 Recruitment and ethical approval

The study was funded by the Michael Uren Foundation and favourable ethical opinion was

granted by the NRES committee London Bridge (REC reference:14/LO/0448). In total 18

patients scheduled for hip surgery were recruited. 15 came from the orthopaedic clinic of Mr

Marcus Bankes at Guy’s and st Thomas’ hospital, 2 patients from the clinic of Professor Justin

Cobb, and 1 from within our own research facility. Additionally, 19 healthy controls were

recruited using poster and email advertising.

For both groups, inclusion criteria included: 1) aged between 18-60 years; 2) can move

without the aid of an assistive device; and 3) no rheumatoid or other systemic inflammatory

arthritis. Exclusion criteria for both groups included: 4) a BMI >35 kg
m2 ; and finally 5) signs of

hip OA. Additionally, patients were required to have a history of hip or groin pain in the last

6 months, as well as a clinical diagnosis of hip impingement. Inversely, a history of hip pain

excluded volunteers from the healthy volunteer (HV) group. Finally, all healthy controls were

required to be eligible for magnetic resonance imaging (MRI).

2.2 Motion-capture methodology

2.2.1 Experimental protocol

Laboratory set-up All motion analysis sessions were performed in the biodynamics laboratory

in Charing Cross Hospital. The set-up in the laboratory included: a 10 camera VICON motion

capture system (Oxford Metrics Ltd., Oxford, UK) sampling data at 1000 Hz; three moveable

force plates (Fylde Electronic Laboratories Ltd, Preston, UK) sampling at 100Hz; an adjustable

6 meter walkway; and finally, a moveable three step staircase.

During initial set up, two force plates were embedded diagonally in the walkway (as can be

seen in figure 8). The third force plate was positioned as the first step of the staircase. The

laboratory space was assigned a Cartesian 3D coordinate system based on the position of force

plate one (which was not moved during testing). The VICON calibration wand (see fig. 9),

defines two orthogonal axes, and the third axis follows being orthogonal to the first two. In this

body of work, the Cartesian axes are defined as follows: the ~X-axis is horizontal and positive

towards the right; the ~Y -axis is in the horizontal plane and positive in the forward (anterior)

direction; the ~Z-axis is vertical and positive in superior direction. Moreover, for all figures in

this thesis, the axes will be consistently visualised using blue for the ~X-axis, red for the ~Y -axis,

and green for the ~Z-axis.

The calibration wand was used to dynamically calibrate the system prior to testing. The

wand is waved through the capture area, such that the cameras can calculate their global

positioning relative to each other. Post-calibration the image error is less than 1 mm (Richards,

1999).

Marker placement Marker placement was based on the model described in Papi et al. (2011).

Eighteen reflective markers, and five clusters were attached bilaterally using adhesive tape on

both lower limbs (see fig. 8). The following bony anatomical landmarks were located (on both

the left and ride side) using palpation: ASIS, PSIS, lateral and medial femoral epicondyles,
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Figure 8: Marker placement. On the left a digital representation of the markers is shown.
The right figure shows markers positioned on a control subject. The anatomical markers included
anterior superior iliac spine (ASIS), posterior superior iliac spine (PSIS), lateral and medial femoral
epicondyles, malleoli, the first and fifth metatarsal and calcaneus. In addition, clusters are positioned
on the sacrum (not seen), both thighs and both shanks. The right figure also shows the walkway
(blue) with two force plates (black) embedded diagonally.

medial and lateral malleoli, the first and fifth metatarsals and calcaneus. Additionally, five

clusters following the design of Cappozzo et al. (1997) were placed on the sacrum, thighs and

shanks. Each cluster consists of four markers attached to a malleable base. The thigh and shank

clusters were placed distal and lateral to limit skin movement artefact (Stagni et al., 2005). The

pelvic cluster was placed on the sacrum.

Prior to placement an alcohol wipe cleansed the skin of lotion and grease for improved

adherence. The skin was not shaved to limit intrusiveness. Surgical tape (Transpore, 3M

healthcare, Germany) was used to reinforce marker attachment. Two static captures of no less

than three seconds were recorded during which marker visibility and appearance of ghost markers

(i.e. image noise) was checked. Reflective logos or stripes on sports clothing were obscured from

the infra-red cameras using white tape.

Data Collection The experimental protocol followed the order shown in table 4. The following

movements were recorded: 1) static capture/standing still; 2) walking; 3) lunging; 4) stair ascent;

5) stair descent; 6) functional ROM of both hips, and finally, 7) squatting. For all movements

limited instructions were given to appreciate subject-specific compensation strategies. In the

time-scale available for this thesis, we were not able to fully analyse movement patterns for all

activities. For this reason, the lunge and stair data will not be further discussed in this thesis.

Questionnaires and general information Date of birth, surgery date (if known and ap-

plicable), height, and weight were recorded on the data collection form. Leg dominance was
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Figure 9: Assigning the GCS to the lab-
oratory space. The VICON calibration wand
can be placed anywhere in the capture area to
define a global coordinate system (GCS). In the
figure, it is positioned with the origin at the
corner of force plate 1 (FP1). The newly de-

fined axes are shown with the ~X-axis in blue,
the ~Y -axis in red, and the ~Z-axis in green.

Activities (sequential) Brief Description

Informed consent -

General information DoB, surgery date (if known and applicable), height and weight and a brief clinical
history (of the lower limbs) were recorded to the data collection sheet.

Marker placement Markers were positioned on the subject, as shown in figure 8.

Static capture Two static captures of at least three seconds were recorded. Subjects were in-
structed to stand still on force plate one. The static capture is used during kine-
matic modelling and facilitates a live check of marker visibility.

Walking data Ten walking trials at self-selected speed were recorded, such that there were at
least 5 trials for each foot hitting a force plate centrally.

Lunge data The walkway set-up was maintained, with two force plates embedded diagonally.
Subjects were asked to step on the first force plate and lunge onto the second. Five
lunges were recorded for each leg.

Questionnaires Volunteers were asked to fill in two questionnaires on hip pain and function, and
two on their current activity level (see page 37). During these questionnaires, the
motion lab could be remodelled.

Stair data The stairs were positioned adjacent to force plate 1 in the walkway. Subjects were
asked to ascent and descent the stairs at self-selected speed five times, starting
with alternate legs.

Functional ROM Subjects were asked to stand on force plate 1, and hold onto the stairs for balance.
They were instructed to move their hip through the full ROM, with a flexed knee,
to allow for sphere fitting of their hip joint centre (HJC). Two recordings were
acquired for each hip.

Squat data Force plate 2 was aligned with force plate 1. Subjects were instructed to position
one leg on each force plate and squat down as low as they could, without lifting
their heels.

Table 4: Experimental protocol. The activities are presented in the sequence they were per-
formed.

assessed by asking the subject with which leg he or she would choose to kick a ball (Coren et al.,

1979).

Subjects were asked to fill out four questionnaires; the non-arthritic hip score (Christensen

et al., 2003), the WOMAC (Bellamy et al., 1988), the IPAQ (Craig et al., 2003), and the Tegner

score (Tegner and Lysholm, 1985). The first two give a measure of current hip pain and function,

and the latter two give an indication of the current activity level of a subject. The redundancy

in questionnaires will allow the clinical outcome scores to be compared with a broader base of

research studies. Because multiple subjects reported having trouble choosing a representative

category in the Tegner score, the outcome scores are not presented in the current study.
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IPAQ The long-form, self-administered international physical activity questionnaire (IPAQ)1

assesses physical activity (both intensity and duration) performed in the last 7 days. The

questions are grouped around job, transportation, housework and leisure. Time spent on each

activity was weighed according to intensity, with activities categorised as vigorous, moderate

and mild (e.g. walking). Based on the total score participants are grouped into 3 categories:

highly active, moderately active and sedentary (Craig et al., 2003).

WOMAC The western Ontario and McMaster universities arthritis index (WOMAC) is a

self-administered questionnaire, that was originally designed and validated for use in hip OA.

However, it was later validated for use in hip impingement patients as well (Rothenfluh et al.,

2008). It consists of 24 multiple-choice questions concerning pain, stiffness and physical function

of the hip. Each question is assigned a score between 0 (none) and 4 (extreme). All questions

are summed to produce a total score ranging for 0 (best, i.e. painless and functioning hip) to 96

(worst). Finally, the scores are normalised from 0-100% (Bellamy et al., 1988).

NAHS The non-arthritic hip score (NAHS) was developed for a younger (20-40yo) population

with non-arthritic hip pain. It contains 20 multiple-choice questions questions on pain, stiffness

and function of the hip. Each question is scored for 0 (extreme) to 4 (none). Scores are aggregated

to form a total score ranging between 0 (worst) to 80 (best), and are finally normalised to 0-100%

(Christensen et al., 2003).

2.2.2 General processing of motion data

VICON Nexus 1.8.5 (Oxford Metrics Ltd., Oxford, UK) was used for initial processing of

marker trajectories, and force plate data. During initial processing 3D marker positions were

reconstructed from the individual image data from of all 10 cameras. Subsequently all marker

trajectories were labelled, and small gaps (up to 10 frames) were filled using the spline and

patterns fill functions available in Nexus. And finally, a fourth-order Butterworth filter was

applied to raw marker trajectories and analogue force plate readings (6Hz cut-off and 300Hz

cut-off respectively) to remove signal noise prior to modelling.

Kinematic modelling Kinematic modelling was performed following the international society

of biomechanics (ISB) recommendations (Wu et al., 2002; Baker, 2003), using custom-written

scripts in VICON BodyBuilder (Version 3.6.1, Oxford, UK). BodyBuilder is a software package

with built-in functions to create segments and calculate joint angles. The lower limbs were

modelled as seven linked rigid segments, namely the pelvis, bilateral thighs, bilateral shanks,

and bilateral feet. Each joint has the ability to rotate in three degrees of freedom.

Segments were defined using both anatomical landmarks (for marker positions see fig. 8),

and virtual points that reflect internal anatomy. Figure 10 illustrates each segment with the

anatomical landmarks shown as black dots and the virtual points as green dots. These virtual

points were established using anatomical markers and anthropometric data. All virtual points,

1Questionnaires and established scoring methods are available on the IPAQ website (www.ipaq.ki.se).
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Figure 10: Local seg-
ment coordinate systems
are shown in bone models
(Primal pictures Ltd, UK).
Black dots represent anatomi-
cal landmarks, and green dots
the following virtual points:
mid-ASIS, mid-PSIS, HJC,
KJC, AJC and midfoot. Dot-
ted lines show defining lines
used to establish the 3 orthog-
onal axes, with the colours in-
dicating which axis they help
define.

with the exception of the bilateral HJC, were defined as midpoints between two or three

anatomical markers, namely;

1. mid-ASIS = midpoint between L-ASIS & R-ASIS.

2. mid-PSIS = midpoint between L-PSIS & R-PSIS.

3. KJCs = midpoint between respective femoral epicondyles.

4. AJCs = midpoint between respective malleoli.

5. mid-toes = midpoint between respective metatarsals.

6. mid-feet = midpoint between respective calcaneus and metatarsals.

The bilateral HJCs were defined using the predictive Harrington equation (Harrington et al.,

2007), which has been recommended for use in patients with limited hip ROM (Kainz et al.,

2015). First, the anthropometric variables pelvic width (PW), pelvic depth (PW) and bilateral

leg length (LL) were determining using anatomical landmarks and virtual points acquired from

the static capture.

1. PW = distance between L-ASIS and R-ASIS.

2. PD = distance between mid-ASIS and mid-PSIS.

3. LLs = distance between the ipsilateral ASIS and the medial malleolus (MMAL).

Then the x, y and z coordinates for the right HJC can be calculated using the following formula:

HJCx = 0.28PD + 0.16PW + 7.9

HJCy = 0.24PD + 9.9

HJCz = 0.16PW + 0.04LL+ 7.1

Respectively, for the LHJC, the left leg length is used, and all values in the HJCx formula are
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negated.

Table 5 provides an overview of the segment definitions. To define a segment local coordinate

system (LCS), two defining lines are chosen, and using the mathematical cross product an

orthogonal coordinate system is established. The mathematical principles behind kinematic

models are explained in chapter 3 (see section: 3.1.1, p. 68).

Segment 1st defining line 2nd defining line Origin

Hip X = L-ASIS to R-ASIS Y ≈ mid-PSIS to mid-ASIS HJC

Thigh Z = KJC to HJC X ≈ medial to lateral epicondyle KJC

Shank Z = AJC to KJC X ≈ medial to lateral malleoli AJC

Foot Y = calcaneus to mid-toe X ≈ MET1 to MET5 mid-foot

Table 5: Segment definitions for the right side of the lower limb model are shown. Two defining
lines are chosen to roughly represent the first two axes, and the third follows with a cross product.
The second defining line is rarely perfectly orthogonal to the first defining line, and is readjusted
using a cross-product between the first and third axis. Using a translation operation the origin can
be defined.

Anatomical landmark calibration using clusters The anatomical landmark calibration

method introduced by Cappozzo et al. (1995) was used. During the static capture, each cluster

was attributed a cluster coordinate system, and the position of associated anatomical landmarks

and virtual markers were stored as coordinates of the cluster CS. Subsequently, during dynamic

activities, a transformation matrix can reintroduce anatomical and virtual markers based on

the orientation of the cluster CS. This means that ASIS, PSIS, the femoral epicondyles and the

malleoli provide redundant data during dynamic trials, as their trajectories are not used during

dynamic modelling. The clusters provide a method to minimise the effects of soft tissue artefact

(STA).

Calculating joint angles The pelvis is the most proximal segment, and as such its orientation

was compared to the anatomy reference frame to estimate pelvic tilt, obliquity and rotation. The

anatomy reference frame was constructed based on the global reference frame and the direction

of progression, which was determined using the vector going from midPSIS to midASIS. In

other words, the global frame is rotated around the Z-axis, such that the Y-axis aligns with the

direction of progression.

Further kinematics were calculated between the distal and proximal segment using Euler

angles in the sequence of X-Y-Z. The pelvic origin was moved to the left and right HJC to

perform kinematic calculations with the respective thigh segment. The joint angles were flipped

to ensure clinical meaning. This is required because the right and left lower limbs are defined

with identical axis orientations yet clinical ab/adduction and rotation angles are reversed for

each leg. To explore kinematic coupling between the pelvis and thigh segment, the thigh angles

relative to the anatomy reference frame were also computed. These thigh angles represent global

hip movements irrelevant of the pelvic position.

The computed joint angles, analogue force plate data and (virtual) marker coordinates were

exported in comma-separated values (CSV) format for further processing in Matlab (Mathworks,

US).
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2.2.3 Processing of gait data

Only trials with a clean force plate hit were further analysed in Matlab (Mathworks, US).

Walking trials were normalised to the left and right gait cycle (GC) using timing of the heel

strike (HS) event. For ease of analysis, the left and right GC were extracted from the same date

file where possible.

Identifying heel strike HSs were identified using left and right heel marker position, force

plate position and analogue force data. During walking trials two force plates captured data, and

the left or right foot could hit either force plate. The custom-written script in Matlab followed

the following 3 steps, repeated for each force plate:

Step 1: First, an initial heel strike was defined using a 10 Newton threshold on the GRF

(z-component).

Step 2: The vicinity of the force plate (i.e. force plate dimension with a 10cm height; 60cm

length [y], 40cm width[x], 10cm height [z]) was scanned to determine if either the left or

right heel marker was in its vicinity.

Step 3: The vertical heel displacement (i.e. z-coordinate) of the corresponding heel marker

was scanned for the characteristic dip at heel strike (Mickelborough et al., 2000). The

custom-written Matlab script searched for minima from 5 frames before to 10 frames after

the initial start time for the first HS, and from 50 frames after this for the subsequent

HS.

Figure 11 shows the typical output from the Matlab script (Mathworks, US.), with the GRF

shown in the top graph and the vertical marker displacement of both the heel marker (i.e.

calcaneous) and toe marker (i.e. MET1) in the bottom graph. The toe marker was included as

an additional visual check.

Figure 11: Identifying heel strike in
Matlab. The top graph shows the ground
reaction forces (GRF; blue line) during a
walking trial. In the bottom graph, the ver-
tical displacement (z-coordinates) of both
the corresponding heel marker (i.e. calca-
neus; green line) and toe marker (i.e. MET1;
red line) are shown. The identified HSs are
shown with a vertical dashed pink line. A
force threshold of 10 Newton was used to
target the characteristic minima in vertical
heel displacement, and search from 5 frames
before to 10 frames after. The subsequent
HS is found using kinematic data alone.
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Normalisation of gait data Five walking trials (both left and right) for each subject were

normalised to the gait cycle (0-100%) using two consecutive HSs. For patients, the gait cycle of

the operative limb was investigated, whereas the dominant leg was chosen for HVs.

Calculating spatio-temporal parameters The spatio-temporal parameters of walking

speed, stride length, and timing of the toe-off event were calculated for each trial. Stride

length was calculated as distance travelled (in meters) of the corresponding heel marker. Walking

speed was then calculated by dividing stride length (m) by the time passed (s) during a gait

cycle. And finally, toe-off was established as the first instance that the ground reaction force

(GRF) (z-component of force plate data) dipped below 20 Newton following heel strike (HS).

Kinematic output variables Joint angles were only investigated for the operative limb for

patients, and the dominant limb for HVs The kinematic model outputs joint angles in the

saggital (X), frontal (Y) and transverse (Z) plane for the pelvis, thigh (orientation), hip, knee

and ankle, giving a total of 15 joint angle curves. The maximum value, minimum value and

total ROM were extracted from each joint angle curve.

2.2.4 Processing of squat data

During the motion analysis session, subjects were asked to squat down as deeply as possible

without lifting their heels of the ground. Subjects were asked to hold the deep squat position for

a moment before returning back to standing position. To assess natural occurring variability,

subjects were not given further instruction on how to perform these tasks. After a practice run,

five squat trials were collected. The number was limited to 5 to ensure that existing hip problems

in the patient population would not be aggravated. Due to technical issues, for example markers

being obstructed from the camera view, not every subject had 5 usable trials.

Previous studies have consistently shown that squatting depth is reduced for hip impingement

patients (Bagwell et al., 2016b; Lamontagne et al., 2009; Ng et al., 2015). Additionally, saggital

pelvic ROM (one of the variables of interest) is thought to be correlated to squat depth. Therefore,

similar to Ng et al. (2015), squats of inadequate depth where excluded (<25% of leg length).

Using this criteria, 7 subjects had 1 squat trial excluded, 2 further subjects had 2 squat trials

excluded, 2 further subjects had 4 squat trials excluded, and two final subjects had zero squats

that exceeded 25% of leg length and were thus excluded from further analysis. The number of

final squats available per subject are included in the appendix (table 50, p. 226).

Taking an average of several trials improves reliability of movement data (Monaghan et al.,

2007). Nevertheless, with the variety of squat trials available per subject, taking an average could

also introduce a unwanted bias to the data. Therefore, in the current study the deepest squat

available was used for further analysis. Moreover, the deepest squat will represent movement

patterns during extreme deep flexion best.

Normalising squat data A squat can be sub-divided into three phases: 1.) descend, 2.)

hold and 3.) ascend. Because each phase can vary in timing between subjects, all three phases

were normalised independently. A semi-automatic Matlab script was written to identify and
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normalise the three phases in a deep squat using the absolute angular rate of change in the knee

flexion angle (i.e. first derivative of knee flexion angle). The knee flexion angle was preferred,

because hip angles are influenced by pelvic position.

The threshold-switch was set at absolute knee angular velocity of 0.2◦/ms, with for example

the ascend phase starting at the first point >0.2◦/ms and finishing at the next point where the

rate of angular change is <0.2◦/ms (i.e. start of hold phase).

Figure 12: Normalising
a squat into a descend, hold
and ascend phase. The top
graph shows the right (green)
and left (red) knee flexion
angles of a control subject
(29HV). The asterisks (*)
indicate the start and end
points of the three phases.
The bottom graph shows the
corresponding angular rate
of change of the knee flex-
ion angle. Both graphs are
supplemented with a binary
switch line (set at 0.2◦/ms)
to visually distinguish be-
tween the active (i.e. de-
scend and ascend) and pas-
sive (i.e. hold) phases of the
squat.

Calculating spatio-temporal squat variables Several spatio-temporal variables were cal-

culated for each squatting trial. These include squat depth, squat duration, stance width and

toe-out angle.

Squat duration was defined as the time (s) between the start of the descend phase up to the

end of the squat ascend phase. Squat depth was calculated using the average of the left and

right PSIS position, with the maximum squat depth defined as its lowest z-coordinate during

the squat. It was normalised to the average leg length (left+right), where 100% indicates a

squat to ground level. Stance width was calculated using the mean foot marker positions. These

were projected onto the floor (i.e. z-coordinate was zeroed) for simplicity. Mean mid-foot was

established as the centre of the mean projected MET1, MET2 and calcaneus markers (for both

the left and right foot). Subsequently, stance width was determined as the distance between

the mean left mid-foot and mean right mid-foot. Finally, this distance was normalised to each

subjects pelvic width. To calculate the toe-out angle, first mid-toe was defined as the midpoint

between the mean projected MET1 and MET2 positions. Subsequently, a foot vector was created

going from the projected heel marker to mid-foot. The toe-out angle was calculated between

this foot vector and the saggital plane.
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Extracting key kinematic variables Joint angles were investigated for the operative limb

for the patients, and the dominant limb for HVs. The kinematic model outputs joint angles in

the saggital (X), frontal (Y) and transverse (Z) plane for the pelvis, hip, knee and ankle, giving

a total of 12 joint angle curves. For each joint angle curve, the maximum value, minimum value

and total ROM were extracted for statistical analysis.

Previous studies have shown that the saggital pelvic tilt angle has local minima and maxima

during a deep squat, and that significant changes can be expected in pelvic tilt between controls

and hip impingement patients (Lamontagne et al., 2009; Bagwell et al., 2016b). To better explore

pelvic tilt, two additional variables were extracted, namely the minimum angle during the hold

phase and the ROM using this minima. Figure 13 uses representative data from a healthy

volunteer to illustrate the local minima during the hold phase.

Figure 13: Local maxima and
minima during a squat. Representa-
tive data (ID:HV-21, M) from the saggi-
tal pelvic tilt during a squat shows the
various local maxima (X) and minima
(X). The saggital knee flexion angle is
added for display purposes. The squat
is subdivided into a descend, hold and
ascend phase.

2.2.5 Post-operative analysis

11 patients attended a second session of motion analysis 238±43 days after their surgery. The

protocol was identical to that described in section 2.2.1 on page 36. Unfortunately, this data is

not included or further discussed in the current thesis.

2.2.6 Statistical analysis of motion data

All statistical analyses were performed using SPSS version 23 (Statistical Package for Social

Sciences; IBM, USA).
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Comparing gait parameters between HVs and patients The outcome variables that

were compared between groups included all spatio-temporal variables, group demographics data

and kinematic outputs (i.e. max, min and ROM). First, normality and equality of variance

were tested using the Shapiro-Wilk and Levene’s test respectively (see appendix tables 44 to 49,

p. 218 onwards). If the Shapiro-Wilk test detected a possible violation of normality, the skew (i.e.

measure of symmetry of distribution) and kurtosis (i.e. measure of tailed-ness of distribution)

scores were reviewed, with z-scores between -1.96 to 1.96 indicative of a normal distribution

(Field, 2013).

For all variables, the groups were either compared using a two-tailed independent t-test, or

using the non-parametric Mann-Whitney U test, according to normality. The WOMAC scores,

NAHS scores and minimum pelvic angle in the frontal plane were the only variables with a

non-normal distribution. Significance was set at p<.05. For all significant results Cohen’s effect

size (d) was calculated by dividing the mean difference with the pooled STD (Nakagawa and

Cuthill, 2007).

Comparing squat parameters between HVs and patients Because two subjects were

excluded based on inadequate squat depth, altered group demographics were re-tested for

the squat study. Further outcome variables to be compared between groups include squat

spatio-temporal variables and kinematic outputs (i.e. max, min and ROM).

First, normality and equality of variance were tested using the Shapiro-Wilk and Levene’s

test respectively (see appendix tables 51 to 54, p. 227 onwards). If the Shapiro-Wilk test

detected a possible violation of normality, the skew and kurtosis scores were reviewed, with

z-scores between -1.96 to 1.96 indicative of a normal distribution (Field, 2013).

According to normality, all variables were compared between groups using either compared a

two-tailed independent t-test, or the non-parametric Mann-Whitney U test. Significance was set

at p<.05. For all significant results Cohen’s effect size (d) was calculated by dividing the mean

difference with the pooled standard deviation (STD) (Nakagawa and Cuthill, 2007).

The relationship between squat depth and saggital pelvic ROM (hold), as well as between

squat depth and peak knee flexion, were quantified using linear regression, and the strength of

these relationships were quantified using Pearson’s correlation coefficient (r). The r-values were

interpreted using the following classifications;very weak (0 to 0.19), weak (0.2 to 0.39), moderate

(0.4 to 0.59), strong (0.6 to 0.79) and very strong (0.8 to 1; Campbell and Swinscow, 2011).

2.3 Imaging methodology

2.3.1 Scanning and segmentation protocols

Computed tomography (CT) and MRI were performed to asses the three-dimensional morphology

of the hip joint for the patient group and healthy volunteer group respectively. The principles

underlying both MRI and CT are outlined in chapter 6 (p. 169 onwards).
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CT protocol for patients As part of the clinical care, all patients received a hip CT scan2

imaging both hips, starting just above the top of the iliac crest, and ending just below the lesser

trochanter. Additionally, a few slices around the knee joint line were included. The pixel size

(0.71±0.18mm) varied depending on the hospital, generation of the scanner and field of view

(FOV). The latter is dependent on the anthropometric size of the patient. Slice increments were

standardised at 1mm, with a slice thickness of 2mm. After informed and written consent, an

anonymised CD of the hip CT was requested from the PACS office in the appropriate hospital.

Mimecs Medical 18.0 software (Materialise, Belgium) was used to semi-automatically segment

the DICOM format images into 3D surface models.

First, the bone area was automatically masked on all slices using automatic thresholding

with standard bone threshold values (i.e 1250-1295 Hounsfields Units). Secondly, the femora and

pelvis were separated manually in the axial plane. Thirdly, all slices were thoroughly checked and

corrected manually, and the bone shaft was filled. And finally, the bone models were exported

in stereolithography (STL) format for further analysis.

Figure 14: 3T MRI scanner. All healthy vol-
unteers included in the study were scanned using
the 3T MRI scanner at Charing Cross hospital.
The photo shows an anonymised control about
to start the 40min scanning protocol.

MRI protocol for healthy volunteers The 3T MRI scanner (Magnetom Verio Sybgo MR

B17, Siemens, Germany; shown in figure 14) in Charing Cross hospital scanned all HVs in a

protocol of 40 minutes duration.

The scanning protocol (a T1 VIBE sequence, with fat suppression to exclude marrow) was

developed in collaboration with Lesley Honeyfield3 and Karyn Chappell4. Correct positioning

was assured with a set of short localisers: coronal and axial views through the hips and a coronal

view for the knees. After the localisers, the following three scans were performed: -

1. A high resolution scan of both proximal femurs was included to fully appreciate the femoral

head-neck contour. This scan (16min10s) has a FOV of 400mm (right to left), 256mm

(superior to inferior) and 100mm (anterior to posterior) along the hips, with isotropic

voxels of 0.7 x 0.7 x 0.7mm.

2. An additional 0.9 x 0.8 x 1.5 mm voxel scan (6min 22) was included to ensure that the entire

2Various CT scanners were used; Somatom Definition AS+ (Siemens, Germany), iCT or Brilliance CT (Philips,
the Netherlands).

3Senior Research Radiographer at the Imperial College Healthcare NHS trust.
4Research Radiographer at Imperial College London.
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pelvis was captured with an increased FOV of 400mm, 250mm, 240mm (with directional

planes same as above).

3. The final sequence through both distal femora (0.9 x 0.8 x 1.5 mm voxel; FOV of 400mm,

250mm, 60mm) was included to asses femur length and version.

Mimics Medical 18.0 (Materialise, Belgium) was used to manually segment bones from the

scans. The pelvis, proximal femur and distal knee were all segmented from their respective scans,

although as the table position was known, the segmented 3D models could be moved between

scans after segmentation. An initial segmentation was performed semi-automatically using the

livewire tool (see fig. 64 on p.175), and subsequently these were laboriously corrected manually

slice by slice in both the axial and coronal plane. The bone models were wrapped based on the

voxel size (0.9mm for the pelvis and distal femora, and 0.7mm for the proximal femora), and

subsequently exported in STLs format for further analysis.

2.3.2 Landmarking segmented bone models

STLs were imported into custom software designed by Dr. Simon Harris5 in C++, hereafter

referred to as the FAI modeller. A previous model of the software has been used in work by

Masjedi et al. (2012). The current version allows fitting of geometric shapes, axes and points

(landmarks) to the bone models, and calculates key variables from them. The morphometric

outputs from the FAI modeller includes data relating to both femur and pelvis shape. In

collaboration with Dr. Simon Harris, outcome measures were added that could be implicated in

the etiology of clinical impingement.

The femoral morphometrics exported for further analysis are: a) the femoral diameter, b) the

NSA, c) femoral version (not used in further analysis), and d) 3D α-angles measured 360◦ around

the femoral neck to asses the head-neck contour. The measurements relating to pelvic shape

exported for further analysis are: g) the relationship (i.e. angle) between two pelvic reference

planes, h) acetabular inclination and version (measured respective to the APP reference plane) ,

i) the acetabular diameter, j) an approximation of joint clearance, and k) coverage of the femoral

head. In the sections below, the computations of the outcome variables will be outlined.

Sphere-fitting to the femoral head In the first step, at least 20 points were manually

positioned on the medial hemisphere of the femoral head. A geometric sphere was fitted to these

points, with its centre defined as the HJC, and its diameter taken as the femoral diameter. An

example from a CT segmented patient is shown in figure 15a. The red circles are the manually

placed points and the fitted sphere is shown in blue. The green points are manually placed

tracing the outline of the 3D α-angle, i.e. where the femoral neck first breaks the fitted sphere.

The manual 3D α-angles can help verify the computed angles (introduced on page 50).

Femoral neck axis The method used to calculate the neck axis (~n) has been described in

previous studies (Masjedi et al., 2013a, 2012). Figure 16 visually represents the method. First,

points were placed manually at the tip of the greater trochanter, lesser trochanter and their

midpoint on the anterior intertrochanteric line. Secondly, a line between, the centre of these

5Research Associate at the MSK lab, Imperial College London.
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(a) (b) (c)

Figure 15: (a) Applying a sphere fit to the femoral head. A CT segmented bone model
illustrates the points placed on the medial half of the femoral head (red •) that are used to establish
a sphere fit (in blue). The green points (•) are placed to manually trace the 3D α-angle and verify
the computed values. (b) Assigning the clock-face. The mechanical axis goes from the HJC
(purple •) to the KJC (not shown). Together with the neck axis it defines the plane in which the
superior 12hrs position lies. The plane is rotated anteriorly, in degree increments, around the neck
axis to measure 3D α-angle. The green dashed lines show other hour locations. (c) 3D α-angles.
This graph shows the 3D α-angles corresponding to figure (a). For both left and right femora the
superior (S) to anterior (A) direction is always shown clockwise. Measurement artefacts (spikes,
e.g. in the anterior-superior quadrant) are a result of the bone model protruding through the fitted
sphere, as can be seen in figure (a). To ensure the bone model is fully encapsulated, and α-angles can
be computed without artefacts, the fitted sphere is increased in 2.5% increments. The green dashed
line shows a 50◦ threshold of normal values. (S=superior, A=anterior, I=inferior, P=posterior).

three points, and the previously established HJC, formed the initial neck axis. This axis was

subsequently adjusted with an iteration loop to achieve a robust and accurate final neck axis:

1. The current (initial) axis was perpendicularly sliced at 1mm intervals, and for each slice

the centre of gravity (CoG) was computed.

2. A new axis was fitted on these CoG points, and transposed to coincide with the HJC.

This processes was reiterated until the change between two subsequent lines was <0.5◦. Due

to the nature of the α-angle calculations (explained further on p. 50), the axis needs to be

transposed with the HJC. The cam convexity can have an effect on the CoG points, as it is

partly located on the neck. Therefore, the CoG points included in the line fit were manually

chosen to best represent the neck-section of the bone model. The included and excluded CoG

points are represented in light blue and red respectively in figure 16.

The neck-shaft angle Just below the lesser trochanter, points were manually placed around

the shaft at two separate locations. A CoG point was subsequently fitted at each of these

locations. By connecting these two CoG points the shaft axis (~s) was formed.

The NSA was calculated as the angle between two vectors: namely the shaft axis (~s) and

neck axis (~n). As these are unlikely to intersect in 3D, the dot product was used to calculate the

angle between them using the following formula:

cos(NSA) =
~n · ~s
‖~n‖‖~s‖
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Figure 16: Adjusting the neck axis through iteration. An initial neck axis (green —) is
established as a line from the HJC (•) to the midpoint (•) of the greater trochanter, lesser trochanter
and their rough midpoint on the intertrochanteric line. The line is perpendicularly sliced at 1mm
intervals, and for each slice the CoG was computed. A new line (red —) is fit to chosen (•) CoG
points. This loop is repeated until the angle between two successive lines is <0.5◦. The depicted
angular change in the figure is 1.9◦. The included CoG point are also used to compute the positional
offset of the femoral head to the mean neck axis.

Locating an approximate knee-joint-centre Only a few CT slices are included in the

clinical protocol, making it very difficult to accurately recognise bony landmarks on the distal

femur. Points were manually placed at the approximate epicondyles. By connecting the medial

and lateral epicondyles the knee axis was established, with the midpoint defined as the knee joint

centre (KJC). The femoral version was calculated as the angle between the adjusted neck axis

and knee axis. Subsequently, a line connecting the KJC with the HJC establishes the mechanical

axis, which is needed to establish the femoral reference system used in the α-angle calculations

(see below).

Definition of the knee axis was problematic due to difficulties encountered in identifying the

bony epicondyle landmarks, thereby limiting the robustness of this measure. As a result, femoral

version (calculated using the knee axis) was not incorporated in subsequent work. The KJC was

found to be more stable, as placements errors for each respective epicondyle appeared to even

each other out and thus minimise the overall error to the KJC. Therefore, the KJC could still

be used for further measurements.

2.3.3 Computing 3D α-angles

3D α-angles were calculated according to methods described by Khan and Witt (2014). It is

similar to the original 2D method described by Nötzli et al. (2002), but extrapolated into three
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dimensions. A clock face system (see fig. 15b) was used to specify location of the 3D α-angles.

Figure 15 illustrates the methodology. As the first step, a plane was established using the

neck axis and mechanical axis, with this plane denoting the superior 12 o’clock position. Secondly,

the α-angle is calculated as the angle formed between the neck axis (~n; starting at the HJC)

and the first point where the femoral neck breaks the fitted sphere. In figure 15a the manually

placed green points approximate that location. Finally, by rotating the plane anteriorly around

the neck further α-angle measurements can be computed radially. This rotation occurs in degree

increments, such that in total 360 values are recorded.

Difficulties encountered while implementing the method In figure 15a (p. 49) bone

can be seen protruding the fitted sphere (blue) in the medial half of the femoral sphere. The

protruding bone hinders the calculation of the α-angles, with figure 15c illustrating resulting

artefacts in the measured 3D α-angles.

The source of bone protruding through the fitted sphere is likely twofold:-

1. Segmentation artefact : due to the nature of segmentation, the reconstructed models will

have a uneven surface attributed to both voxel size and unclear tissue boundaries.

2. Non-spherical femoral heads: the femoral head best represented by an ellipsoid surface,

rather than a perfect sphere (Ellis et al., 2010). For this reason, a sphere will never be a

perfect fit for the femoral head.

Khan and Witt (2014) do not mention these difficulties. In their study, the α-angles are

measured in the associated CT planes, rather than directly in the 3D models. Moreover, α-angles

were only measured at 30 degree intervals (i.e. at 1hrs, 2hrs, 3hrs etcetera). Taken together,

this implies that their measurements are simpler to establish and less sensitive to uneven surface

errors. Nevertheless, the quality of their results is limited, with 30◦ increments it is impossible

to fully appreciate the 3D nature of a cam, as well as investigate its radial width properly.

To allow the 3D α-angles to be calculated 360◦ around the neck-axis, the femoral head has to

be fully encapsulated by the fitted sphere. To achieve this, the fitted sphere was increased in size

by 2.5%, 5%, 7.5% and finally 10%, whilst calculating the angles at each increase. The untreated

3D α-angles for all subjects are included in the appendix (p. 234 onwards). Any increase in the

fitted sphere will also reduce the α-angles measured (for an example refer back to figure 15c),

and therefore all subjects had to be treated uniformly to allow for data comparison between

them. By visually inspecting the data, the 5% increase (which corresponds to ≈1mm increase in

radius) was chosen as the best option: it reduces spikes in the data, without fully compromising

it. Nevertheless, with this increase 9/18 patients and 6/19 HVs still had artefacts present in the

radial data.

Further 3D α-angle data preparation in Matlab Data preparation of the 3D α-angles

was performed in Matlab version 2016b (Mathworks, USA), as shown in figure 17. For illustrative

purposes, the subject (patient- 13L) with the most data artefact is shown.

During step 1, spikes (i.e. artefacts) in the data were manually deleted and treated as

missing values6. Figure 18 graphically presents the impact of missing values in a tree diagram.

6An overview of all deleted values are presented in table 6, which includes the number of spikes, their locations
and each subject’s cumulative length of total missing data points.
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Figure 17: Data preparation of 3D α-angles. To illustrate the data preparation process, the
data of 1 patient (ID:13, left operated) is shown. In step 1 the spikes in the data are manually
removed. Secondly, the resulting gaps are filled using a piecewise cubic interpolation. Thirdly, a
moving average of 5 frames is applied to the data to smooth out noise resulting from the segmentation.
Finally (not shown), the outcomes are computed.

For 7/9 and 3/6 affected patients and HVs respectively, the missing data was ≤10◦ out of the

total 360◦. The area of interest for a cam is generally between 11hrs to 3 hrs (or radially between

330 and 90◦). In this area spanning 120◦, the following subjects still had missing data-points:

1.) PRE-36R: 5 values missing from 86 to 90◦, 2.) HV-33R: 1 value missing at 75◦, and

3.) HV-7R: 12 values missing from 58 to 69◦.

Figure 18: Graphically presenting
missing 3D α-angle values. The impact
of the missing values presented in table 6 is
shown in a tree diagram. Using 3 branches
the subjects with; 1.) data artefacts present
in their data, 2.) cumulatively >10 values
missing, and finally 3.) including missing
values in the key area of interest between
330 and 90◦ radially, are highlighted.

In step 2, these missing values were restored using the shape-preserving piecewise cubic

hermite interpolating polynomial (PCHIP) method in Matlab v2016b (Mathworks, USA). Step

2 is performed to allow for complete graphs to be created.

Due to the rough surface of the segmented bone models, the data has some noise. Therefore,

in step 3, the data was smoothed using a moving average, with a window size of 5 values.

52



Methodology overview

ID Position (◦) Artefact
size (◦)

Missing hours. Cumulative
missing data (◦)

7R 58 to 69 12 2hrs 12

24R 65 to 67 3 5

90 to 91 2 3hrs

26R 11 to 18 8 9

142 1

29R 131 to 134 4 4

33R 75 1 35

103 to 104 2

111 to 124 14 4hrs

128 to 142 15

303 to 305 3

34R 242 to 243 2 62

246 to 248 3

256 to 313 57 9 and 10hrs

(a) HV data.

ID Position (◦) Artefact
size (◦)

Missing hours. Cumulative
missing data (◦)

6R 199 to 208 10 7hrs 10

10R 276 to 282 7 7

12R 257 1 1

13L 116 to 122 7 4hrs 134

133 to 138 6

142 to 148 7

155 to 197 43 6hrs

203 to 209 7

217 to 218 2

220 to 245 26 8hrs

249 to 284 36 9hrs

19L 226 1 1

22R 158 to 159 2 2

27L 247 1 1

32L 265 to 270 6 9hrs 6

36R 86 to 105 20 3hrs 20

(b) Patient data.

Table 6: Missing 3D α-angles for: a) healthy controls, and (b) patients. The location (in
degrees), size, affected hour reading, and cumulative length of missing values is provided for each
affected subject.
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Establishing an appropriate threshold for 3D α-angles The α-angle has been used

extensively in planar, radial and 3D imaging methods. A set threshold is needed to establish the

binary outcomes of either normal or abnormal morphology. Nevertheless, the precise cut-off

value is heavily contested within the scientific community, with current values ranging from

45◦ (Rego et al., 2015) to 83◦ (Agricola et al., 2013). Determining an appropriate threshold is

further complicated by the variety of imaging modalities used in research. Furthermore, the

premise of our research is that other morphological aspects (e.g. NSA, CEA etc.) influence at

what size a cam lesion is a risk of becoming symptomatic. Finally, α-angles only represent the

peak height of a cam lesion, and do not provide information on the radial width of the cam.

Multiple studies have shown gender-related differences in cam size, with female cams being

shallower and having a reduced radial extent (Mascarenhas et al., 2016; Yanke et al., 2015;

Nakahara et al., 2014; Gosvig et al., 2007). This implies that distinct threshold values should be

used for males and females, although in practice few studies actually have done this (e.g. Gosvig

et al., 2010).

The predominate threshold values in use are either 50◦ (e.g. Nötzli et al., 2002; Ecker et al.,

2007; Barros et al., 2010; Şahin et al., 2011) or the more severe 60◦ (e.g. Agricola et al., 2013;

Nelson et al., 2016; Ng et al., 2015, 2016). Therefore in the current study we decided to use

>60◦ for males, and >50◦ for females. These threshold values are at the lower end, and should

allow discovery of other possible confounders. The correlation between cam lesions and OA is

strengthened with every degree increase in the α-angle (Nicholls et al., 2011; Thomas et al.,

2014), which suggest that for larger cam lesions confounders have less influence.

Computing outcome measured from 3D α-angles Following data preparation of 3D

α-angles, outcome measures were computed for each subject using custom-written scripts in

Matlab v2016b (Mathworks, US). The outcome measures were:

a.) maximum α-angle overall and within AS quadrant (between 0 and 90◦),

b.) location max α-angle overall and location max α-angle AS quadrant,

c.) the α-angle value at each hour position,

d.) the maximum α-angle out of these 12 hour positions,

e.) the hour location with the highest α-angle,

f.) the start and end location of a supra-threshold cam, and finally

g.) the width supra-threshold cam.

For supra-threshold cams the cut-off of >50◦ was used for females and >60◦ for males. Evidently,

for sub-threshold cams the width, start and end locations could not be computed.

2.3.4 Defining pelvic reference planes for acetabular measurements

Establishing pelvic coordinate frames Both the anterior pelvic plane (APP) and transverse

pelvic plane (TPP) were established in the FAI modeller software:-

1. APP: Both the left and right ASIS landmarks were manually identified on the pelvic

bone models, and midASIS was created as their respective midpoint. Additionally, the

most anterior point on each pubic tubercle was marked, with midPUBIS defined as their

respective midpoint. The coronal anterior pelvic plane (APP) plane was created using
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(a) Pelvic reference planes (b) Landmarking the acetabulum

Figure 19: (a) Pelvic reference planes. The relationship between the axial plane of the TPP,
and the coronal plane of the APP is illustrated. Both reference systems use the two ASIS landmarks
to establish the coronal axis, which means the relationship can be represented by an angle, although
the value recorded was its deviation from 90◦. (b) Landmarking the acetabulum. Points (are
manually placed along the rim (shown as •), and within the acetabular surface (shown as •). An
acetabular plane (pink line) was fitted to the rim points, and a sphere (green) was fitted to the
surface points.

both ASIS landmarks and midPUBIS. The origin of the APP coordinate system was set

at midPUBIS, and two further orthogonal planes (axial and saggital) were established.

2. TPP: The PSIS landmarks were also identified, and midPSIS was defined as the midpoint.

The axial transverse plane was created using midPSIS and both ASIS landmarks. The

origin of the transverse coordinate system was set at midPUBIS, and two further orthogonal

planes (coronal and saggital) were established.

Relationship between the transverse and APP Two out of three points (namely both

ASIS) are shared in establishing the transverse pelvic plane (TPP) and the APP coordinate

systems, and are used to establish the first axis. As a consequence, the relationship between

the axial TPP plane and APP plane can be expressed as an angle, as illustrated in figure 19a.

Because the relationship between them is almost perpendicular (Dandachli et al., 2006), the

value recorded was its deviation of 90◦.

Measuring acetabular version and inclination Points were manually assigned to the

acetabular rim, as illustrated with red dots (•) in figure 19b. A best fit plane was fitted to the

rim points. The acetabular inclination angle and version angle were measured between this

acetabular plane and the APP axial or saggital plane respectively. Figure 20b and figure 20a

further illustrate this. The APP is the conventional pelvic reference plane, which will facilitate

comparison with literature values (e.g. Vandenbussche et al., 2008; Dandachli et al., 2006).

Defining the acetabular diameter and approximating joint clearance Points were

manually assigned to the acetabular surface, as illustrated with green dots (•) in figure 19b. A
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(a) Inclination against the APP
(b) Version against the APP

Figure 20: Part of the APP coordinate system is illustrated in both figures, with directional lines
shown in blue (axial), green (saggital) and red (coronal). The dotted lines represent the defining lines
used to establish the APP coordinate system. Black points (•) represent both anatomical landmarks
and virtual points. Red point (•) are manually placed points on the acetabular rim, and the pink
circle represents the best fit circle to these points, with at its centre an orthogonal arrow shown in
pink. (a) Inclination against the APP: Angle δ between the saggital directional line, and the
orthogonal line to the acetabular plane, represents acetabular inclination. (b) Version against the
APP: Angle ε between the axial directional line, and the orthogonal line to the acetabular plane,
represents acetabular version.

sphere was fitted to these points to establish the acetabular diameter, and acetabular midpoint.

An approximation of joint clearance was calculated by subtracting the measured femoral diameter

from the acetabular diameter for each subject.

Calculating the CEA The centre-edge angle (CEA) was measured respective to the APP,

using the acetabular midpoint and the acetabular rim plane. In conventional methods a specific

point on the acetabular rim is used, but the asymmetrical nature of the acetabular rim introduces

variability into the measurement. Aligned with the APP, a vertical line was positioned through

the acetabular midpoint, and the CEA was defined as the angle between this vertical line and, a

line connecting the acetabular midpoint to the acetabular rim plane.

Coverage of the femoral head The coverage was calculated based on methods from Dan-

dachli et al. (2008). The pelvis was aligned such that the APP coronal plane was positioned

vertically. Subsequently, both the superior half of the sphere representing the femur, and the

points placed on the the acetabular rim were projected onto the horizontal plane to establish a

2D coverage map. A patients data (ID: 37L) is shown as an example in figure 21. The coverage

was subsequently calculated as the area of the sphere covered relative to the total hemisphere

surface area.

56



Methodology overview

Figure 21: Calculating coverage of the femoral head. A patient’s data is included (ID:37L)
to illustrate how coverage of the femoral head was computed. First, the pelvis was aligned such that
the APP coronal plane was vertical. In step 2, the superior sphere representing the femoral head,
and the points positioned on the acetabular rim were projected onto the horizontal plane to establish
a 2D coverage map, with the percentage coverage calculated using the resulting areas.

2.3.5 Measuring the pelvic incidence using planar imaging

The pelvic incidence (PI) was measured by Dr. Charles Rivière7 using the OsiriX image viewer

(Switzerland). First, the digital imaging and communications in medicine (DICOM) images

from the HV MRI scans, and the patients CT scans were loaded into the viewer. Subsequently,

as shown in figure 22 the coronal and transverse planes are positioned in the middle of both

femoral heads. A line is positioned along the sacral plate, with a second line perpendicular at its

midpoint. The pelvic incidence is the angle between this second line and a line connecting the

sacral midpoint to the femoral head centre (i.e. the intersection of the coronal and transverse

planes). The sacral slope (SS) is the angle between the sacral line and another horizontal line.

Please note, that the pelvic incidence (PI) was a planar measurement, and was not measured in

3D8.

2.3.6 Regrouping subjects

In addition to a comparison between patients and controls, subjects were redistributed to

facilitate further analysis.

Comparing symptomatic cams, asymptomatic cams and healthy control with a

spherical femoral head All subjects were re-evaluated based on the maximum α-angle found

in the AS quadrant. Distinct thresholds were used for males and females, being >60◦ and >50◦

respectively. Patients with a sub-threshold α-angle were excluded (n=2). Three new groups

were established and named: NORM- (n=8), CAM- (n=11) and CAM+ (n=16). With the first

half of the name referring to the morphology (normal or cam-type) and the plus or minus sign

7Honorary clinical research fellow at the MSk lab, Imperial College London.
8The pelvic incidence was not measured three-dimensionally due to time constraints in the project. For future

studies, measuring the PI automatically in 3D would be recommended to minimise measurements errors.
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Figure 22: Measuring pelvic incidence using OsiriX image viewer. Data from subject HV-7R,
with a PI of 65◦ and a SS of 56◦ is shown. Both the coronal and transverse planes are positioned in
the centre of both femoral heads. In the saggital plane, a line is positioned along the sacral plate,
with a second line perpendicular at its midpoint. The PI is the angle between this second line and a
line connecting the sacral midpoint to the femoral head centre (i.e. the intersection of the coronal
and transverse planes). The SS is the angle between the sacral line and another horizontal line.

referring to symptomatic hip pain (+) or no pain (-). The same outcome metrics were compared

between these three new groups.

Gender-based analysis Although the study is underpowered to detect gender differences,

for completeness an exploratory comparison between all male and female subjects was included

for all metrics unrelated to the cam lesion.

2.3.7 Description of missing data

Due to the clinical nature of the CT scans, the quality and FOV of the images was dependent

on the practising radiographers, and as a result some CT data sets were incomplete. For the

MRI scans, the FOV was limited to maintain high resolution imaging, although as unfortunate

consequence, this meant the pelvic model was occasionally incomplete. For all subjects in the

study, a complete 3D bone model of the proximal femur was available. For some, the distal knee

scan was missing (3 patients and 1HV affected) or the pelvic model was incomplete (2 patients

and 6HV affected).

Incomplete 3D pelvic bone models For 1 male patient (ID: PRE-9L), the FOV excluded

both ASIS and PSIS landmarks. Without these landmarks, neither pelvic reference planes could

be established. Measurements affected were: 1.) the 6 APP&TPP, 2.) the centre-edge angle

(CEA), 3.) acetabular inclination, 4.) acetabular version, and finally 5.) coverage of the femoral

head.

For a further 6 HVs (4 male; IDs: HV-5R, HV-2R, HV-3R, HV-4R and HV-5R, HV-25R)

and 1 patient (male, ID: PRE-6R), the PSIS landmark was excluded in the FOV of the MRI
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scan. Consequently, the TPP could not be established, with the 6 APP&TPP being the only

affected measurement.

Missing knee scans The distal knee scan was missing for 3 patients (2 female; IDs: PRE-12R,

PRE-15R and PRE-23R ), and 1 HV (female, ID: HV-4R). In these subjects the epicondyle

landmarks could not be placed. Consequently, femoral version could not be measured, and the

femoral coordinate system was affected.

The femoral coordinate system is used the α-angle calculations. As an alternative, the most

lateral and most medial point on the proximal end of the shaft were marked. The midpoint

of these points was used to establish an alternative mechanical axis, which was then used to

define the femoral coordinate system. The location of the α-angles is affected, but not the values

measured. The 12hrs locations is assumed to be shifted posteriorly by approximately 5◦, and

due to this minor shift, the α-angles data were still included in further analysis.

2.3.8 Statistical analysis of 3D morphometric data

SPSS v23 (IBM, USA) was used for all statistical data analysis. For all statistical tests,

significance was set at p<0.05.

List of outcome measures The 3D morphometric variables were split up in two groups, one

representing the femoral variables and another representing the pelvic variables. The femoral

outcome measures relating to a cam were:

a.) maximum α-angle overall,

b.) maximum α-angle AS quadrant,

c.) location max α-angle overall,

d.) location max α-angle AS quadrant,

e.) the value of α-angle at each hour position,

f.) the maximum α-angle out of the 12 hour positions,

g.) the hour location with the highest α-angle,

h.) start location supra-threshold cam (if applicable),

i.) end location supra-threshold cam (if applicable), and finally

j.) width supra-threshold cam (if applicable).

Additional femoral morphometrics were:

(k.) femoral diameter,

(l.) NSA,

The pelvic morphometrics included:

(m.) acetabular diameter,

(n.) acetabular version,

(o.) acetabular inclination,

(p.) CEA,

(q.) coverage of the femoral head,

(r.) approximate joint clearance, and finally

(s.) 6 APP & TPP.
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Outcome variables were compared between the different groups, namely a.) PRE vs. HV, b.)

CAM+, CAM- and NORM-, and c.) male vs. female.

Assumption of normal distribution To ensure the use of proper statistical tests, it was first

reviewed whether all femoral and pelvic morphometrics were normally distributed. Normality

for all continues morphometric variables was tested using the Shapiro-Wilk test, appropriate

for small sample sizes. Normality can be tested for each group separately or by combining the

variables. The patient group were scheduled for cam osteotomy surgery, and thus are assumed

to differ in cam morphology from the HV group. For these reasons, for all measures relating

to the cam morphology (i.e. 3D α-angles and related measures), normality was tested for each

group separately.

For all other morphometric variables, the null hypothesis (i.e. there is no difference between

the populations that the samples were drawn from) will be tested. As group morphometrics

(e.g. femoral diameter, acetabular version etc.) were assumed to belong to the same population,

normality was tested with the variables of the PRE and HV groups combined.

Testing for homogeneity of variance between groups Levene’s test for equal variance

was used to test the assumption of homogeneous data variance for all femoral and pelvic

morphometrics between the HV and PRE groups. It was also used to test variance between the

NORM-, CAM- and CAM+ groups, and between male and female morphometrics unrelated to

the cam.

Group comparisons According to normal or non-normal distribution, comparisons between

two groups (i.e. HV vs. PRE, male vs. female and symptomatic vs asymptomatic cam lesion

metrics) were performed using either a two-tailed independent t-test, or a non-parametric

Mann-Whitney test. According to the results from the Levene’s test, equal or unequal variance

was assumed for use in the t-test.

The group means of the NORM-, CAM- and CAM+ groups were compared using a one-way

ANOVA to test whether at least one of the means of the morphometric data is statistically

different from the other groups. Subsequently, a post-hoc bonferroni test was used to compare

how the means differed between the groups.

Testing for bivariate correlations Data from both the patient and healthy control groups

were combined, and subsequently the relationship between certain variables were quantified using

linear regression. The strength of this relationship was quantified using Pearson’s correlation

coefficient (r). The r-values are interpreted using the following classifications: very weak (0 to

0.19), weak (0.2 to 0.39), moderate (0.4 to 0.59), strong (0.6 to 0.79) and very strong (0.8 to 1;

Campbell and Swinscow, 2011). Not all variables were tested for correlation, but only those for

which there appeared to be an intuitive relationship. With the significance of the 6 APP&TPP

being unclear, its relationship with pelvic incidence, and acetabular orientation (i.e. version and

inclination) was investigated.

Measuring the CEA based on the average acetabular rim plane, rather than a specific point

on the acetabular rim itself is unconventional. As such, we wanted to investigate its relationship
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with overall coverage, to ascertain whether this measured could be used as an alternative metric

in future studies.

Finally, few studies have investigated radial width and as such we wanted to investigate

whether it correlated with the peak deformity, peak location and start/end locations of the cam

lesion.

2.3.9 Exploratory comparison between CT and MRI segmented bone models

The validity of using data from both MRI and CT segmented 3D bone models was explored

using 1 subject. Please note, that with only 1 included data set, the findings of this comparison

are very limited.

One female patient (ID: 22, operated on the right femur) attending a post-operative motion

analysis session, had an MRI taken at the same day. The patient already had a CT scan taken

previously as part of their routine clinical management, but agreed (with ethical approval and

written informed consent) to have an additional MRI scan taken of both hips joints. The CT

scan was taken 484 days prior to the MRI scan. CT and MRI scanning protocols, as well as

segmentation methods, have been explained above in section 2.3.1 (p. 46).

Overlaying bone models Bone models of the pelvis and proximal femora were imported

into Artec Studio 11 (Artec 3D, Luxembourg). First, the MRI and CT models were manually

positioned in rough alignment. Subsequently, the global registration tool was used to obtain an

iterative closest point (ICP) registration (Besl et al., 1992) of corresponding models. Surface

maps detailing between-model deviations were created. And finally, the mean deviations

(signed distances), absolute deviations and root mean square (RMS) deviations were recorded.

Unfortunately the software does not provide STD values for the deviations reported.

Figure 23: Marker visibility in MRI. This figure shows the appearance of cod liver oil tablets
(Boots, UK) using the current MRI protocol. A tablet positioned on the pelvic ASIS landmark is
circled in green in all three imaging planes.

2.3.10 Exploring marker placement accuracy

Precise and repeatable identification of bony anatomical landmarks by palpation is difficult, as

landmarks often represent a ridge rather than a specific point. Furthermore, bony landmarks

are covered by variable amounts of soft-tissue, which can complicate marker identification
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(Della Croce et al., 2005), and this is especially problematic for the pelvic landmarks (including

ASIS). Marker placement can be explored by either looking at the distance of the marker to the

actual bony landmark (termed marker accuracy) or by measuring the variability of repeated

marking procedures (termed marker precision).

Due to the nature of this PhD project, several healthy controls received motion analysis

and MRI on the same day. This opened up an opportunity to do an exploratory investigation

on marker placement accuracy. By replacing the VICON markers with cod liver oil tablets (or

vice versa), MRI can visualise both the marker position on the skin, as well as the underlying

bone anatomy, which means the distance between the two positions can be quantified. Cod liver

oil tablets (Boots, UK) show up clearly on an MRI scan due to their high hydrogen content.

Figure 23 shows the appearance of an ASIS marker (cod liver oil tablet) in MRI. In a clinical

setting these tablets are conventionally used to locate an area of interest during a localiser scan.

Of the 19 HVs recruited into the study, 14 had the MRI scheduled at the same day as their

motion testing session. In these subjects, cod liver oil tablets (1000mg, Boots Ltd, UK) were

placed on the position of the reflective markers on the ASIS and the lateral and medial femoral

epicondyles. For 9 out of 14 subjects, tablets were also placed at the bilateral PSIS landmarks.

To ease the transition between the reflective markers and cod liver oil tablets, a permanent

marker (Sharpie, UK) was used to label the skin prior to marker position. Figure 24 shows

a shape comparison between the VICON reflective markers and the liver cod oil tablets used

during imaging.

Mimecs Medical 18.0 (Materialise, Belgium) was used to create 3D surface models of the

tablets in STL format, using similar segmentation methods as described for bone in section 2.3.1

(p.46).

Figure 24: Determining marker position. The methods used to determine the location of the
cod liver oil tablets in relation to the bony landmarks is show. The positional difference is measured
using the pelvic coordinate system. Finally, a shape comparison between the VICON marker and
the tablets is included on the right.

Determining marker position Figure 24 shows the process for determining the location

for both bony landmarks, as well as cod liver oil tablets. First, all segmented 3D models

were imported into 3-Matics 10.0 (Materialise, Belgium). Subsequently, the bony anatomical

landmarks were manually identified by the lead author (AH), with a sphere fit to the femoral

head determining the HJC. The position of the tablets were defined using their respective centre

62



Methodology overview

of gravity. Thirdly, the positions for all points were exported using the scanner’s world coordinate

system into Matlab v2016a (Mathworks, US).

Similar to the motion data, the pelvic bony landmarks were used to establish a pelvic CS in

Matlab v2016a (Mathworks, US). Next, the coordinates for all points of interest were expressed

using this pelvic CS, which allowed the tablet’s position to be compared to its corresponding

bony landmark using the same Cartesian axes as used during motion analysis, with the ~X-axis

being horizontal and positive towards the right, the ~Y -axis is in the horizontal plane and positive

in the forward (anterior) direction, and finally the ~Z-axis is vertical and positive in superior

direction.

Preliminary data Figure 25 shows preliminary data for the first 4 healthy volunteers that

were imaged, with deviations expressed in in the order XYZ. For these subjects, the PSIS tablets

were unfortunately not included. Due to the scan taking place in a supine position the tablets

appear to be shifted superiorly and laterally, relative to the standing position during motion

analysis. Nevertheless, the mean absolute error measured was 11mm on the ~X-axis, 9mm on the

~Y -axis and 29mm on the ~Z-axis).

The supine scanning position in combination with skin movement brings into the question

the integrity of these results. Furthermore, the repositioning of markers (i.e. VICON to cod

liver oil tablet or vice versa) introduces more variability into the data. For these reasons, in

combination with time constraints, marker accuracy was not further explored during this PhD

project. Nevertheless, the data does show that STA and marker misplacement are a real concern

during motion analysis.
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Figure 25: Preliminary results of marker misplacement. The data from 4HVs is show, with
the deviations expressed in the XYZ order. The blue dots represent the centre of gravity of the
codd liver oil tablets, and the bony landmarks (ASIS and PSIS) are indicated as green (right) or
red (left) dots. The positional deviations are reported using the pelvic coordinate system, that was
established following the kinematic model’s definition of the pelvic segment, although here the actual
bony landmarks were used to establish it.
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Using motion analysis to investigate

function and implications for cam

hip impingement

Chapter objectives In part 1 of the thesis, it was investigated whether possible confounding

factors could, in addition to a cam, strengthen the association between hip impingement and

early onset OA. Dynamic impingement between the femur and acetabulum results from both

joint kinematics and joint morphology. The primary objective of this chapter is to identify

movement patterns (i.e. joint kinematics) that are indicative of a symptomatic cam lesion and to

determine their potential to lead to symptomatic impingement and the subsequent progression

to hip OA.

We propose that movement patterns can contribute to the development of OA via two different

mechanisms:

1. Focal loading: movement patterns can influence load distribution, and subtle changes in

movements then create high intensity loading on focused regions. This in turn has the

potential to cause initial or further damage to the cartilage (Hogervorst et al., 2012).

2. Increased frequency of abnormal contact: the proximity between the acetabular rim and

head-neck junction may be decreased during normal movements, increasing the likelihood

of abnormal contact.

Identifying abnormal movement patterns is important, because if these are identified, prevention

strategies (e.g. postural correction) could be implemented. These might delay hip OA develop-

ment or progression in individuals at a higher risk due to their skeletal shape. Early recognition

and treatment in symptomatic patients, may improve symptoms, joint functionality, and in the

long-term improve quality of life.

Chapter structure The structure of this chapter will be as follows: Section 3.1: motion

capture techniques and the underlying mathematical principles will be discussed, with a focus on

measuring joint angles. Section 3.2: the challenges and limitations of musculoskeletal modelling

will be explored, to understand the various sources of error that influence the reliability of joint

angles. Section 3.3: The overall repeatability and its impact on motion analysis studies and their
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interpretation is discussed. Section 3.4: previous studies on biomechanics in hip impingement

patients will be reviewed. Section 3.5: the current study is outlined, including the methods,

results and discussion.

Brief introduction on motion capture techniques Biomechanics is an interdisciplinary

field of study, that uses physics, chemistry, mathematics and biology to comprehend, amongst

other things, human locomotion. Qualitative investigations can be traced back to ancient times,

with Aristotle (384-322BC) and more recently Leonardo da Vinci (1452-1519) as noteworthy

examples. Although it was not until the advent of photography, that the first quantitative analyses

could be made, as pioneered by Edward Muybridge in 1882. Anecdotally, the movements he

investigated are still of primary interest in clinical research today; gait (i.e. walking) and

sit-to-stand movements. Fortunately, the methodology has progressed notably, as Muybridge’s

method was very cumbersome. He had to use as many as 48 cameras to capture photographs in

quick succession, such that he could create a slow motion moving picture of the event (Jarrett,

1976).

At the present day, scientists have a very diverse set of tools to choose from to analyse

motion. They vary widely in outputs, cost and accuracy and are based on different physical

properties. To name a few, wearable sensors can easily measure acceleration (an accelerometer),

orientation (a gyroscope) or angular change (a goniometer) between joints.

For measuring 3D whole-body motion, two laboratory-based systems exist: electromagnetic

(EM) based-systems and optical systems. For the former EM systems, electromagnetic trackers

are attached to body, and can measure subtle deviations in magnetic field strength, that is

continuously being transmitted from a fixed location. The main limitations of an EM system for

motion capture is the limited number of trackers available, and secondly measurement errors can

be introduced by close proximity to metal structures. The optical motion capture systems are

video-based, and are used as the present-day standard for assessing human motion in clinical

research. It is a sophisticated system with the capacity to measure whole-body functional tasks.

Although with its broad functionality, it is also widely used in the entertainment industry for

computer generated images (CGI) in films and videogames.

3.1 Optical motion capture explained

Many different optical motion analysis systems are commercially available, with VICON (UK),

Qualisys (Sweden) and the motion analysis corporation (U.S.) being the major commercial

players. The data captured can be tailored depending on the research interest, although the

initial set-up can be expensive. As VICON is used in this body of research, this one will be

discussed hereafter.

The VICON (VIdeo CONverter) system is loosely based on the doctoral work of Jarrett

(1976) and has been commercially available since 1984. VICON claims it is currently being

used in over 70 countries (website VICON, 2017). Essentially, reflective markers are placed on

the human body, and these are tracked through space and time. By placing the markers on

clinically relevant points, classical mechanics can be used to translate these marker positions to
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movements (i.e. kinematics) of body parts relative to each other. For example, knee flexion can

be investigated by looking at how the shank moves in relation to the thigh.

The following technical principles lie at the core of the system:

1. Stereophotogrammetry: Multiple cameras simultaneously record the markers from

different angles, and overlaying or triangulating these allows for the marker positions to be

known in three dimensions.

2. Infra-red light: The VICON cameras both emit and capture infra-red (IR) light, which

is non-visible to the human eye. This has two main advantages: i.) the signal will not

distract the subject, and ii.) normal light sources will not affect your data.

3. Strobe-pulsing: A strobe system acts as a shutter, and freezes the markers positions at

that exact moment in time. It is used to circumvent blurring and time delay artefacts that

are common with standard video cameras. Blurring describes the trialling of a circular

marker when moving very fast, and a time delay arises when the top of a field is scanned

before the bottom of the image (Winter, 2009).

4. Passive and circular markers. With passive markers no wires or technical equipment

will encumber the subject to be tested. The VICON markers are retro-reflective, so they

can reflect the IR light back to facilitate detection. They are circular so they appear the

same from all angles. The detection threshold can be adjusted such that dull reflections

(e.g. from the skin) are not erroneously sampled.

5. Algorithms and thresholds: The system comes with hidden mathematical algorithms

that help filter and translate incoming IR light from the multiple cameras into meaningful

spatial coordinates. The computer interface also allows for real-time feedback during a

testing session.

Figure 26 provides an example of a typical VICON set-up, showing an infra-red camera, circular

reflective markers and real-time feedback. Prior to data collection, a calibration of the system

is performed in which a global coordinate system (GCS) is defined for the motion laboratory1.

The marker trajectories thus have a data output of x,y and z coordinates within this GCS.

Figure 26: VICON set-up.
An example motion analysis set-
up from the biodynamics labora-
tory at Imperial College.

1In chapter 2, the methodology chapter, figure 9 on p. 38 shows how a calibration wand is used to establish
this GCS.
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3.1.1 The basic principles of kinematic models

The marker trajectories provide kinematic data, i.e. information about how points on the body

moves through space and time. By cleverly positioning the markers and using mathematical

modelling (so-called kinematic models), this displacement data can be translated into clinically

relevant information, such as joint angles (see ch.7 in: Winter, 2009). Kinematic models typically

follow three steps:

Step 1: Choose and define segments.

Step 2: Establish segment coordinate systems.

Step 3: Compare angular movements between two neighbouring segments using Euler angles.

To illustrate the three-step process, figure 27 shows a simple lower-limb model investigating hip

flexion. The foot and shank are left out for simplicity.

Figure 27: The three steps of kinematic modelling. The design of a simple lower-limb model
investigating hip flexion is illustrated. The foot, shank and torso are left out for simplicity. Step 1:
two segments, the pelvis and right thigh, are chosen and defined. Step 2: local coordinate systems
(LCS) are attributed to both segments. First, marker positions (black circles) and virtual points
(small green circles) and are used to define lines (dashed lines). These lines help establish orthogonal

axes (solid lines; ~X=blue, ~Y=red and ~Z=green). Both segments are given the same centre of rotation

at the hip. Step 3: the thigh segment rotates around the ~Xthigh-axis by 6 β◦ to align with the pelvis
LCS orientation. Mathematically Euler angles are used to solve for the flexion angle β◦. Further
rotations around the ~Ythigh and ~Zthigh axes were left out this figure for simplicity.

Step 1: a pelvis and thigh segment are chosen Body segments are (incorrectly)2 assumed

to be rigid, which implies that any point on the segment moves in synchrony with all other

points on the segment. All points, or markers on the segments will have x,y and z coordinates

recorded within the GCS.

2Soft-tissue artefacts associated with this incorrect assumption will be discussed in more detail in section 3.2.4
(p. 78).
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Step 2: segment coordinate systems are defined To compare rotational movements

between segments and the GCS, a local coordinate system (LCS) is defined for each segment.

At least 4 points are needed to establish a segment coordinate system, although both marker

positions (black dots in fig. 27) and virtual points (green dots in fig. 27) can be used.

After the LCS is defined, markers and virtual points can be expressed in both local

[xlocal, ylocal, zlocal] and global coordinates [xglobal, yglobal, zglobal]. Figure 28 shows a very ba-

sic example of a set of points that have 2D coordinates in a GCS and LCS. The coordinates can

be transformed from being expressed in the GCS into the LCS, and vice versa using mathematical

operators, with a translation operation changing the position, and a rotation operation changing

the orientation.

Figure 28: Rotation and translation
transformations. A visual refresher of
rotation and translation operations in 2D
coordinate systems. Using three points a
new coordinate system (in green) can be
defined. The axes in any coordinate sys-
tem have to be orthogonal to each other.
The three points now have coordinates in
both the GCS and the LCS. Using transla-
tion and rotation operations the coordinate
expression can be interchanged.

The axes of each local segment coordinate system are often chosen to correspond to anatom-

ical planes (see table 7) that describe joint movements: sagittal (flexion/extension), coronal

(abduction/adduction) and transverse (internal rotation/external rotation). Two defining lines

(dashed lines in fig. 27) are established using the markers and virtual points, and these in turn

help establish 3 orthogonal axes (solid lines in fig. 27) using the mathematical cross product

operation. The cross product of two independent vectors (e.g. ~A× ~B) produces a third vector

that is orthogonal to both.

Anatomical plane Alternative term Movement Fixed axis

Saggital Anteroposterior Flexion and extension (6 β◦) X-axis (blue)

Coronal Frontal/Lateral Abduction and adduction (6 γ◦) Y-axis (red)

Transverse Axial/horizontal Internal and external rotation ( 6 θ◦) Z-axis (green)

Table 7: Anatomical planes describing joint motion. The joint movements associated with
each anatomical body plane are given. The colours correspond with the axes used throughout the
thesis for the figures.

Lets elucidate this by showing the mathematical equations corresponding to the pelvic

segment in figure 27. There are four markers positioned on anatomical bony landmarks, namely

two on the bilateral anterior superior iliac spine (left = LASIS; right = RASIS) and two on

the bilateral posterior superior iliac spine (left = LPSIS; right = RPSIS). The coordinates

[xglobal, yglobal, zglobal] of these 4 markers are known in the GCS, i.e. the laboratory space. In the
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first step, two virtual points (the midpoints) are defined:

midASIS =
LASIS +RASIS

2

midPSIS =
LPSIS +RPSIS

2

In the second step, three orthogonal axes are defined using two defining lines and the cross-

product.

~Yinterim = midPSIS −midASIS
~Xpelvis = LASIS −RASIS
~Zpelvis = ~Xpelvis × ~Yinterim

~Ypelvis = ~Xpelvis × ~Zpelvis

This gives us three orthogonal vectors, with variable lengths, positioned at the global origin

expressed in the GCS coordinates. In the third step, the scalar length of each vector is calculated

using Pythagoras’s theorem in three-dimensions. The scalar length for a generic vector ~B is

given by:

‖ ~B‖ =
√
xB2 + yB2 + zB2

Using their respective scalar lengths, the established axes are then normalised to unit vectors.

That is, they will have a length of 1, which is denoted using the ˆ symbol. Or in formula form:

X̂pelvis =
~Xpelvis

‖ ~Xpelvis‖

Because the three unit vectors (X̂pelvis, Ŷpelvis, Ẑpelvis) are still expressed using GCS coordinates,

they can be used to form a rotation matrix. Using this rotation matrix points can be transformed

from the pelvic LCS orientation to the GCS orientation.

pelvis

↓

global

R =
[
X̂pelvis Ŷpelvis Ẑpelvis

]
(3.1)

In the final step, an origin can be set. For the pelvis segment in the example, the origin is set at

the ipsilateral HJC. After performing a rotation operation, a subsequent translation operation

will position points in the correct GCS position relative to the chosen pelvis LCS origin.

When calculating kinematics we are only interested the orientation of a segment (i.e. joint

angles). This implies that the position of the origin is irrelevant when choosing axes. Furthermore,

the pelvic orientation respective to the laboratory space (GCS) can be defined without using

the pelvic origin (i.e. the hip joint centre)3.

3Most researchers are also interested in estimating the kinetics (forces that cause the movements), and in these
more advanced musculoskeletal models the origin does have a pivotal role.
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Step 3: joint angles are calculated using Euler angles. Any orientation of a distal

‘child’ segment relative to a proximal ‘parent’ segment can be defined using a sequence of three

rotations. For example, to establish the hip joint angles, we are interested in the thigh (child

segment) orientation relative to the pelvic (parent segment) orientation. The first rotation

around the ~Xthigh-axis gives the flexion/extension angle (i.e. 6 β◦), the second rotation around

the ~Ythigh-axis gives the abduction/adduction angle (i.e. 6 γ◦), and the third and final rotation

around the ~Zthigh-axis (i.e. 6 θ◦) gives the internal/external rotation angle4.

As shown in equation 3.1, through defining the pelvic segment LCS, we obtained the

pelvis→ global R(φ) rotation matrix. However, we are more interested in the reverse rotation,

as then we know the pelvic orientation relative to the laboratory space (GCS). The transpose of

a rotation matrix gives the reverse rotation matrix.

global

↓

pelvis

R =

pelvis

↓

global

RT (3.2)

Above we have composed the global → pelvis R(φ)rotation matrix using inverse kinematics.

The Euler angles (or in case of the pelvis: the tilt (6 β◦), obliquity (6 γ◦) and rotation (6 θ◦)

angles) can be solved for using this matrix. To explain how this is done mathematically, we will

first have to show the general format of the matrix using forward kinematics.

3.1.2 Calculating 3D kinematics using Euler angles

Composing rotation matrices using forward kinematics In figure 27 (p. 68), the ‘child’

segment (the thigh) was rotated around its ~X0-axis (blue) by angle β◦ (the flexion angle) to

align its ~Y -axis and ~Z-axis with the ‘parent’ pelvis segment. Following geometric principles,

this is achieved by multiplying the thigh LCS (with the ~X0, ~Y0 and ~Z0 axes) by rotation matrix

Rx(β): 
~X1

~Y1

~Z1

 =


1 0 0

0 cosβ − sinβ

0 sinβ cosβ



~X0

~Y0

~Z0


Assuming a different pelvis position, such that the thigh would not be aligned with the pelvis

orientation after the first rotation. The resulting axes (i.e. ~X1, ~Y1 and ~Z1 ) would be rotated for

a second time. This time around the ~Y1-axis by 6 γ◦. This corresponds to rotation matrix Ry(γ).
~X2

~Y2

~Z2

 =


cos γ 0 sin γ

0 1 0

− sin γ 0 cos γ



~X1

~Y1

~Z1


The third and final rotation with Rz(θ) around the ~Z2-axis gives ~X3, ~Y3 and ~Z3. These new

axes should now align with the axes of the ‘parent’ segment (the pelvis).

4Conventionally α, β and γ denote Euler angles, however considering the pivotal role the α-angle has in
quantifying a cam, we refrained from using the α-angle notation for any other purpose in this thesis.
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~X3

~Y3

~Z3

 =


cos θ −sinθ 0

sin θ cosθ 0

0 0 1



~X2

~Y2

~Z2


In combined form this becomes R(φ) = Rz(θ)Ry(γ)Rx(β). So using forward kinematics to rotate

the ‘child’ into the ‘parent’ segment we have constructed the final rotation matrix, i.e. thigh →
pelvis R(φ).

Using the shorthand notation of c=cosine and s=sine, the full matrix notation of thigh→
pelvisRφ becomes:

thigh

↓

pelvis

R =


1 0 0

0 cβ −sβ
0 sβ cβ



cγ 0 sγ

0 1 0

−sγ 0 cγ



cθ −sθ 0

sθ cθ 0

0 0 1

 =


cγcθ −cγsθ sγ

cβsθ + cθsβsγ cβcθ − sβsγsθ −cγsβ
sβsθ − cβcθsγ cθsβ + cβsγsθ cβcγ


(3.3)

Decomposing a rotation matrix in Euler angles Equation 3.3 shows the format of a

child → parent R(φ) rotation matrix following the ~X0
~Y1
~Z2 rotation sequence. Using inverse

kinematics, as shown in equations 3.1 and 3.2 (p. 70), the same child→ parent R(φ) rotation

matrix can be obtained. With knowledge of its general form, we can now solve the inverse

kinematics child→ parent R(φ) for 6 β◦, 6 γ◦ and 6 θ◦. We apply inverse cosines and inverse

sines on the colour coded matrix cells. These cells correspond to the row & column specifications

of r1c3, r2c3, r3c3, r1c1 and r1c2.

As a visual refresher, the sine and cosine curves are plotted in figure 29 for the range of

x=-180◦ to x=180◦. The figure demonstrates that there will be two possible solutions when

solving either a sin (x)-type or cos (x)-type equation in this range.

Figure 29: sine and cosine curves
for the range of -π to +π (i.e. -180
to +180◦). Within kinematic models,
the 6 γ◦ is defined for a joint with nor-
mal anatomical ROM limited between
-90◦ and 90◦, such that γ = sin−1(r1c1)
only has 1 unique solution.

To ensure that only 1 unique solution is possible for 6 γ◦ a limit between -90◦ and 90◦ is set.

The joint movement associated with 6 γ◦ is chosen in kinematic models such that its normal

anatomical ranges of motion do not exceed or approach values near -90◦ and 90◦.
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γ◦ = sin−1(r1c3)

Conveniently, for 6 θ◦ and 6 β◦ we have both a sin(x)-type AND a cos(x)-type equation to solve

and validate the angles.

β◦ = − sin−1(
r2c3

cos (γ)
) AND β◦ = cos−1(

r3c3

cos (γ)
)

θ◦ = cos−1(
r1c1

cos (γ)
) AND θ◦ = − sin−1(

r1c2

cos (γ)
)

Sequence dependency of joint angles Using the above formulas we have extracted the

joint angles from a rotation matrix of the form R(φ) = RX(β)RY (γ)RZ(θ). It is important to

be aware that the three angles describe the angular position of the child segment relative to the

parent segment, rather than representing the actual path of motion taken to get there (Phadke

et al., 2011). The calculated angles are dependent on the order of rotations used. The X-Y-Z

order is conventional and standardised for the lower limbs in motion analysis (Winter, 2009; Wu

et al., 2002), although in total 6 different rotation orders5 are possible (i.e. XYZ, XZY, ZXY,

ZYX, YXZ and YZX). Mathematically, these three segment rotations are defined as rotation

matrices, and unlike scalar multiplication (e.g. ab=ba), matrix multiplication (e.g. XYZ6=ZYX)

is non-commutative (Cappozzo et al., 2005).

For the hip joint specifically, there are few studies comparing kinematics calculated using

different rotation sequences. Figure 30 visually shows how (cycling) kinematics are heavily

dependent on the rotation sequence using to calculate them. Sinclair et al. (2013) used motion

tracking on 12 healthy subjects on gym bikes, and calculated the hip joint kinematics using

6 different rotation sequences. Average joint angles are shown, with the corresponding ROM

for each sequence given below each graph. The especially large errors in the YXZ and ZXY

sequences can be attributed to a phenomenon termed gimbal lock.

Gimbal lock Gimbal lock represents a scenario where two rotational axes align, effectively

resulting in the loss of a rotational degree of freedom. The phenomenon occurs when the second

rotation approaches 90◦ or -90◦, with the first and third rotational axes aligning as a result.

Kinematic errors can occur in all resulting angles, as these are extracted from the final rotation

matrix, whose final form is dependant on all three rotations [e.g. R(φ) = RX(β)RY (γ)RZ(θ)].

During cycling, sagittal hip motion (around the X-axis) approaching 90◦ is expected, with

erroneous abduction/adduction and internal/external rotation angles for the YXZ and ZXY

sequences as a result. The recommended ISB sequence X-Y-Z avoids gimbal lock in normal

anatomical ranges of motion (Wu et al., 2002) and is standardised in the clinical literature

facilitating comparison between studies. Alternative mathematical techniques to calculate joint

angles without the risk of gimbal lock do exist (e.g. quaternions), but because they are difficult

5There are 6 possibilities if each axis is only used once. Another 6 sequences are possible, when a single axis is
used twice (i.e. Cardan angles).
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Figure 30: Joint angle dependency on Euler rotation sequence. Sinclair et al. (2013)
recorded motion capture data for 12 healthy subjects on gym bikes. From the marker data, they
calculated the same hip joint kinematics 6 times using different rotation sequences (XYZ, XZY, ZXY,
ZYX, YXZ and YZX). The three graphs show the hip joint angles normalised to one pedal cycle; left
= flexion/extension, middle = abduction/adduction, and right = internal/external rotation. The
very large deviations in abduction/aduction angles, and internal/external rotation angles for the
YXZ and ZXY sequences are attributed to gimbal lock. The relative ROM for each sequence are
given below the graphs. Figure adapted and reproduced from Sinclair et al. (2013).

to comprehend they have not found use in clinical motion analysis to date (Cleather and Bull,

2010).

3.1.3 Calculating joint forces using inverse dynamics

Marker trajectories provide a rich kinematic data set, but on their own provide scarce information

about the forces that generate these movements. Joint contact forces and muscle moments can

unfortunately not be measured directly in healthy subjects. Therefore, many clever and complex

musculoskeletal models have been designed to use kinematics, external forces and anthropometric

data to estimate these internal joint forces and muscle moments.

Force platforms can measure ground reaction forces (GRF), the external forces needed

for inverse dynamic models. For the anthropometric data the mass, centres of mass and

moments of inertia are needed for each segment. Generally, statistical tables supply estimated

anthropometrics based on a person’s height and weight. These tables represents averages based

on cadaveric or imaging-based studies (Winter, 2009).

The inverse dynamics approach employed in the majority models follows classical Newtonian

mechanics. Calculations are performed for each segment individually starting at the distal

segment in contact with the force platform (i.e. the foot) and moving further proximal (to the

shank, thigh and pelvis) in the lower limb. This is called the bottom-up approach.

Finally, motion capture can be further supplemented with electromyography (EMG) to

measure muscle activity (of superficial muscles). EMG data in combination with cadaveric

muscle parameters (e.g. insertion sites, force length etc.) can upgrade musculoskeletal models

to also include estimates of individual muscle forces (Horsman et al., 2007; Cleather and Bull,

2010).
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3.2 Uncertainties in musculoskeletal modelling

As explained above, using motion analysis, we want to estimate movement patterns of an

individual or a group of individuals for a certain activity. The model outputs that scientists are

predominantly interested in are joint angles and joint moments, with the model inputs being

3D marker trajectories and GRFs. Therefore, a musculoskeletal model is used to convert the

measured, but clinically meaningless, marker trajectories and GRFs into estimated, and clinically

relevant, joint angles and joint moments. A large proportion of uncertainty in joint angles and

joint moments is introduced within these musculoskeletal models. Errors arise because of false

assumptions made within the model (e.g. segment rigidity), and also because of difficulty in

fulfilling model requirements (e.g. perfect positioning of skin markers). In the current section, we

will discuss the various sources of measurement error that affect the reliability and repeatability

of motion-capture data. The various sources of measurement error and variability discussed

include:

• Section 3.2.1: Instrumental errors

• Section 3.2.2: Inherent movement variability

• Section 3.3.3: Marker placement errors.

• Section 3.3.4: Soft tissue artefact (STA).

• Section 3.3.5: Inaccurate joint centre definitions.

• Section 3.3.6: Inaccurate segment parameters.

• Section 3.3.7: Data-processing errors.

Side note: Vocabulary list (clarifying terminology related to measurement er-

ror)

Understanding measurement error and variation is already quite complicated, but is made

even harder to comprehend by extensive terminology that is used inconsistently within the

scientific literature (Bartlett and Frost, 2008). Here the main vocabulary used in the current

chapter is clarified (Watson and Petrie, 2010; Bartlett and Frost, 2008).

1. Measurement variability = Inherent variability of values within an individual. For

example, blood pressure, body weight etc. will vary naturally throughout the day.

Additionally, between individuals belonging to the same population (e.g. patients or

controls) further variability, often due to associated factors, is also expected.

2. Measurement error = Deviations between the observed (or calculated) value and the

‘true’ value. Measurement errors can either be random or systematic.

3. Random error = observed values are distributed (in a normal distribution) around

the ‘true’ value, sometimes being higher, sometimes being lower. On average, random

errors will balance out.

4. Systematic error = observed values have a tendency to be consistently higher (or lower)

than the ‘true’ value, due to a (known or unknown) methodological fault. Systematic

errors will introduce bias to the data, as all data is affected in the same way.

5. Accuracy = measured (or calculated) value relative to the ‘true’ value. The accuracy

is often hard to determine, because the ‘true’ value is unknown.
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6. Precision = measured value relative to mean of multiple measured values.

7. Repeatability = precision of measurement method when measuring the same samples

under identical circumstances (within-observer).

8. Reproducibility = precision of measurement method when measuring the same samples

under different circumstances (e.g. different observer, different model etc.)

3.2.1 Negligible instrumental error

With advancing technology, instrumental errors have become less of a concern, with both force

plates and motion capture cameras reporting minimal error rates. Although this is with the

assumption that both systems are properly maintained and frequently calibrated. Marker

trajectories from the VICON system, for example, have an absolute error <1mm respective

to their true location (Richards, 1999). Furthermore, the force plates used have a relative

error of about ±0.5% of the measured values (Riemer et al., 2008). These errors are negligible

when compared to the uncertainty introduced through modelling assumptions and modelling

requirements.

3.2.2 Inherent variation in movement patterns

The first difficulty in establishing measurement error is that movement patterns (i.e. joint angles

and joint moments) are inherently variable. At the moment, we do not fully understand the

degree of normal variability in human movements. It is known that there is considerable level of

variety within the same day (i.e. within-session), however it is unclear how stable movement

patterns are over days, weeks, months and years. Regardless of the model used, we would thus

expect a degree of measurement variation in joint angles and joint moments. The variation

is assumed to be random, so it is postulated that this evens out and becomes minimal when

comparing large groups.

Within-day variation in movement patterns is often minimised by using an average of multiple

trials for each individual. Within the literature, this number ranges from 1-10 trials (McGinley

et al., 2009), with between-session reliability increasing with higher trial numbers (Monaghan

et al., 2007). Regardless, a multiple-trail average does not remove between-day variability in

movement patterns. Furthermore, in the ‘healthy control’ group there will also be considerable

between-individual variation, this variation can be attributed to many factors including, age,

height, fitness and walking speed (Schwartz et al., 2004).

3.2.3 Errors due to marker misplacement

Precise and repeatable identification of bony anatomical landmarks by palpation is difficult.

Firstly, landmarks often represents a ridge rather than a specific point. This means that the

palpating methods (e.g. approaching the landmark from above or below) can subtly influence

its final position. Furthermore, bony landmarks are covered by variable amounts of soft-tissue

that can complicate marker identification and positioning (Della Croce et al., 2005). This is

especially problematic for the pelvic landmarks, with minimal weight gain causing difficulty in

palpating for the ASIS and PSIS landmarks.
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Accuracy and precision of marker placement Marker placement can be explored by either

looking at the distance of the marker to the actual bony landmark (termed marker accuracy)

or by measuring the variability of repeated marking procedures (termed marker precision).

Considering the widespread use of motion analysis, there is scarcity in studies investigating

marker placement, and as such in this thesis we have aimed to do a preliminary investigation

(see section 2.3.10 on p.61). For four healthy controls included in the study, the marker positions

were compared to the actual bony landmarks using MRI. By replacing the VICON markers with

cod liver oil tablets, MRI could visualise both the marker position on the skin, as well as the

underlying bone anatomy. Nevertheless, as subjects were scanned in the supine position, the

markers appeared to be moved superiorly and laterally as a result of skin movement, bringing

into the question the integrity of these results (mean absolute error measured: 11mm on the

~X-axis, 9mm on the ~Y -axis and 29mm on the ~Z-axis). Here, we will review previous studies on

marker placement accuracy and precision.

Concerning the lower limbs, we found two studies measuring marker placement precision. In

the first study by Della Croce et al. (1999), six experts identified bony landmarks (including

ASIS, PSIS, lateral femoral epicondyle, lateral malleolus and the fifth metatarsal) on two healthy

volunteers. Similarly, in the second study by Rabuffetti et al. (2002), 3 experts identified

the same landmarks on 3 healthy volunteers. Both studies report similar absolute values for

marker precision, with the highest deviations measured at the PSIS landmarks (20.5mm and

14.9mm respectively) and the lowest deviations at the foot markers (MET5 at 13.4mm, and

lateral malleolus at 8.6mm respectively). These findings give an indication of marker placement

variability, and highlight it as an important source of error. Moreover, the amount of soft-tissue

covering landmarks appears to correlate to the precision of marker placement. Although with only

five healthy volunteers included in total, the approximate error magnitude remains uncertain for

the older, diseased and slightly overweight populations often investigated using motion analysis.

To our knowledge there was only one study reporting the accuracy of marker placement of the

lower limbs. Brown et al. (2009) measured marker accuracy for foot markers. Using 9 cadaveric

feet, they compared landmark digitization on the skin with directly digitising them on the bone.

Landmarks investigated included both malleoli, calcaneus and the first metatarsal (MET1). The

study used an Electro-Magnetic (EM) type motion capture system (i.e. Flock of Birds), and

measured placement errors ranging from 6.2±2.2mm (lateral malleolus) to 9.0±7.6mm (MET1).

The downstream effects of marker misplacement Marker misplacement is problematic

as it can obscure movements, or even generate false non-existing movement patterns. These

errors arise when the axes defined using markers representing anatomical landmarks do not align

with the clinically relevant anatomical axes around which joint rotation occurs. Piazza and

Cavanagh (2000) demonstrated this so-called kinematic cross-talk effect by treating a simple

mechanical hinge as a knee joint model. A hinge only has one degree of freedom, so the model

could perform only flexion/extension movements. The two arms of the hinge-system represented

the thigh and the shank segment, and were both tracked using a cluster of markers in VICON. A

static calibration introduced the ‘epicondylar markers’ using a pointer. During motion capture,

the mechanical joint was moved from 0◦ to 90◦ of flexion, and interestingly the kinematic model
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outputs falsely showed that the knee had moved from approximately -6◦ of internal rotation to

6◦ of external rotation. The magnitude of the error is worrying considering that the authors

note that landmark identification was relatively easy, because they had to identify a specific

point that was not enveloped in soft tissue. The latter implies that the effect could be larger

within human subjects.

Minimising marker misplacement Marker placements errors are dependent on the position

of landmarks. Kinematic models should avoid using landmarks that are difficult to palpate, such

as the greater trochanter (Della Croce et al., 1999). Furthermore, the distance between markers

used to define a segment is important. When markers are in close proximity to each other,

small linear placement errors can cause large angular errors. In contrast, when two markers are

positioned further apart, the difference in joint angles outputs is less profound.

3.2.4 Soft tissue artefact

The assumption of segment rigidity in kinematic modelling is unfortunately not true. It is plainly

clear, that when we move around the skin can move independently of the underlying bone,

and thus cause measurement errors in the collected motion data. Muscle contractions further

contribute to the markers moving out-of-synch with the underlying bone. Together, these so

called STAs, cause actual bone movements to be under- or overestimated.

The level of STA is both dependent on the physical characteristics of the subject, markers

positions and the functional task investigated. Skin thickness, and looseness, vary at different

points of the body and between individuals. Variable skin looseness may be related to differences

in weight distribution, age, following rapid weight loss etc. Skin sliding (i.e. expansion and

contraction) occurs most at areas close to joints (Leardini et al., 2005). The task dependency

of STA is partly attributed to higher inertial and gravitational forces associated with faster

movements (e.g. jumping compared to yoga).

Within kinematic models, there is currently no easy and straightforward solution to remove

STA. The signal frequency of STA is similar to the frequency of bone movement, because they

both stem from the same segment motion. As a result, standard digital filtering methods cannot

be applied (Leardini et al., 2005).

Quantifying soft-tissue artefact There are multiple clinical studies investigating the effect

of STA on kinematic outputs. Unfortunately, the studies available have small sample sizes

(generally n<5 subjects) of subjects at healthy weight (BMI<25 kg
m2 ), and are limited in body

segments investigated (i.e. mainly thigh and shank; reviewed in Peters et al., 2010; Leardini

et al., 2005).

Early works investigating STA use invasive metal pins inserted into bone as the gold standard

to compare skin-based markers to. Later studies replaced the pins with external fixators tightly

clamped on the lower limbs. Disregarding the ethical limitations of these set-ups, the resulting

outcomes are limited. First of all, these invasive pins and clamps are likely to restrain soft-tissue

movement as well. Furthermore, muscle contractions can change the orientation of the pins.
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Figure 31: Representative measurement error due to STA. The marker positions relative to
the underlying bone are shown from a representative subject from the Akbarshahi et al. (2010) study.
In their study, 5 markers were positioned on the thigh (TH2-TH6), three on the shank(SH1-SH3),
one on the lateral femoral epicondyle (TH1) and a final one on the patella (PAT). VICON motion
tracking was compared to kinematics from fluoroscopy. The thigh (middle) and shank (right) data
for a step-up task are shown. Reproduced from Akbarshahi et al. (2010).

Moreover, pain is known to influence and change gait patterns. And finally, quite often these

metal pins would bend during testing (reviewed in Peters et al., 2010).

More recently, dynamic imaging based methods allowed STA quantification without physical

intervention. Stagni et al. (2005) reconstructed 3D kinematics using fluoroscopy and compared

this to traditional optical motion capture. Over 30 markers were distributed laterally over both

the thigh and shank. By registering these markers to the fluoroscopy measured bone movement,

the discrepancy between marker movement and bone movement could be investigated. Their

results show that the shank (marker deviations up to 20mm) had considerably less STA when

compared with the thigh (marker deviations up to 31mm). Moreover, within the thigh segment,

the STA was worst for proximal-posteriorly placed markers. Unfortunately, markers at the knee

joint were not included in their results, and their study only included two slim, elderly females

(age = 67&64yo; BMI = 24&22 kg
m2 ) with knee replacements.

Using a similar methodology, Akbarshahi et al. (2010) investigated 4 HVs (all men; age =

30±3yo; BMI= 22.4±1.7 kg
m2 ). 3D segmented bone models from MRI were matched to biplanar

fluoroscopy images to recreate 3D kinematics. The marker positioning as well as one data-set

from the step-up task are shown in figure 31. Five markers were positioned on the thigh, three

on the shank, one on the lateral femoral epicondyle and a final one on the patella. The measured

STA was smaller relative to Stagni et al. (2005), with deviations up to 20mm for the thigh and

up to 11mm for the shank. In the antero-posterior direction, the lateral epicondyle marker (i.e.

TH1 in fig. 31) had the largest STA. They further observed the level of STA to be subject, task

and location dependent.

Minimising STA effects on computed joint angles The straightforward solution to

minimise the effects of STA is to avoid placing markers in areas with high skin movement.
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Cappozzo et al. (1995) introduced the concept of anatomical landmark calibration. Assuming

absolute segment rigidity, each marker within a LCS has a constant local position. This means

that arbitrary markers, often in the form of a rigid cluster, can track a segment during dynamic

trials. Using a static capture, the anatomical landmarks are ‘stored’ in this cluster’s coordinate

frame, and can be reintroduced from the cluster coordinate frame during dynamic trials. Using

this method, researchers can prioritise the reduction of skin movement artefact instead of

anatomical relevance when positioning markers. The clusters can be positioned at areas with low

STA, and the markers placed on anatomical landmarks are not needed during dynamic trials.

3.2.5 Estimating joint centre locations

Markers can only be placed on the skin, but internal joint centres are vital for accurate segment

definition (origin and axes). Indeed, when modelling the lower limbs the ankle, knee and hip

joint centres represent the longitudinal axes (i.e. z-axes) of the shank and thigh segment (Wu

et al., 2002). Inaccurate identification of the joint centres will thus affect calculated joint angles.

Furthermore, joint centres have a crucial role in the calculation of joint moments.

Subject-specific modelling, for example using imaging, is the most accurate way to locate

internal joint centres. By registering imaging and motion data together, the relative position of

the internal joint centres is known respective to the markers used in motion capture. To achieve

this imaging and motion analysis need to occur sequentially, and the markers used should be

visible during both imaging and motion capture. Unfortunately, this method is very laborious,

expensive and requires expertise. And as such, it is infeasible for most clinical studies. When

only motion-capture data is available, joint centre locations have to be estimated instead. The

error magnitudes of joint centre estimations are dependent on the methods used.

Estimating joint centres Joint centres locations can be estimated using two different ap-

proaches: either functional or predictive. The predictive approach uses regression equations

to estimate the position of the internal joint centres. This estimation is based on the average

position of the joint centre respective to known landmarks from a cadaveric or imaging population

study. Functional approaches track movements instead to estimate either the rotation point (e.g.

for the HJC) or pivot point (e.g. for the KJC). For the hip joint, the thigh would be moved

through its full ROM with sphere-fitting equations estimating the location of the rotation centre.

(Kainz et al., 2015).

Both approaches produce varied and unsatisfactory results. Predictive approaches are not

very accurate, as they do not take the variability and asymmetry of human anatomy into account.

In addition, they are often based on imaging or cadaveric measurements of a small group of

subjects. Furthermore, when using predictive approaches, marker placement errors propagate to

the internal joint centres. On the contrary, the accuracy of functional methods is dependent

on the ROM that can be performed. As such, the functional methods might not be feasible for

patient populations with restricted ROM. Finally, the functional methods are also affected by

unavoidable STA (Kainz et al., 2015; Della Croce et al., 2005).
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ISB recommendations for estimating joint centres To improve repeatability and com-

parison between studies, the ISB has provided guidelines on optimal segment definitions, including

the definitions of joint centres (Wu and Cavanagh, 1995; Wu et al., 2002; Baker, 2003). For the

lower limbs, the HJC, KJC and ankle joint centre (AJC) are the required internal joint centres.

For the HJC, the functional geometric sphere fit by Besier et al. (2003) is the ISB recommended

method. Although the predictive Harrington equation has been recommended as an alternative

for patients with a limited ROM of the hip (Kainz et al., 2015; Harrington et al., 2007). Kainz

et al. (2015) reviewed the measurement errors associated with estimating the HJC. In their

review, only studies comparing an estimated HJC to a HJC derived using imaging or cadaveric

data were included. For adults, the functional sphere-fit had an average error between 11-14mm

(based on 3 studies,including 45 subjects in total). The Harrington-derived HJC had a relatively

increased average error between 14-17mm (based on 2 studies, including 36 subjects in total).

The accuracy of the KJC and AJC have not been scrutinised to the same extent as the

HJC (Della Croce et al., 2005). Unlike the HJC, both the ankle and knee joint centres are

conventionally estimated to be at the midpoint of two markers (Wu et al., 2002). As such, the

accuracy of their location is predominantly affected by marker misplacement. The AJC is the

midpoint of both malleoli, which are landmarks covered with little soft-tissue. This means that

they can be identified with high precision and accuracy, suggesting that the AJC has good

reproducibility as well (Brown et al., 2009; Rabuffetti et al., 2002; Della Croce et al., 1999).

However, as the KJC is at the midpoint of the two, hard-to-palpate, epicondylar markers, its

location is thought to be more variable and prone to error (Rabuffetti et al., 2002; Della Croce

et al., 1999).

3.2.6 Estimating segment parameters

To estimate joint kinetics, external forces (e.g. GRF), anthropometric data and joint kinematics

are needed to perform inverse dynamic calculations. The anthropometric data refers to the

segment parameters of mass, centre of mass and moment of inertia (Winter, 2009). Because

kinematics are essential to calculate kinetics, any kinematic errors will propagate through to the

joint moments. Further errors arise due to inaccurate segment parameters. As a result, the total

uncertainty for joint moments is larger than that of joint angles.

Personalised segment parameters can be acquired in vivo using medical imaging or 3D

scanners. Although this is costly, timely and requires expertise. Conventionally, the segment

parameters are scaled from generic models using anthropometric measurement (i.e. segment

lengths). This method completely disregards the inherent anatomical variation between humans,

and accordingly has large uncertainties associated with it. Note, that the segment parameters

are not needed when only calculating joint kinematics. The inaccuracies in segmental parameters

are estimated to have an error of approximately ±5% (Riemer et al., 2008).

3.2.7 Post-processing errors

After implementing the musculoskeletal model, the resulting joint angles and moments are

analysed further. Currently, we will focus on gait specifically, as it is the conventional form of

motion analysis. Walking is cyclical in nature, thus to allow comparison between individuals,

81



Chapter 3

scientist usually look at one representative step. This step is defined at starting and ending

with an ipsilateral heel strike (HS), and is termed the gait cycle. To even out small differences

in walking speed between trials or individuals, the gait cycle is normalised from 0 to 100%.

Normalisation is a vital step which allows for intra- and inter- subject comparisons as well as

data averaging. Timing of events (e.g. the time of peak hip flexion) and joint angles during a

specific event, are used as variables to compare between groups, emphasising the need for an

accurate method to identify HS, as otherwise time-shifting errors can be introduced (Benedetti

et al., 1998).

Identifying heel strike The current golden standard to determine gait events is using the

GRFs acquired from force platforms, with a defined threshold (ranging from 10-50Newton) for

initial contact (i.e. HS) and lift off (i.e. toe-off). Unfortunately, as force plates are expensive,

their availability varies between research groups. Ideally, two are needed to complete a gait cycle

for either the left or right leg (i.e. four force plates would be needed to record both the left and

right gait cycle during one recording), although only one platform would suffice to calculate

kinetics.

As such, many alternative methods using movement data to identify the HS and toe-off

(TO) events are described in the literature. Either marker trajectories (Stanhope et al., 1990;

Mickelborough et al., 2000), its derivatives (Hreljac and Marshall, 2000), or joint angles (Jasiewicz

et al., 2006), can be used for manual or automatic detection of these gait events. Unfortunately,

most kinematic methods presented in the literature have not been validated against a force

platform, and are targeted mainly at pathological gait (which differs substantially from healthy

gait; OConnor et al., 2007).

Within the VICON software, the initial HS is determined using a force threshold, and a

proprietary ‘auto-correlation’ algorithm of the heel and toe markers determined subsequent

events. Unfortunately, as the algorithm is kept secret (i.e. it is black-box), the accuracy and

precision of its calculated gait events are unresolved. Regardless, VICONs gait event detection

methods are used extensively within the scientific literature.

3.3 The expected total degree of measurement error for typical

motion-analysis studies

Table 8 summarises the various sources of error and their corresponding magnitudes in motion

capture. To understand the sensitivity of the system to detect potential differences in kinematics

between two groups, we need to be aware of the cumulative effect of these errors on resulting

joint angles and joint moments. That said, the marker-set and model used will greatly influence

the overall precision of the model outputs. For example, marker positions used within a

model influence the susceptibility to both STA and marker placement errors. Furthermore, the

cumulative effect of the various sources of errors on the resulting joint angles is unclear and

difficult to establish. Repeatability studies are used to approximate the total degree of error in

kinematic data.
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Source of error Approximate magnitude

Marker placement Absolute error between 5-20mm depending on marker position (Rabuffetti et al., 2002; Brown
et al., 2009; Della Croce et al., 1999).

Soft-tissue artefact Absolute error between 10-30mm depending on marker position (Stagni et al., 2005; Akbar-
shahi et al., 2010).

Functional-sphere fit HJC: absolute error between 11-14mm (reviewed in Kainz et al., 2015,
n=3).

Joint centre definition Harrington regression HJC: absolute error between 14-17mm (reviewed in Kainz et al., 2015,
n=2).

The accuracy of both the KJC and AJC is predominantly dependent on marker placement.

Estimated segment
parameters

Relative error of ±5% of measured values (Riemer et al., 2008).

Instrumental accu-
racy

Marker positions have an absolute error <1mm (Richards, 1999).

Force plates have a relative error of ±0.5% of the measured signal.

Table 8: Overview of error sources in optical motion capture. Note: time-shifting errors,
such as those caused by inaccurate HS detection, were omitted.

3.3.1 Degree of measurement error is dependent on model employed

In the beginning of the current chapter, we described the basic principles on how to develop a

kinematic model (see section 3.1.1, p. 68). These musculoskeletal models are very adaptable,

and as result many different variants are currently in use. Key features that can be adapted are:

a.) segments to include and their definitions, b.) marker positions, c.) mathematical approach,

d.) joint centre definitions, e.) segment parameter definitions, and finally f.) whether to apply

corrective techniques to minimise the overall errors.

Collectively, the assumptions contained within a model influence the degree of total mea-

surement error (or more appropriately ‘estimation’ error) of the kinematic and kinetic outputs.

For example, marker placement, joint centre definitions and segment parameter definitions were

included as sources of measurement error, with the magnitude of the respective error dependent

on the positions and definitions used within the model.

The heterogeneity of models, and subsequent data analysis methods used, severely affects

the reproducibility of movement data. Meta-analyses of motion-data studies comparing similar

patient groups is often not possible. In an attempt to improve the reproducibility, the ISB has

provided guidelines on optimal segment definitions, global axes and kinematic calculations (Wu

and Cavanagh, 1995; Wu et al., 2002; Baker, 2003). Adhering to the ISB guidelines should

facilitate better comparison to literature values. Despite the ISB guidelines, the variability of

models has persisted in novel research studies. Moreover, desirable model-specific details and

adequate data-processing descriptions are often omitted from publications (McGinley et al.,

2009).

3.3.2 What degree of measurement error is acceptable?

Ideally, we want the measurement error to be as small as possible, although this is often

not feasible. Some methods increasing accuracy are easy to implement (e.g. cluster tracking

to minimise STA), while others come at a greater cost (e.g. personalised joint centres and

personalised segment parameters). This implies that the law of diminishing returns is applicable,

and the intended application of the data can help determine how many resources should be
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invested (in improving musculoskeletal models) for marginal gains in accuracy. Overall, the

degree of measurement error that is deemed acceptable is thus dependent on both the aims of

the research study, and what is achievable.

Minimising measurement error to achieve sufficient statistical power When studying

two groups (i.e. a comparative study), random errors are expected to even out with a sufficiently

large sample size, such that a small difference between groups can be detected. This implies that

some degree of measurement error is deemed acceptable for most comparative research studies

(Bartlett and Frost, 2008). The statistical power, i.e. the probability of detecting a difference

between groups (if one exists), of a research study is determined by the combination of three

factors: 1.) the degree of measurement error, 2.) the expected difference between groups and 3.)

the sample size. This means that the statistical power can be increased by: a.) studying two

groups with a large expected difference, b.) using a large sample size or c.) minimising the degree

of measurement error. Because gait analysis is a very labour-intensive methodology, a smaller

sample size is often preferred. Furthermore, the expected difference cannot be changed. Taken

together, this means that minimising measurement error is the preferred method for reaching an

acceptable level of statistical power. Although this is only valid up to a certain extent, as for

example, adding a few extra participants (i.e. increasing sample size) would be more time and

cost-efficient (for both the subjects and the researchers) than adding a personalised scan for

each participant.

Minimising measurement error to increase effect size Statistical significance provides a

95% confidence that there is a difference between two groups. It does not, however, automatically

imply that this is a clinically meaningful difference. This can be achieved by calculating the

effect size (Nakagawa and Cuthill, 2007) using the below equation, with the pooled STD being

the weighted average of the standard deviation of group A and B.

Effect size =
Amean −Bmean

pooled STD

The effect size is directly correlated to the probability that you could determine which population

an individual belonged to based on their measured values. To illustrate this, consider two groups

(group A and B) that are normally distributed and have equal variance. For an effect size of 2

(i.e. the group difference is 2x the pooled STD) one could correctly allocate 84% of subjects to

their respective group by using the midpoint between both group means as a threshold.

Both measurement error and within-group variability contribute to the overall STD. Within-

group variability cannot be influenced, however the proportion of STD that is by caused

measurement error can be minimised to increase the effect size.

Applications of gait analysis Historically gait analysis was predominantly used to analyse

patient populations with severely affected movement patterns, such as patients with cerebral

palsy or advanced Parkinson’s (Kadaba et al., 1990). For this reason, early marker-sets and

models favoured speed of routine clinical testing over accuracy. In other words, with a very large

expected difference between an individual patient and the control average, the effort needed to
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improve accuracy was not deemed economical.

Nowadays, the scope of motion analysis is expanding. For example, clinicians and researchers

envision using motion analysis as a screening tool to detect people at risk for developing OA

at the hip, knee, ankle and so forth. Similarly, motion analysis could be used as an objective

assessment tool of progress and function post-joint surgery. For these two scenarios (i.e. high

risk vs. low risk, and pre- vs. post-operative) the expected differences are assumed to be

minimal. Furthermore, the effect size should ideally allow clinician to determine (with reasonable

sensitivity) to which group an individual belongs. For these scenarios, investing in the accuracy

is essential to achieve the required effect size.

Nevertheless, early models continue to be used in novel studies investigating subtle differences

(e.g. PiG in: Kennedy et al., 2009; Brisson et al., 2013). VICON’s pre-installed lower-body

model, called plug-in-gait (PiG)6, is an example of a frequently used outdated model. The PiG

model does not coincide with the recommended ISB guidelines (Kadaba et al., 1990; Davis et al.,

1991; VICON, 2010), and its accuracy and reliability are heavily debated within the scientific

literature (e.g. Duffell et al., 2014; Charlton et al., 2004). The comparatively low accuracy of

PiG affects both the statistical power of these studies, and the clinical meaning of their findings.

The continued use of old models is possibly related to their familiarity, ease of use, and clinicians

not fully comprehending the complexity and advantages of the various advanced modelling

techniques available.

3.3.3 Repeat-design studies help establish overall repeatability of joint an-

gles

The cumulative effect of the various error sources on the accuracy of model outputs is unclear,

and difficult to establish. Therefore, repeat design-studies (i.e. test-retest) are used to estimate

their overall precision. By repeating measurements on the same subjects during multiple sessions,

any recorded deviations are assumed to arise due to both (random) measurement errors and

(random) inherent variability in movement patterns. Within the study design, measurement

errors are minimised with for example the same equipment and same kinematic models being

used for all sessions. For this reason, between-laboratory variability is expected to be even

greater than the variability reported in these type of studies. An important limitation of the

test-retest design is that systematic errors (i.e. part of a model) cannot be detected by it.

Repeatability and reproducibility can be measured at different levels, as illustrated in

figure 32. The figure outlines the experimental design and finding from a repeated-measures

study by Schwartz et al. (2004), which shows clear differences in between-therapist reproducibility,

between-session repeatability, and between-trial repeatability (i.e. within-session). Between-trial

repeatability is mostly affected by inherent variability of movement patterns. This implies that

the relative increase when comparing between-trial and between-session repeatability largely

results from measurement error. Furthermore, between-therapist reproducibility is even greater,

implying that the testing regime (i.e. marker placement etc.) is more consistent when performed

6PiG is based on the Helen-Hayes marker-set (named after the hospital where it was designed), which was
developed in the late 1980s by Kadaba et al. (1990) and further adapted by Davis et al. (1991). The Helen-Hayes
marker set uses the minimum number of markers needed to measure 3D kinematics of the lower limbs, and as a
result of this lack in redundancy it is more prone to errors.
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by the same person. Moreover, figure 32 also shows the degree of error vary substantially between

joints, and over time.

Figure 32: Repeated-measures design Schwartz et al. (2004) analysed the variability in kine-
matic data using a repeated-measures study to compare between-therapist, between-session and
between-trial (i.e. within-session) repeatability. On the left, a schematic of their experimental set-up
is shown. On the right, the variability error is plotted throughout the gait cycle for sagittal pelvic,
hip and knee joint angles. Only 2 subjects were included in the study, and the laboratory parameters
were kept constant throughout. Figure adapted from Schwartz et al. (2004).

Interpreting repeatability metrics There are a plethora of studies measuring repeatability

of kinematic and/or kinetic outputs. However, within the scientific community, confusion

exists on the correct interpretation of these findings (Bartlett and Frost, 2008). Results are

presented inconsistently, either as relative repeatability indexes, or/and as absolute measures of

measurement error. The majority of studies only report repeatability indices (e.g. intra-class

correlations ICC; McGinley et al., 2009). Unfortunately, because these indices are dimensionless,

and independent of the size of the error, clinical interpretation of them is difficult (Watson

and Petrie, 2010). Comparatively, absolute measures of error benefit from using the same

measurement units (i.e. degrees) as the data, which enables clinical interpretation.

McGinley et al. (2009) recently systematically reviewed and appraised all repeated-measures

studies concerning the reliability of lower limb kinematics. Unfortunately, with the heterogeneity

of populations included in combination with the variety of modelling and processing methods

used, meta-analysis of all included studies was not possible. Nevertheless, based on their review

the authors do suggest that errors below <2◦ are conventionally deemed acceptable, errors

between 2-5◦ reasonable, and errors above 5◦ should raise concern during clinical interpretation.

Notably, only half of the included studies in the review reported absolute measures of error that

are needed for data interpretation. Finally, due to the poor appraisal ratings of the included

studies the authors make recommendations to improve future reports.

Indeed, using the recommendations set within McGinley et al. (2009)’s review, Meldrum

et al. (2014) tested the repeatability of kinematics with a convenience sample of 30 adults. In

their study, lower-limb kinematics were calculated using the PiG, which includes a predictive

HJC. All subject’s walking patterns were tested twice within a 2 week period, with at least 1
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day separating paired testing sessions. For each session, 10 trials were averaged per subject. No

further corrective techniques were applied to minimise errors. Table 9 presents their findings,

colour-coded according to the thresholds suggested by McGinley et al. (2009). The Bland-Altman

95% limits of agreement (LOA) indicate the disagreement interval in which 95% of repeated

measurements are expected to be (Watson and Petrie, 2010; Bartlett and Frost, 2008). The

LOA are determined using the mean (of the difference between sessions) plus and minus twice

the STD (of the difference between sessions).

Sagittal plane (X) Frontal plane (Y) Transverse plane (Z)

STD 95% LOA STD 95% LOA STD 95% LOA

max 2.9 (-6.3 to 4.9) 1.5 (-2.8 to 3.0) 1.7 (-2.7 to 3.8)

Pelvis min - - - - - -

ROM 0.9 (-2.2 to 1.3) 1.7 (-3.1 to 3.2) 1.9 (-3.8 to 3.5)

max 4.2 (-9.2 to 7.4) 2.4 (-4.6 to 4.7) 8.7 (-16.1 to 17.8)

Hip min 3.9 (-8.2 to 7.2) 2.1 (-4.1 to 4.0) 8.7 -16.3 to 19.9

ROM 2.3 (-4.8 to 4.0) 1.6 (-3.1 to 3.0) 5.9 -11.7 to 11.6

max 3.2 (-5.9 to 6.8) 6.3 (-11.7 to 13.1) 5.0 (-8.2 to 11.5)

Knee min 3.1 (-5.7 to 6.6) 4.5 (-7.9 to 9.5) 4.8 (-7.3 to 11.6)

ROM 2.1 (-4.1 to 4.2) 3.9 (-7.8 to 7.6) 4.0 (-7.4 to 8.3)

max 4.1 (-9.7 to 7.0) 4.0 (-7.2 to 4.9) 12.4 (-29.6 to 18.9)

Ankle min 5.5 (-11.4 to 10.2) - - 12.6 (-31.2 to 18.2)

ROM 4.5 (-9.4 to 8.5) - - 3.1 (-7.2 to 4.9)

Table 9: Repeatability of lower-limbs kinematics during gait. Repeatability results from
Meldrum et al. (2014) are presented, within their study a convenience sample of 30HVs was tested
twice within two weeks. As measures of error the paired STD and the Bland and Altman 95% limits
of agreement (LOA) are included. For ease of interpretation, paired STD values are colour-coded
based on their magnitude (McGinley et al., 2009), with STD<2◦ (acceptable; in green), STDs
between 2 to 5◦ (reasonable; in black) and STD>5◦ (high; in red).

The errors presented cannot be generalised to apply for all motion studies. Although due

to the scarcity of other good quality error approximations, the trends presented above give an

indication of the level of uncertainty to expect for the lower limbs, especially considering that the

PiG model is one of the most widely used models. Similar to previous finding, transverse plane

(about the z-axis, e.g. internal/external rotation of the hip) have the lowest reliability (McGinley

et al., 2009). Furthermore, ROM metrics are generally more repeatable than corresponding

maxima or minima.

Kinematic model in current study The current study used a 7 segment lower-limb model

following the ISB recommendations. Because hip impingement patients are expected to have

reduced ROM of the hip, a predictive method was used to estimate the HJC (Kainz et al., 2015;

Della Croce et al., 2005). Five clusters (for all segments with the exception of both feet) are

used to minimise the degree of STA (Cappozzo et al., 1995). Several reports have shown that

cluster based models have improved reliability when compared to PiG (e.g. Charlton et al.,

2004; Duffell et al., 2014). Therefore the errors are expected to be similar or reduced from those

explored by Meldrum et al. (2014) and presented in table 9. Care was taken to minimise errors,

with for example the same rater7 applying markers for all subjects.

7i.e the author, Antoinette Hardijzer.
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3.4 Qualitative assessment of previous motion-analysis studies

on hip impingement patients

Hip impingement ultimately is due to both pelvic posture and femoral kinematics during dynamic

activities. Motion-analysis can be used to quantify this dynamic interaction in vivo during

activities of daily living (ADL). In the previous sections, we have discussed how kinematic models

work, and the degree of measurement error that might be expected. Due to the exponential

rise in literature concerning hip impingement, it was deemed necessary to review the current

evidence on movement patterns in hip impingement patients. Through this systematic review

we aim to evaluate and summarise the available literature, prior to commending any clinical

data collection.

3.4.1 Methodology for systematic review

A literature review was performed (last updated in March 2017) with 24 searches on PubMed

combining words relating to motion analysis (i.e. motion analysis, kinematics, gait and biome-

chanics) and cam hip impingement (i.e. cam hip, FAI, coxa recta and hip impingement).

Appendix table 43 (p. 218) outlines the search strategy used. After removing duplicates, the

search returned 514 hits. Titles and abstracts were screened for appropriate8 articles concerning

a biomechanical investigation of hip impingement patients. Studies were only included in the

next stage, if they measured: 1.) the in-vivo kinematics or kinetics 2.) of an ADL 3.) on hip

impingement patients. Case-studies and review articles were excluded.

Figure 33: Study selection flowchart for included studies in current review.

After screening 17 papers remained. An additional paper was identified from the reference

8Many excluded articles concerned impingement post total hip replacement, or were unrelated FAI abbreviations
ranging from the frenchay activity index to functional ankle instability.
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list of the included papers. There are five research groups that have published 2 or more papers,

as a result the 18 included publications stem from 9 independent research sites. Three further

papers (2 investigating gait + 1 investigating sit-to-stand; Samaan et al., 2016a,b; Diamond

et al., 2016a) were excluded as no kinematic data was presented in their results9. This means a

total of 15 studies were included in the current review (see fig. 33 for an overview of the study

selection). It was not uncommon that data from the same subset of patients was presented in

multiple publications, since one research centre was responsible for 5 out of the 18 publications

the area10. Some studies acknowledged this, but for others it was unclear from reading the

publications. Studies concerning the same patient population and same ADL were grouped as

one for discussion in the current review.

Collating and analysing results The objective of the current review is to analyse the

kinematics of hip impingement patient. Pelvic and hip kinematics will thus be the primary focus.

Kinematic results on other joints (e.g. ankle and knee) will not be analysed (in-depth) in the

current review. Furthermore, comparisons between pre- and post-operative patients are not

included.

To allow comparisons between studies with different amounts of group variance in the data

(i.e. STD), Cohen’s effect size (d) was calculated for reported significant differences (Nakagawa

and Cuthill, 2007). It was calculated using the mean difference between groups, and the pooled

STD using the following formulas:

d =
mean difference

pooled STD

pooled STD =

√
(nPRE − 1) ∗ STD2

PRE + (nHV − 1) ∗ STD2
HV

(nPRE + nHV)− 2

As becomes clear from the formula, the pooled STD is weighted according to group sizes.

Systematic errors are possible between studies at different sites (Gorton et al., 2009), and

between those that use different kinematic models. For this reason, a meta-analysis was not

possible, therefore only differences between groups were reported.

Comparing methodologies The methodology can be highly variable between publications

and laboratories. We reviewed several facets that differentiated between studies. These include:

1.) sample size, and how it was determined; 2.) modelling specifics, i.e. choice of HJC and

whether STA corrective methods were applied; 3.) no. of trials averaged to obtain an individuals

data; 4.) activity specific variables, i.e. walking speed, and whether subjects walked with shoes

or barefoot; 5.) whether results were substantiated using both graphs and numeric data.

9Joint kinematics are needed to calculate kinetic data, so these studies were retained for full-text review to
ensure that they contained no mention of kinematic results.

10University of Ottowa, Canada with Ng et al. (2015); Kennedy et al. (2009); Lamontagne et al. (2009, 2011);
Brisson et al. (2013).
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3.4.2 Results

The 15 included studies are categorised per ADL in table 10. The number of ADLs investigated

per study ranged from 1 to 3, with studies appearing in multiple categories marked with an

asterisk. Firstly, the hip and pelvic kinematics during gait will be reviewed. Secondly, hip and

pelvic kinematics during the remaining ADLs will be explored. And finally, the methodologies

used will be compared.

ADL (n) Studies

Gait 9 Brisson et al. (2013); Kennedy et al. (2009); Rylander et al. (2011); Diamond et al.
(2016b); Farkas et al. (2015); Hunt et al. (2013); Hetsroni et al. (2015); Rylander et al.
(2013)*; Kumar et al. (2014)*.

Stair climbing 2 Hammond et al. (2017); Rylander et al. (2013)*.

Squatting 5 Ng et al. (2015); Bagwell et al. (2016b); Lamontagne et al. (2009, 2011); Kumar et al.
(2014)*.

Single-leg squat 1 Charlton et al. (2016).

Drop-landing 1 Kumar et al. (2014)*

Table 10: Overview of ADLs. Studies marked with an asterisk (*) investigate more than 1 ADL,
and thus appear more than once.

3.4.3 Hip and pelvic kinematics during walking

Of the 9 included studies investigating gait, 2 paired publications presented data on the same (or

largely overlapping) cohorts. Brisson et al. (2013) included 10 (59%) out of 17 of Kennedy et al.

(2009)’s patients. The results from Brisson et al. (2013) are discussed in the review, because

even though Kennedy et al. (2009) had the larger sample size, they provided no numeric data

to substantiate their results. Secondly, Rylander et al. (2013) included 11 (100%) of Rylander

et al. (2011) patients, and increased the population with an additional 6 new patients. Results

from Rylander et al. (2013) will thus be included in the review. With the exception of Farkas et

al. (2015; see next paragraph), all included reports were comparative studies that compared

kinematics between two to three groups; namely pre-operative hip impingement patients, post-

operative hip impingement patients and healthy controls. To summarise, 6 independent studies

that compare hip kinematics in gait between patients and HVs are further discussed.

Instead, Farkas et al. (2015) investigated correlations between bone morphology variables

(i.e. CEA and α-angle on radiographs; 2D metrics) and gait variables (i.e. hip, knee and ankle

XYZ-kinematics) for 20 symptomatic patients. Furthermore, they performed a multi-variate

step-wise regression to explain variability between morphologic variables and gait variables.

Even though hip kinematics were not found to correlate with the α-angle, the regression model

found a significant negative association between peak hip extension and the α-angle (regression

coefficient=-0.4, p<.001). Unfortunately, the study only presented correlation and regression

data, with numeric kinematic angles not shown. Furthermore, the pelvic angles were not

analysed.

Hip kinematics during gait Table 11 summarises previous significant differences found in

hip kinematics during gait between HVs and hip impingement patients. Key kinematic events

analysed included maxima (e.g. peak flexion), minima (e.g. peak extension) and total ROM

90



Using motion analysis to investigate function and implications for cam hip impingement

for each plane. Hunt et al. (2013) was the only included study that did not compare total hip

ROM. Furthermore, Hetsroni et al. (2015) did not investigate hip angle minima, but was also the

only study to look at hip angles during HS. Furthermore, peak hip abduction was significantly

different between both groups in Kennedy et al. (2009) (p=.009, unsubstantiated), but not

significantly different (-3.1◦, d=0.98, p=.061) for a sub-set of the same patients in Brisson et al.

(2013). Only 59% (10/17) of the cohort returned for a post-operative session included in the

second study, which reduced the statistical power for the HV and PRE comparison.

Sample-
size

Saggital plane Frontal plane Transverse plane

Study (PRE:HV) (about the x-axis) (about the y-axis) (about the z-axis)

Hunt et al. (2013) 30:30 ↓ peak extension ↓ peak adduction ↓ peak int. rotation

(-4.6◦, d=0.66) (-1.6◦, d=0.48) (-5.1◦, d=1.02)

Rylander et al. (2013) 17:17 ↓ ROM ↓ peak abduction ↓ peak int. rotation

Rylander et al. (2011) (-4.1◦, d=0.78) (-3.3◦, d=0.78) (-4.5◦, d=0.90)

↓ ROM

(-3.4◦, d=1.03)

Hetsroni et al. (2015) 15:15 none ↓ abduction at HS none

(-2.3◦, d=0.86)

Diamond et al. (2016b) 15:14 ↓ ROM none none

(-4.1◦, d=0.81)

Brisson et al. (2013)* 10:13 ↓ ROM ↓ ROM none

(Kennedy et al. (2009)*) (-4.1◦, d=1.13) (-3.5◦, d=0.98)

Kumar et al. (2014)* 7:8 none none none

Table 11: Affected hip kinematics during walking. All significant differences in hip kinematics
between HVs and pre-operative patients are presented. The studies are ordered according to sample
size. Studies that zeroed joint angles based on neutral standing are marked with an asterisk (*).

It is important to be aware that two of the studied populations had their joint angles zeroed

based on neutral standing position during the static trial (inc. 1 paired publication; Kennedy

et al., 2009; Brisson et al., 2013; Kumar et al., 2014). This complicates comparisons of maxima

and minima joint angles, especially for sagittal kinematics (about the X-axis). Previous studies

have shown that pelvic tilt is highly variable (Siebenrock et al., 2003), and this could affect

the resulting hip angles. To illustrate, consider two hypothetical patients (e.g. patient A and

patient B) with vertical thigh orientation, and following ISB recommendations for thigh and

pelvic segment definitions. Patient A has the pelvis tilted 5◦ anteriorly, whereas patient B has

the pelvis in neutral position. Without zeroing, the sagittal hip angle would be 0◦ for patient B,

but 5◦ for patient A. To conclude, by zeroing joint angles based on neutral standing the resulting

hip angles would represent the thigh orientation more closely. However, when zeroed, consistent

differences in pelvic orientation during standing and gait could be lost.

Reviewing table 11 shows that 4/6 studies find a difference in sagittal hip kinematics, and

likewise 4 studies report differences in frontal hip kinematics. The only two studies that detected

changes in transverse hip kinematics had the largest included populations (Hunt et al., 2013;

Rylander et al., 2013). The only study detecting no differences in hip kinematics at all, had the

smallest sample size, making it likely that the the study was underpowered, especially considering

that the sample size was not determined using power calculations.
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Pelvic kinematics during gait Hip angles are calculated based on both the femur and pelvic

orientation, with the relative contributions of each unknown. Exploring pelvic orientation can

thus help shed light on the role of the pelvis in relation to the different hip angles detected. From

the 6 included cohorts comparing gait kinematics, only 3 included pelvic orientation variables.

The kinematic events investigated varied between studies.

Firstly, Rylander et al. (2013), with a sample size of 17PRE and 17HV, only reported the

sagittal maxima (i.e. peak anterior tilt) and transverse ROM (i.e. pelvic rotation about the

z-axis). For these two variables no significant differences were detected. Secondly, Hetsroni

et al. (2015), with a sample size of 15PRE and 15HV, reported joint angle maxima, at HS and

overall ROM for all three planes. From these variables, pelvic tilt ROM (sagittal plane; about

x-axis) was significantly increased (+0.7◦, d=0.81), and pelvic rotation (transverse plane; about

z-axis) at heel strike was significantly reduced (-2.0◦, d=0.73). Thirdly, Brisson et al. (2013)

(sample size: 10PRE and 13HV) reported ROM only for all three planes, and found no significant

differences. Though pelvic transverse (about z-axis) ROM was statistically interesting (p=.075),

and reduced by 2.8◦ (d=0.77) for the patient group. Note that joint angles were zeroed based

on neutral standing.

The results of pelvic orientation from the above studies seem conflicting, implying that more

research should be preformed to explore the contribution of the pelvic segment to the significant

differences detected in hip angles by a multitude of studies (see table 11).

3.4.4 Hip and pelvic kinematics during other ADLs

In addition to gait, Kumar et al. (2014) investigated hip kinematics during both drop-landings

and deep squats. The included sample size (7PRE and 8HV) was small, and not based on power

calculations. During the deep squat, patients had greater hip adduction (although this result

was unsubstantiated with numeric data), and no further kinematic differences were detected for

either the deep squat or drop landing. Because their results are unsubstantiated with numeric

data, and pelvic kinematics were not reported, their findings will not be discussed further in

this review.

Hip and pelvic kinematics during squatting There was another paired publication (i.e.

overlapping cohort) in the squat studies: Lamontagne et al. (2009) initially investigated kine-

matics during the squat for 15 pre-operative patients compared with 11 HVs, and Lamontagne

et al. (2011) compared post-operative kinematics to those pre-operatively, although only 10

patients returned (67%). The results from the first study (Lamontagne et al., 2009) are included

in the review. To conclude, in total three independent squat cohorts are included in this review

(Lamontagne et al., 2009; Ng et al., 2015; Bagwell et al., 2016b).

Ng et al. (2015) differentiated itself by being the only study that subdivided healthy controls

based on the presence of an asymptomatic cam (determined by radial α-angle>60◦). The final

three groups included were ‘normal’ controls (i.e. NORM-; n=14), asymptomatic cams (CAM-;

n=17) and cam type-hip impingement patients (CAM+; n=12). All subjects were male. The

only movement data reported in the study was sagittal pelvic ROM (about x-plane) and squat

depth (normalised to leg length, with 0% indicating ground level ). Prior to data analysis, Ng
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et al. (2015) also excluded subjects (3 patients, 1 CAM+ and 1 NORM-) for the inability to

perform a deep (enough) squat, with the exclusion cut-off set at a squat of less than 70% of their

leg length (note: in the above sample size, these excluded subjects are already accounted for).

Both pain-free groups had similar squat depth (CAM-: 39±9%; NORM-:37±8%) and pelvic

ROM (CAM-:15±7◦ ; NORM-:15±7◦), with the patient group differing substantially from both

(squat depth:44±10%; sagittal pelvic ROM: 11±4◦).

Similarly, the two other reports also noted reduced squat depth when comparing patients to

healthy controls. Nevertheless, neither study reported excluding subjects based on inadequately

deep squats. Bagwell et al. (2016b), with a sample size of 15PRE and 15HV, reported squat

depth was 19% reduced (d=1.18) in the patient group. Lamontagne et al. (2009), with a sample

size of 15PRE and 11HV, likewise detected a 9% reduction in squat depth (d=0.88).

All 3 cohorts found significant differences in sagittal pelvic motion during a squat. Both Ng

et al. (2015) and Lamontagne et al. (2009) showed significant reduced overall sagittal pelvic

motion for the patients (-4◦ d=0.67, and -10◦ d=1.22 respectively). Lamontagne et al. (2009)

was the only study that introduced squat depth as a co-variate, and showed that pelvic ROM

remained significantly reduced. Comparatively, Bagwell et al. (2016b) did not report sagittal

pelvic ROM, although their findings show that at peak flexion anterior pelvic tilt was increased

by 11◦ (p=.023, d=0.75) for the patients. None of the included studies reported on frontal or

transverse pelvic kinematics.

As far as hip kinematics are concerned, only Bagwell et al. (2016b) and Lamontagne et al.

(2009) explored these variables. Lamontagne et al. (2009) zeroed joint angles based on neutral

standing, and observed no significant differences. Whereas Bagwell et al. (2016b) observed

decreased peak internal rotation (-5.8◦, d=0.67). Furthermore peak hip flexion angles were

reduced (non-significant; -6.4◦, p=.065, d=0.58), with similarly an increased reduction when

comparing peak femoral orientation with the horizontal position (-17.2◦, p=.041, d=1.05).

Kinematics during stair-climbing There are two reports detailing the kinematics of stair-

climbing (Hammond et al., 2017; Rylander et al., 2013). Firstly, Rylander et al. (2013) also

investigated normal walking, and noted no differences in reported pelvic kinematics (sample

size: 17PRE and 17HV; included variables: peak pelvic tilt and pelvic rotation ROM). However,

during stair climbing, both were significantly increased in their pre-operative group (max pelvic

tilt:+6.5◦, p=.001, d=1.25; pelvic rotation ROM:+5.5◦, p=.004, d=0.97). Secondly, Hammond

et al. (2017) did not include pelvic kinematics, although they do report significantly increased

trunk lean (sample size: 20PRE and 20HV; +3.6, d=0.99), and it is possible that pelvic tilt

contributed to this difference.

Both studies report on hip kinematics (inc. minima, maxima and ROM) during stair-

climbing. Hammond et al. (2017) measured sagittal and frontal hip kinematics, with a possible

(non-significant) reduction observed in peak adduction (-2.8, p=.08, d=0.58). Comparatively,

Rylander et al. (2013) also included transverse hip kinematics, with peak internal rotation

significantly reduced (-5◦, d=0.92). Moreover, they detected differences in sagittal hip kinematics

(ROM:-5.2, d=1.26; peak extension:-4.8◦, d=0.85).

Kinematics during the single-leg squat Charlton et al. (2016) was the only included
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study that measured 2D kinematics (frontal plane) using standard video equipment. Anatomical

landmarks were marked to increase their visibility on the camera, and joint angles were compared

between a standing frame and peak squat frame. 34HVs (17M) and 34 post-operative patients

(between 1 to 2years post-surgery; 17M) performed a single-leg squats with both legs. Even

though no pre-operative patients were included, Charlton et al. (2016) appears to be the

only study that appreciates possible left-right asymmetry, and possible gender differences for

movement patterns.

Hip adduction was significantly increased (2.7◦, 95%CI: 0.7 to 4.8◦) in the post-operative

patient group. Furthermore, within patients, the operated side had greater pelvic obliquity

when compared to the non-operated side (1.2◦, 95%CI: 0.1 to 2.3◦). Finally, between genders

women had greater hip adduction both when standing (1.6◦, 95%CI:0.5 to 2.6◦) and during peak

single-leg squat (2.4◦, 95%CI:0.3 to 4.4◦).

3.4.5 Methodological assessment

Overall, there was great variety in kinematic models used and further data analysis methods

employed. Here we compare several facets to underscore the heterogeneity in methodology.

Table 12 provides a methodological overview of all gait studies, with table 13 presenting other

movement studies. Even though Kumar et al. (2014) and Rylander et al. (2013) presented other

ADLs alongside gait (squat/drop landing, and stair-climbing respectively), these reports were

only included in table 12 to avoid redundancy.

Minimisation of data variance Data variance can be reduced by minimising the level of

inherent variation, or by minimising errors. The expected kinematic differences between hip

impingement patients and healthy volunteers are small, therefore to increase the clinical meaning

of this difference ideally the degree of data variation (inc. error) should be minimised.

Increasing the number of trials averaged during a motion-analysis session can minimise

the effect of inherent personal variation on movement patters (Monaghan et al., 2007), within

walking studies, averaging 5 trials appears the norm. Nevertheless, two studies averaged 3 trails

only (Hetsroni et al., 2015; Rylander et al., 2013).

Assessing the effect of variable marker placement on the degree of error is difficult to

comprehend, because choosing different marker positions can influence both the degree of

marker misplacement, as well as STA, in an unpredictable manner. For this reason, we choose

to only compare whether studies used direct anatomical landmark tracking, or methods (e.g.

optimisation or cluster-based) to reduce the level of STA. The majority of studies did not use

STA minimisation techniques, 4 studies utilised clusters on the lower limbs (Kumar et al., 2014;

Diamond et al., 2016b; Hammond et al., 2017; Bagwell et al., 2016b) and 1 uses the point-cluster

optimisation technique (Andriacchi et al., 1998) to minimise STA (Rylander et al., 2013). The

clusters are placed on the shank and thighs, with none of the studies placing a cluster on the

pelvic segment.

Inaccurate joint centres can influence the overall reliability of joint angles. As explained, the

HJC definition can be acquired using both predictive (estimated based landmarks) and functional

methods (estimates the rotation point based on movement). The accuracy of functional methods
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Study Sample size Inc. walking speed? STA HJC No. of Barefoot? Power Substantiated

[n(%men)] correction? definition trials calculations? results?

Hunt et al. (2013) PRE: 30 (50%) Yes, PRE sig. ↓ (p=.01) - Predictive 5 Barefoot Yes, based on Yes, graphs and

HV:30 (67%) (-0.10m
s

,d=0.67) Kennedy et al. (2009). numerically.

Rylander et al. (2013) PRE: 17 (71%) UD Point cluster UD 3 UD Yes, based on Yes, graphs and

HV: 17 (71%) method. hip OA gait. numerically.

Hetsroni et al. (2015) PRE:15 (100%) Yes - Predictive 3 Barefoot Yes, based on Yes, numerically only.

HV:15 (100%) pilot data.

Diamond et al. (2016b) PRE:15 (73%) Yes Clusters Functional 6 Shoes - Yes, graphs and

HV:14 (71%) numerically.

Brisson et al. (2013)* PRE:10 (70%) Non-significant, - Predictive 5 Barefoot - Yes, graphs and

HV:13 (62%) but unsubstantiated. numerically.

Farkas et al. (2015) PRE:20 (30%) UD - Predictive 5 Shoes Retrospective and Unsubstantiated, only

HV:na underpowered (60%
power).

presents statistical scores.

Kumar et al. (2014) PRE:7(71%) Predefined at 1.3m
s

, Clusters UD 5 Shoes - No, only graphs.

HV:8(100%) variance UD.

Table 12: Methodological comparison of previous gait studies on hip impingement patients. The studies are ordered based on sample size, and
key methodological facets are included (na=non-applicable; UD=undisclosed; - indicates no).

Study Sample size ADL STA HJC No. of Barefoot? Power Substantiated

[n(%men)] correction? definition trials calculations? results?

Charlton et al. (2016) POST:34 (50%) Single-leg squat. na na 5 Barefoot Yes, based on Yes, numerically.

HV: 34 (50%) knee pain study.

Hammond et al. (2017) PRE: 20 (75%) Stair-climbing. Clusters Predictive 5 Barefoot Yes, based on Yes, graphs and

HV: 20 (75%) Hunt et al. (2013). numerically.

Ng et al. (2015) PRE:15(100%) Squat - UD 5 UD - Yes, numerically.

CAM-:19(100%)

NORM-:16(100%)

Bagwell et al. (2016b) PRE:15 (40%) Squat Clusters UD 3 Shoes Yes, based on Yes, graphs and

HV: 15 (50%) pilot data. numerically.

Lamontagne et al. (2009) PRE:15 (60%) Squat - Predictive 5 Barefoot Yes, based on Hip angles

HV:11 (55%) pilot data. unsubstantiated.

Table 13: Methodological comparison of previous motion studies on hip impingement patients. Only studies that do not investigate gait are
included. The studies are ordered based on sample size, and key methodological facets are included (na=non-applicable; UD=undisclosed; - indicates no).
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is superior to predictive methods for healthy controls. However, functional accuracy is dependent

on the hip’s ROM that can be performed, implying that for patients with severely limited hip

ROM predictive methods could be preferred. From the reviewed studies, all but 1 (Diamond

et al., 2016b) used a variety of predictive approaches. Moreover 4 studies do not report how

the HJC is estimated (Ng et al., 2015; Rylander et al., 2013; Kumar et al., 2014; Bagwell et al.,

2016b). With hip impingement patients only having mildly reduced ROM it is unclear which of

the two approaches is preferred.

Minimising confounding factors Kinematic movement patterns can be influenced by a

variety of factors. However, to allow comparison within and between studies ideally the

circumstances (between- groups and between studies) should be near identical to each other. The

inconsistency in testing with or without shoes complicates comparison of results. Furthermore,

movement patterns are know to vary with changes in walking speed (van der Linden et al.,

2002), nevertheless 3 studies neglected to include walking speed in their results (Farkas et al.,

2015; Rylander et al., 2013; Brisson et al., 2013). That said, Hunt et al. (2013) noted a 0.10m/s

(d=0.67) reduction in the patient’s walking speed, and similarly Hammond et al. (2017) noted

a 0.05m/s (d=0.88) reduction in the patient’s stair-climbing speed. Overall, no other studies

reported a significant difference for self-selected speed, although generally a non-significant

reduction for the patient group was observed. It is unclear whether this is due to limited function

of the patients or other confounding factors. Within academic studies, control populations are

likely to include university students and/or colleagues, and these subjects are familiar with a

research setting. In contrast, the experience might be more novel for patients and they could

walk slower because of this.

3.4.6 Overall conclusions and discussion

The majority of included studies reported significant changes when comparing hip kinematics

between hip impingement patients and healthy controls, nevertheless the precise differences are

still unclear, with study results being at odds in which plane or kinematic event these changes

manifest. However as ROM, maxima and minima events are not completely independent, it

seems there is a consensus that hip kinematics are altered for hip impingement patients.

Hip angles are the result of both pelvic and femur orientation, with the relative contribution

of each unknown. It is therefore surprising that the majority of papers omit pelvic kinematics

from their results. All but one (Brisson et al., 2013) of the included studies that do report

pelvic kinematics, report significant changes in them (Rylander et al., 2013; Hetsroni et al.,

2015; Bagwell et al., 2016b; Ng et al., 2015; Lamontagne et al., 2009; Charlton et al., 2016).

Unfortunately, the planes and key kinematic variables included are very limited. Future research

could shed light on the (possible) pelvic contribution to the changes in hip kinematics.

The studies included in the review are primarily of small sample size and have highly variable

methodologies. Because of this, the results are limited and sometimes contradictory. The

research into this field still has an exploratory nature, although the initial findings do support

that motion analysis could potentially be used a screening tool to identify those at risk in the

future. At the present however, more research is needed to further explore the interaction
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between movement patterns and bony anatomy.

3.5 Exploring the pelvic contribution to altered hip kinematics

in cam hip impingement patients

3.5.1 Introduction

Here, we set out to explore whether there are differences between the movement patterns of

healthy controls and hip impingement patients. When identified these could help determine if

there are confounding factors that strengthen or weaken the association between a bony cam

lesion and impingement symptoms. In the current chapter, we have already discussed how in

vivo movement patterns can be analysed using motion analysis (section 3.1, p. 66 onwards). We

have further explored previous literature investigating the kinematics of impingement patients

(section 3.4, p. 88), and noticed a scarcity of gait studies performing a thorough evaluation of

pelvic kinematics relative to reports on hip kinematics. Pelvic posture influences acetabular

orientation and can thus decrease or increase the proximity between the proximal femur and

acetabular rim, it is thus vital to better understand the role pelvic movements can play in the

impingement process.

Initially, research focused on femoral motion, because combined hip flexion, hip adduction

and hip internal rotation were considered the main cause of impingement. Currently, there

is a shift with researchers starting to appreciate the combined interaction between the pelvis

and femur better (Pierannunzii, 2017). The majority of previous gait studies noted altered hip

kinematics for hip impingement patients relative to healthy controls (table 11, p. 91). However, as

hip angles represent the femur’s orientation relative to the pelvis, it is unclear if these difference

are a result of pelvic orientation, femur orientation or a combination of both. Therefore in the

current study, in addition to hip joint angles, we also asses thigh motion relative to the global

frame (i.e. thigh orientation). This facilitates a better understanding of how hip angles are

achieved for both healthy controls and impingement patients.

It should be noted that during walking, the abutment zone (i.e. combined deep flexion,

adduction and internal rotation) between the acetabular rim and proximal femur is not reached.

Hip flexion only reaches up to about 30 to 40◦ when walking at a comfortable pace (Kapandji

and Honoré, 1970). Nevertheless, previous studies have shown altered kinematics during gait

(see table 11, p. 91), and walking is an essential daily activity of the lower limbs. The plethora

of previous gait studies on different pathologies will facilitate comparison to a broad body of

research. In the next chapter (No. 4, p. 108 onwards) we will further explore movement patterns

during more extreme movements (i.e. deep squat).

3.5.2 Summary of methodology

An extensive overview of all methods used in the current thesis are provided in chapter 2 (p. 35).

A short summary of the relevant methods is provided below.

18 patients scheduled for cam reshaping surgery were recruited from the orthopaedic clinics

of Mr. Marcus Bankes (15/18) and Professor Justin Cobb (2/18), and 1 further patient was
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recruited from within our own research facility. A convenience sample of 19 HVs were recruited

using poster and email advertising. A history of hip pain within the last 6 months excluded

HVs, although bone morphology was not screened.

Subjects filled out several questionnaires; the non-arthritic hip score (Christensen et al.,

2003), the WOMAC (Bellamy et al., 1988) and the IPAQ (Craig et al., 2003). The first two both

give a measure of current hip pain and function, and the latter gives an indication of the current

activity level of a subject. The redundancy in questionnaires will allow the clinical outcome

scores to be compared with a broader base of research studies. Leg dominance was assessed by

asking the subject with which leg he or she kicks a ball (Coren et al., 1979).

Motion capture was performed in the biodynamics laboratory that is equipped with a 6m

walkway with two embedded force plates (sampling at 100Hz), and 10 surrounding VICON

cameras (sampling at 1000 Hz). Each subject wore 18 reflective markers, and 5 clusters on the

lower limbs. First, two static captures were obtained. And subsequently, 10 walking trials at

self-selected speed were recorded, such that at least 5 trials for each foot hitting a force plate

centrally were available.

Figure 34: Local segment coordi-
nate systems (duplicate) are shown
in bone models (Primal pictures Ltd,
UK). Black dots represent markers
placed on anatomical landmarks, and
green dots represent the following vir-
tual points: mid-ASIS, mid-PSIS, HJC,
KJC, AJC and midfoot. Dotted lines
show defining lines used to establish the
3 orthogonal axes, with the colours in-
dicating which axis they help define to
establish local coordinate systems. This
figure is a duplicate from fig. 10 on p. 40.

A kinematic model was written in VICON BodyBuilder (Version 3.6.1, Oxford, UK) and

based on ISB recommendations (Wu et al., 2002; Baker, 2003). The lower limbs were modelled as

seven linked rigid segments with 3 degrees of freedom. The segments and anatomical landmarks

used to define them are shown in figure 34. Anatomical landmark calibration was performed

using clusters(Cappozzo et al., 1995) to minimise the level of STA. Pelvic joint angles were

calculated relative to the global laboratory space, corrected to the progression of the subject.

Further kinematics were calculated between the distal and proximal segment using Euler angles

in the sequence of X-Y-Z. To explore kinematic coupling between the pelvic and thigh segment,

the thigh angles relative to the anatomy reference frame were also computed.

The computed joint angles, analogue force plate data and (virtual) marker coordinates were

exported in CSV format for further processing in Matlab (Mathworks, US). For the patient

group, only the joint angles from the operated side were analysed. For the HVs, the dominant
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leg joint angles were analysed. For walking trails, the data was normalised to either the left or

right GC(0-100%) using two consecutive HSs. For each subject, five normalised walking trials

were averaged. Key kinematic evens (i.e. maxima, minima and total ROM) were calculated for

all joint angles curves.

Statistical analysis All statistical analyses were performed using SPSS v23 (IBM, USA).

First, normality and equality of variance were tested using the Shapiro-Wilk and Levene’s test

respectively (see appendix tables 44 to 49, p. 218 onwards). If the Shapiro-Wilk test detected a

possible violation of normality, the skew (i.e. measure of symmetry of distribution) and kurtosis

(i.e. measure of tailed-ness of distribution) scores were reviewed, with z-scores between -1.96 to

1.96 indicative of a normal distribution (Field, 2013).

Key kinematic events were compared between groups using either a two-tailed independent

t-test, or using the non-parametric Mann-Whitney U test, according to normality. The WOMAC

scores, NAHS scores and minimum pelvic angle in the frontal plane were the only variables with

a non-normal distribution. Significance was set at p<.05. For all significant results Cohen’s

effect size (d) was calculated by dividing the mean difference with the pooled STD (Nakagawa

and Cuthill, 2007).

3.5.3 Results

Group demographics and spatio-temporal variables Table 14 summarises demographics

and spatio-temporal variables, with no significant differences between patients and HVs. For all

variables, the operative side was compared to the dominant side of healthy volunteers. All HVs

had right-leg dominance. Comparatively, the operative limb was on the right side for 11 (out of

19) patients.

HV (n=19) PRE (n=18) difference in means
(95% CI)

p-
value

No. of men 13 (68%) 12 (67%) - -

Age during testing 27.3±4.4y 27.9±5.4y 7months (-2.8y to
+3.8y)

.732

Height (cm) 175.9±8.8 176.7±7.8 0.7 (-4.8 to +6.3) .797

No. of right hip surgery - 11 (61%) - -

BMI (kg/m2) 22.6±2.4 24.1±2.4 1.5 (-0.1 to +3.1) .061

Walking speed (m/s) 1.15±0.12 1.17±0.07 0.02 (-0.05 to +0.08) .572

Time of toe-off (%) 62.2±1.4 62.5±1.2 0.3 (-0.6 to +1.2) .467

Stride-length (m) 1.32±0.09 1.29±0.07 -0.03 (-0.08 to 0.03) .279

Table 14: Group demographics compared between the HV and PRE groups. The means were
compared using a two-sided t-test with significance set at p<0.05. Significant results (if present) are
shown in italic blue.

Activity level The IPAQ questionnaire assesses physical activity intensity and duration of the

last 7 days and sub-divides subjects into three categories based on their activity level (Craig et al.,

2003); sedentary (2PRE:1HV), moderately active (4PRE:6HV) and highly active (12PRE:12HV).

Distribution about these three categories was similar for both groups (not tested).
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Hip pain and function Both the WOMAC and NAHS questionnaire include questions

concerning pain, stiffness and physical function of the hip. Note that WOMAC normalised scores

are reported from 0% (best; painless and well-functioning hip) to 100% (worst), whereas NAHS

normalised scores are scored in reverse (i.e. 0% is worst; 100% is best). WOMAC and NAHS

scores were both non-normally distributed, possibly due to floor/ceiling effect of control data.

Hip pain and function were significantly (p=<.001) affected in the patient group, with

patients having median WOMAC scores of 25% [interquartile range (IQR):15 to 35%] relative to

HV median WOMAC scores of 0% (IQR:0 to 0%). Similarly, NAHS scores were 74% (IQR: 60

to 80%) compared with 100% (IQR: 100% to 100%) for the HVs (p=<.001) .

Bone morphology Bone morphology of both groups are explored in detail in chapter 5

(p. 123). Briefly, α-angles 11 were measured in the anterior-superior quadrant of the femoral

neck using 3D bone models segmented from MRI (for controls) and CT (for patients). The HV

group had an average maximum 3D α-angle of 58±9◦ compared to an average maximum 3D

α-angle of 68±13◦ (+10◦, 95%CI: 3 to 18◦, p=.002).

Joint kinematics Joint angles were calculated in the sagittal (about x-axis; e.g. flex-

ion/extension), frontal (about y-axis; e.g. abduction/adduction) and transverse (about z-axis;

e.g. internal/external rotation) planes for the pelvic orientation, hip joint, knee joint and ankle

joint. Additionally, the thigh orientation relative to the laboratory space was calculated. All

group means, and individual subjects mean joint angle curves are presented in the appendix

(figs. 70-74, p.221 onwards).

HV (n=19) PRE (n=18) difference in
means (95% CI)

p-
value

Max 9.2±5.1 12.4±3.6 3.2 (0.2 to 6.1) .036

Pelvic orientation (◦) Min 5.1±5.5 8.1±3.6 +3.0 (-0.1 to +6.1) .058

ROM 4.1±1.1 4.3±1.4 +0.1 (-0.7 to +1.0) .724

Max 27.7±2.7 28.9±2.7 1.2 (-0.6 to 3.0) .195

Thigh orientation (◦) Min -14.2±3.1 -11.8±2.7 2.4 (0.4 to 4.3) .019

ROM 41.9±4.0 40.7±2.8 -1.2 (-3.5 to 1.1) .292

Max 35.5±5.6 39.6±5.1 4.1 (0.5 to 7.7) .027

Hip kinematics (◦) Min -7.3±7.0 -1.4±5.4 5.9 (1.7 to 10.1) .007

ROM 42.8±4.5 41.0±2.5 -1.8 (-4.2 to 0.6) .138

Max 67.7±3.6 70.3±4.5 2.7 (-.05 to 5.4) .054

Knee kinematics (◦) Min 1.8±4.9 1.0±3.4 -0.8 (-3.6 to 2.1) .595

ROM 65.9±6.1 69.3±4.2 3.4 (-0.1 to 6.9) .056

Max 10.8±3.3 11.7±3.1 0.9 (-1.2 to +3.1) .398

Ankle kinematics (◦) Min -15.8±5.7 -17.0±3.6 -1.2 (-4.4 to +2.0) .448

ROM 26.5±5.0 28.4±6.4 1.9 (-2.0 to 5.7) .332

Table 15: Saggital kinematics during gait compared between the HV and PRE groups. The
means were compared using a two-sided t-test with significance set at p<0.05. Significant results are
shown in italic blue.

Sagittal kinematics for key events (maxima, minima and total ROM) are presented in table 15.

Pelvic tilt ROM was not different between groups (HV:4±1◦ vs. PRE:4±1◦, p=.72), although

patients had increased anterior pelvic tilt throughout the gait cycle (see fig. 35), with peak

11The α-angle is a metric used to quantify cam-type hip impingement.
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anterior tilt significantly increased by 3◦ (p=.036, d=0.71). Pelvic variance was noticeably

increased in the HV group (not tested).

Both peak hip extension (-5.9◦, p=.007, d=0.94) and peak hip flexion (+4.1◦, p=.027, d=0.76)

were significantly different in the patient group (see fig. 35). When only thigh orientation (relative

to horizontal) was investigated, a significant difference in peak extension (-2.4◦, p=.019, d=0.82)

persisted. Variance was considerable reduced for thigh angles, with the pooled STD for peak

extension being 6.3◦ compared to 2.9◦ for peak thigh extension.

There were no significant changes in sagittal knee and ankle kinematics. Knee ROM was

statistically interesting, and increased for patients by 3.4◦ (p=.056, d=0.65), with a similar

increase in peak knee flexion (+2.7◦, p=.054, d=0.66).
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Figure 35: Sagittal pelvic, hip and thigh kinematics during gait. For all graphs, both group
means and individual joint angle curves are included. Only key events (max, min and ROM) were
compared between groups. Pelvis: both patients maxima (+3.2◦, p=.036, d=0.71) and minima
(+3.0◦, p=.058, d=0.65) were increased relative to controls. Overall pelvic ROM was not different.
Note that the variance of HVs is increased relative to patient data. Hip: both peak extension
(-5.9◦, p=.007, d=0.94) and peak flexion (+4.1◦, p=.027, d=0.76) were significantly different between
groups. Variance is increased relative to thigh orientation. Thigh: Thigh orientation relative to the
horizontal (about the x-axis) is shown. Peak extension (-2.4◦, p=.019, d=0.82) remained significantly
reduced.
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Frontal kinematics Frontal kinematics are presented in table 16. There were no significant

differences in peak joint angles (i.e. both maxima and minima), although maximum pelvic

obliquity is statistically interesting at p=.060, and appears increased (+1.2◦, p=.060, d=0.67) in

the patient group. Furthermore, the knee abduction/adduction ROM was 2.9◦ (p=.049, d=0.67)

increased in the patient group.

Ankle motion around the y-plane does not represent clinical movement per se, although it is

most closely related to ankle inversion and eversion, with the ankle ROM being significantly

decreased for the patient group (-2.4◦, p=.022, d=0.79).

HV (n=19) PRE (n=18) difference in means
(95% CI)

p-
value

Max 2.5±1.7 3.7±1.9 1.2 (-0.1 to +2.4) .060

Pelvic orientation (◦) Min* -6.1* (-7.3 to -4.2) -5.1* (-6.1 to -4.2) na* .199*

ROM 8.6±2.4 8.6±2.2 0.1 (-1.5 to +1.6) .921

Max 6.8±2.5 5.8±2.2 -1.0 (-2.6 to +0.6) .200

Thigh orientation (◦) Min -2.3±3.0 -3.6±2.8 -1.3 (-3.2 to +0.6) .185

ROM 9.1±1.9 9.4±2.7 0.3 (-1.3 to +1.8) .727

Max 7.0±3.7 6.9±2.9 -0.1 (-2.4 to +2.1) .917

Hip kinematics (◦) Min -6.1±3.0 -6.1±3.1 0.1 (-2.0 to +2.1) .957

ROM 13.1±3.2 13.0±2.7 -0.2 (-2.1 to 1.8) .863

Max 6.4±4.3 8.5±5.3 2.1 (-1.1 to 5.3) .197

Knee kinematics (◦) Min -6.0±3.8 -6.8±3.8 -0.8 (-3.3 to +1.7) .515

ROM 12.5±3.5 15.4±5.1 2.9 (0.01 to 5.8) .049

Max 16.6±6.3 14.3±5.5 -2.3 (-6.2 to +1.7) .251

Ankle kinematics (◦) Min -0.5±6.3 -0.4±5.2 0.1 (-3.8 to +4.0) .962

ROM 17.1±3.1 14.7±2.9 -2.4 (-4.4 to -0.4) .022

Table 16: Frontal kinematics during gait compared between the HV and PRE group. All
values are presented as mean±STD, with the exception of the pelvic minima which is presented as
median (IQR). The pelvic minima was the only frontal kinematic variable that was non-normally
distributed. The means were compared using a two-sided t-test with significance set at p<0.05.
Significant results are shown in italic blue. The pelvic minima was compared using a non-parametric
Mann-whitney test.

Transverse kinematics Transverse kinematics are presented in table 17. There are no

significant differences in transverse kinematics, although transverse ankle ROM is statistically

interesting at p=.066. Transverse ankle motion is similar to the toe-in and toe-out motion, with

ROM possibly decreased (-1.9◦, d=0.62) for the patients.
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HV (n=19) PRE (n=18) difference in means
(95% CI)

p-
value

Max 6.3±3.3 5.4±1.6 -1.0 (-2.7 to 0.8) .263

Pelvic orientation (◦) Min -5.2±2.6 -5.5±2.8 -0.3 (-2.1 to 1.5) .758

ROM 11.6±4.9 10.9±3.8 -0.7 (-3.6 to 2.3) .640

Max 11.7±6.4 13.3±6.8 1.6 (-2.8 to +6.0) .458

Thigh orientation (◦) Min -10.1±6.3 -8.6±8.7 1.6 (-3.5 to +6.6) .534

ROM 21.8±4.6 21.8±4.0 0.1 (-2.8 to +2.9) .964

Max 7.9±5.8 9.5±7.0 1.6 (-2.6 to +5.9) .422

Hip kinematics (◦) Min -8.5±6.1 -6.5±7.2 1.9 (-2.5 to +6.4) .382

ROM 16.3±4.2 16.0±3.4 -0.3 (-2.9 to 2.3) .804

Max 29.4±7.7 28.1±8.3 -1.2 (-6.6 to 4.1) .638

Knee kinematics (◦) Min 8.5±9.0 6.8±8.4 -1.7 (-7.6 to +4.1) .549

ROM 20.9±5.5 21.3±3.6 0.5 (-2.6 to 3.6) .751

Max -5.2±4.1 -5.3±3.2 -0.2 (-2.6 to +2.3) .902

Ankle kinematics (◦) Min -21.2±5.0 -19.5±4.5 1.7 (-1.4 to +4.9) .276

ROM 16.1±3.1 14.2±2.9 -1.9 (-3.9 to +0.1) .066

Table 17: Transverse kinematics during gait compared between the HV and PRE groups. The
means were compared using a two-sided t-test with significance set at p<0.05. Significant results (if
present) are shown in italic blue.

3.5.4 Discussion of gait study

This study compared lower limb kinematics between healthy volunteers and pre-operative

cam-type hip impingement patients, with a focus on pelvic kinematics, as these have been

under-represented in previous studies. We detected a significant difference in the peak anterior

pelvic tilt (+3.2◦, p=.036, d=0.71). With an increased anterior tilt, the proximity between the

acetabular rim and proximal femur cam lesion will be reduced, implying that ‘bony abutment’

becomes more likely. We postulate that increased anterior tilt during normal activities is a

strong candidate as a confounding factor that puts individuals with a cam morphology at risk

for developing symptomatic impingement symptoms. The cause for this postural difference is

unclear, although inflexibility of the psoas muscle may be a contributing factor.

In the sagittal plane, peak hip flexion was significantly increased (+4.1, p=.027, d=0.76) and

peak hip extension was significantly decreased (-5.9◦, p=.007, d=0.94). Interestingly, peak knee

flexion is possibly increased in the patient group (+2.7◦, p=.054, d=0.66), suggesting that altered

hip kinematics could be compensated for by the knee movement. When the pelvic contribution to

the hip angles was removed, the thigh peak extension remained reduced (-2.4◦, p=.027, d=0.76)

in the patient group. The maximum ranges of (passive) hip motion in the sagittal plane are

around 120◦ flexion and -20◦ extension (Kapandji and Honoré, 1970). During normal walking,

hip flexion remains well below the limit of flexion movement, whereas hip extension approaches

the limit. Within the literature, there are three postulated damage processes for cam-type

hips, and these are: shearing impingement in hip flexion (Ganz et al., 2003), subsequent head

migration leading to increased contact forces in hip extension (Eijer and Hogervorst, 2017), and

finally stand-alone anterior edge-loading in extension (Masjedi et al., 2013b). The latter two

occur in extension, supporting that avoidance of peak extension by the patient group could be a

mechanism to prevent further damages to the hip. Even so, how and why this occurs exactly is

unknown and substantially more research is needed.
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Changes in distal kinematics The lower limbs form a kinematic chain, which means that

kinematic changes at the foot or knee, can influence the hip and pelvic kinematics, and vice

versa (Khamis and Yizhar, 2007). More distally along the limb we noted changes in the frontal

knee and ankle overall ROM. ROM metrics have reduced variance and take into account possible

differences at both the maximum and minimum joint angle value. This translates into a larger

possible difference, and a higher power to detect this difference.

Adhering to the ISB guidelines for the lower limbs, the foot was represented by 1 segment

only, even though anatomically the foot has many joints. The frontal ankle motion within our

model is most closely related to the inversion/eversion motion, that is turning the sole of the

foot towards (i.e. inversion) or away from the body (i.e. eversion). The transverse ankle motion

most closely represents moving the toes inward (toe-in) or outward (toe-out). Patients appeared

to have reduced inversion, and reduced toe-out movements (see appendix fig. 74, p. 225).

Khamis and Yizhar (2007) recently showed that by increasing the eversion angle (i.e. ‘reducing

inversion’), both hip internal rotation and anterior pelvic tilt were increased. Increased hip

internal rotation, as well as increased anterior pelvic tilt, increase the proximity between the

bony cam lesion and the acetabular rim, making impingement more likely. The changes detected

in frontal ankle kinematics are thus possibly linked to the change in anterior pelvic tilt.

Previous findings on anterior pelvic tilt There have been two previous studies (Hetsroni

et al., 2015; Rylander et al., 2013) that reported on peak anterior tilt, and neither of these

reported a significant difference. Interestingly, Rylander et al. (2013) did detect a significant

difference in anterior tilt during stair climbing. The included sample sizes (Rylander et al. [2013]

= 17PRE, 17HV ; Hetsroni et al. [2015] = 15PRE, 15HV) are similar to the current study,

which implies a similar level of statistical power. Nevertheless, neither studies used a sacral

cluster to limit pelvic STA, which could increase data variance. It is unclear if this can fully

explain the discrepancy between our results and theirs.

Hetsroni et al. (2015) included only males in their study, and even though our study is

underpowered to detect gender differences, we did note that the difference in peak anterior

tilt was more pronounced among the female subjects (PRE-F=13.2±2.6◦ vs. HV-F=6.2±3.5◦)

than the male subjects (PRE-M=12.0±3.8◦ vs. HV-M=10.6±4.9◦). Future studies should

prioritise gender dimorphism when exploring hip impingement, and ideally investigate gait

patterns separately for both men and women.

Comparison between detected hip angles and previous findings Reviewing typical

reliability of gait motion analysis studies (see table 9, p. 87), shows that for the hip joint angles

reliability is ranked best for the frontal plane (i.e. STD of 2.3◦), second best for sagittal plane

(i.e. STD of 4.1◦) and worst for transverse plane (i.e. STD of 8.7◦) hip angles (STD data

from Meldrum et al., 2014). That said, ROM metrics generally have improved reliability when

compared to maxima and minima measures. By taking the range, possible (erroneous) offsets in

joint angle values (due to marker positioning) are removed from the data, which is thought to

cause this increase in reliability (McGinley et al., 2009).

Previous studies have all had relatively small sample sizes, with about half of the studies

not having performed power calculations to determine their sample size (see table 12, p. 95).
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Sample-
size

Saggital plane Frontal plane Transverse plane

Study (PRE:HV) (about the x-axis) (about the y-axis) (about the z-axis)

Hunt et al. (2013) 30:30 ↓ peak extension ↓ peak adduction ↓ peak int. rotation

(-4.6◦, d=0.66) (-1.6◦, d=0.48) (-5.1◦, d=1.02)

Rylander et al. (2013) 17:17 ↓ ROM ↓ peak abduction ↓ peak int. rotation

(Rylander et al. (2011)) (-4.1◦, d=0.78) (-3.3◦, d=0.78) (-4.5◦, d=0.90)

↓ ROM

(-3.4◦, d=1.03)

Hetsroni et al. (2015) 15:15 none ↓ abduction at HS none

(-2.3◦, d=0.86)

Diamond et al. (2016b) 15:14 ↓ ROM none none

(-4.1◦, d=0.81)

Brisson et al. (2013)* 10:13 ↓ ROM ↓ ROM none

(Kennedy et al. (2009)*) (-4.1◦, d=1.13) (-3.5◦, d=0.98)

Kumar et al. (2014)* 7:8 none none none

Current Study: 18:19 ↓ peak extension none none

Hip angles (-5.9◦, d=0.94)

↓ peak flexion

(-4.1◦, d=0.76)

Current Study: ↓ peak extension none none

Thigh angles (-2.4◦, d=0.82)

Table 18: Affected hip kinematics during walking (duplicate) All significant differences in
hip kinematics between HVs and pre-operative patients are presented. The studies are ordered
according to sample size. Studies that zeroed joint angles based on neutral standing are marked with
an asterisk (*). This table is a duplicate from table 11 (p. 11), with the current results added.

Reviewing previous results in table 18 shows that 4 studies previously detected a difference in

frontal hip kinematics (i.e. abduction/adduction), and likewise 4 reports detected a difference

in sagittal (i.e. flexion/extension) hip kinematics. Comparatively, the two studies (Hunt et al.,

2013; Hetsroni et al., 2015) with the largest populations (i.e. increased power) were the only

ones detecting a difference in transverse plane kinematics (i.e. int./ext. rotation).

Our study is unique in that we investigated both hip angles and thigh orientation angles

during walking. The significant difference in thigh extension underscores that thigh orientation

contributes to the significant difference in hip angles. Combining results from our and previous

studies, it is unclear whether significant differences exist in frontal and transverse hip angles

between controls and impingement patients. Of note is that the average walking speed is lower

in our study, when compared to previous gait studies (see table 19). It is known that movement

patterns can vary with changes in walking speed (van der Linden et al., 2002), thus the slower

speed could have influenced our results.

Study
Sample
size

Walking speed (m/s) Comments

nPRE:nHV PRE HV

Hunt et al. (2013) 30:30 1.23±0.16 1.33±0.14
Significantly reduced for patients (-
0.10m/s, d=0.67)

Samaan et al. (2016b) 15:34 1.55±0.19 1.63±0.22 Study only compared kinetic data.

Hetsroni et al. (2015) 15:15 1.3±0.1 1.3±0.2 na

Diamond et al. (2016b) 15:14 1.3±0.2 1.4±0.3 na

Current study 18:19 1.15±0.12 1.17±0.07 na

Table 19: Walking speed comparison between gait studies on hip impingement patients. Only
studies that used subject’s self-selected walking speed are shown.
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Overall conclusions During normal everyday walking, patients with hip impingement have

increased pelvic anterior tilt, as well as reduced hip extension. It is hypothesised that if the

increased pelvic anterior tilt persists during activities of deep flexion, the proximity between

the acetabular rim and proximal femur (with cam) is reduced, and patients have increased risk

of abutment (i.e. impingement) between the two structures. Anterior tilt is thus a potential

confounding factor for symptomatic impingement. That said, more research is needed to confirm

this. Moreover, hip extension remains reduced when disregarding the effect of increased pelvic tilt.

It is hypothesised that avoidance of extension reduces the risk of further damage to the cartilage.

It is unclear if this occurs via subsequent head migration leading to increased contact forces

in hip extension (following initial damage; Eijer and Hogervorst, 2017), or due to stand-alone

anterior edge-loading in extension (Masjedi et al., 2013b). Further research, ideally separately

for each gender, is needed to explore these promising theories.
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The implications of pelvic

kinematics during a deep squat

In the previous chapter (chp. 3, p. 65 onwards), movement patterns were compared between

healthy volunteers (HVs) and pre-operative hip impingement patients (PRE) during normal

walking. Altered kinematics were observed in the sagittal plane, with patients having increased

anterior pelvic tilt and decreased hip extension. During normal walking, hip flexion reaches

approximately 25 degrees (Benedetti et al., 1998) which is well below the limit (≈120◦) of potential

flexion movement (Kapandji and Honoré, 1970). Therefore, with the shearing ‘abutment’ typical

of hip impingement (i.e between the cam and the anterior acetabular rim) thought to occur at

deep hip flexion (Ganz et al., 2003), it seemed reasonable to explore movement patterns during

activities involving extreme hip flexion next.

Squatting is a controlled movement that approaches the extremes of hip motion. Even

though it is frequently used for training in competitive sports, daily usage of the squat is

limited. Nevertheless, very similar movements are present during daily activities. These

include sitting down in a chair, getting into a car or squatting to lift up objects from the floor.

Prolonged sitting, a squatting-like movement, is known to produce hip pain in symptomatic

hip impingement patients (Ganz et al., 2003), suggesting that these movement patterns can

exacerbate impingement symptoms. Altered kinematics can either be of a compensatory nature

as a result of the current symptoms, or they could be predisposing movement patterns that

contributed to the development of clinical impingement. Either way, an increased understanding

of altered kinematics could aid in the prevention, diagnosis and/or treatment of future hip

impingement patients. Identifying abnormal movement patterns can potentially help identify

individuals at risk for symptomatic impingement, or help prevent further damages by designing

targeted movement interventions.

Both pelvic posture and pelvic mobility are increasingly suspected to be involved in the

pathology of symptomatic hip impingement (Pierannunzii, 2017; Rivière et al., 2017). Pelvic

position (both postural and dynamically) influences the acetabular orientation, and can thus

either increase (i.e. anterior tilt, higher risk of impingement) or decrease (i.e. posterior pelvic

tilt, reduced risk of impingement) the proximity between the anterior acetabular rim and the

cam (i.e. antero-superior neck-junction of the proximal femur). In the previous chapter we have
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already shown that during gait, pre-operative hip impingement patients have increased anterior

tilt when compared to HVs (chp. 3; fig. 35, p. 102). In the current chapter, we are further

exploring pelvic mobility during a dynamic task. Pelvic mobility, when going from standing

to sitting, has large inter-subject variation (DiGioia III et al., 2006), with subjects reported

as having a stiff, mobile or hypermobile pelvis in the sagittal plane. Therefore, we questioned

whether different pelvic mobility types (i.e. stiff, mobile or hypermobile) can be protective or

predisposing to clinical impingement symptoms.

As covered in the literature review (section 3.4, p. 88 onwards), there are 4 studies (to our

knowledge) that have previously assessed a deep squat in hip impingement patients (Bagwell

et al., 2016b; Ng et al., 2015; Lamontagne et al., 2009; Kumar et al., 2014). They consensually

report that sagittal pelvic kinematics differ between patients and controls, with 3 (Bagwell et al.,

2016b; Ng et al., 2015; Lamontagne et al., 2009) out of 4 studies detecting significant differences.

Nevertheless, with patients consistently squatting less deep than the control group it remains

uncertain whether the effect is due to reduced squat depth, inter-subject variation in pelvic

mobility, or a combination of both. Findings concerning hip kinematics during a deep squat

are inconsistent between studies. Furthermore, Ng et al. (2015) is the only study that splits up

controls according to cam morpho-type, although they only explore sagittal pelvic ROM. Finally,

none of the included studies utilise a sacral cluster to minimise the level of STA caused by the

pelvic markers. Even though, marker displacement of pelvic markers is a real concern during

deep flexion, with for example deviations of >15mm reported for the ASIS markers (Hara et al.,

2014).

Therefore, the purpose of the current study is to compare sagittal, frontal and transverse

pelvic and hip kinematics between HVs and symptomatic hip impingement patients, and build

onto the existing knowledge of altered kinematics during a deep squat. Moreover, the level of

STA will be minimised using clusters on the lower limbs and sacrum, and finally the control group

will be split up according to cam morphology to allow novel comparisons between symptomatic

and asymptomatic cams.

4.1 Summary of methodology

An extensive overview of all methods is provided in chapter 2 (p. 35). Below a short summary of

the relevant methods is provided. 18 patients scheduled for cam reshaping surgery were recruited

from the orthopaedic clinics of Mr. Marcus Bankes (15/18) and Professor Justin Cobb (2/18),

and 1 further patient was recruited from within our own research facility. A convenience sample

of 19 HVs, without a history of hip pain, were recruited using poster and email advertising.

Motion capture was performed in the biodynamics laboratory that is equipped with two force

plates (sampling at 100Hz), and 10 surrounding VICON cameras (sampling at 1000 Hz). Each

subject wore 18 reflective markers, and 5 clusters (positioned on the sacrum, bilateral thighs and

bilateral shanks) on the lower limbs. First, two static captures were obtained. Subjects were

subsequently asked to perform 5 deep squats, with feet placed on contralateral force platforms.

Subjects were encouraged to squat as low as possible at their own pace, and were asked to hold

the squat for a moment before returning to standing position.
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Figure 36: Local segment coordi-
nate systems (duplicate) are shown
in bone models (Primal pictures Ltd,
UK). Black dots represent markers
placed on anatomical landmarks, and
green dots represent the following vir-
tual points: mid-ASIS, mid-PSIS, HJC,
KJC, AJC and midfoot. Defining lines
are depicted using dotted lines, these
are used to establish 3 orthogonal axes
(solid arrows) for each segment. This
figure is a duplicate of fig. 10 on p. 40.

A kinematic model was written in VICON BodyBuilder (Version 3.6.1, Oxford, UK) and

based on ISB recommendations (Wu et al., 2002; Baker, 2003). The lower limbs were modelled as

seven linked rigid segments, with 3 degrees of freedom. Figure 36 shows unilateral segments and

corresponding anatomical landmarks. Anatomical landmark calibration was performed using

clusters (Cappozzo et al., 1995), to minimise the level of STA. Pelvic joint angles were calculated

relative to the global laboratory space, and further joint angles were calculated between the

distal and proximal segment using Euler angles in the sequence of X-Y-Z.

Normalising squat data Squat trials were normalised into three phases (ascend, hold and

descend) using the absolute knee angular velocity (threshold-switch at 0.2◦/ms). Similar to Ng

et al. (2015) squats of inadequate depth (<25% of leg length) were excluded. For each subject,

the deepest available squat was used for further analysis.

Outcome variables The following spatio-temporal variables were calculated for each subject:

squat depth, squat duration, stance width and toe-out angle. Joint angles were investigated for

the operative limb for the patients, and the dominant limb for controls. The maxima, minima

and total ROM were extracted from all joint angles for further statistical analysis.

Previous studies have shown that sagittal pelvic tilt has local minima and maxima during a

deep squat, and that significant changes can be expected between HVs and hip impingement

patients (Lamontagne et al., 2009; Bagwell et al., 2016b). Therefore, two additional pelvic

variables were extracted, namely the minimum angle during the hold phase, and an additional

ROM using this minimum.

Statistical analysis All statistical analyses were performed using SPSS v23 (IBM, USA).

First, normality and equality of variance were tested using the Shapiro-Wilk and Levene’s test

respectively (see appendix tables 51-54, p. 227 onwards). If the Shapiro-Wilk test detected a

possible violation of normality, the skew and kurtosis scores were reviewed, with scores between
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HV (n=18) PRE (n=17) difference in means
(95% CI)

p-
value

No. of men 13 (72%) 12 (71%) - -

Age during testing (y) 27.0±4.5 27.2±5.5y +0.2 (-3.3 to 3.6) .918

Height (cm) 176.1±9.0 176.4±8.0 +0.4 (-5.5 to +6.2) .898

No. of right hip surgery - 10 (59%) - -

BMI (kg/m2) 22.6±2.4 24.2±2.4 +1.6 (-0.1 to +3.3) .063

Squat depth (%) 52.3±16.6 41.2±10.1 -11.1 (-20.6 to -1.7) .023

Squat duration (s) 3.98±1.16 4.03±1.31 +0.05 (-0.80 to +0.90) .904

Stance width (%) 178±24 162±33 -16 (-35 to +4) .118

Toe-out angle (◦) 22.3±9.1 20.5±8.7 -1.8 (-8.0 to +4.3) .545

Table 20: Group demographics and spatio-temporal variables during a squat compared
between controls (HV) and patients (PRE). The means were compared using a two-sided t-test with
significance set at p<0.05. Significant results are highlighted in italic blue.

-1.96 to 1.96 considered indicative of a normal distribution (Field, 2013). Minimum sagittal

pelvic tilt (overall) was the only non-normally distributed variable.

According to normality, all variables were compared between groups using either an indepen-

dent t-test, or the non-parametric Mann-Whitney U test. Significance was set at p<.05. For all

significant results Cohen’s effect size (d) was calculated, by dividing the mean difference with

the pooled STD (Nakagawa and Cuthill, 2007).

The relationships between squat depth and sagittal pelvic ROM (hold), as well as between

squat depth and peak knee flexion, were quantified using linear regression. Their strengths

were quantified using Pearson’s correlation coefficient (r), and interpreted using the following

classifications; very weak (0 to 0.19), weak (0.2 to 0.39), moderate (0.4 to 0.59), strong (0.6 to

0.79) and very strong (0.8 to 1; Campbell and Swinscow, 2011).

Regrouping data based on morphology The subjects were redistributed based on mor-

phology (CAM or NORMal) and pain (+ = symptomatic; - = asymptomatic) into the NORM-,

CAM- and CAM+ groups. Cam morphology was defined using maximum α-angles (with supra-

threshold cams defined as >60◦ for males and >50◦ for females) that were acquired as part of

chapter 5 using segmented bone models. Group demographics, squat depth, sagittal pelvic ROM

and peak hip external rotation were compared using a one-way ANOVA, with significance set at

p<.05. Significant results were analysed using a post-hoc Bonferroni. The outcome variables

were chosen based on previous findings (Bagwell et al., 2016b; Lamontagne et al., 2009).

4.2 Results

Group demographics and spatio-temporal variables One patient (PRE-6, male) and 1

control (HV-3, male) failed to achieve a squat depth exceeding 25% of leg length (with 100%

indicating a squat to ground level), and were thus excluded from the current study. This leaves

17 PRE and 18 HVs, whose group demographics and spatio-temporal variables are presented in

table 20.

Strength and conditioning coaches typically categorise squats into 3 types based on the knee

flexion angle; partial squats (<40◦), half squats (between 70◦ and 100◦) and deep squats (>100◦;

Schoenfeld, 2010). Both excluded subjects, namely PRE-6 (max squat depth = 23.4%, peak
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Sagittal kinematics HV PRE difference in means p-

Segment Event (n=18) (n=17) (95% CI) value

max 43.4±14.8 41.1±7.3 -2.3 (-10.4 to +5.7) .559

min (all)* 6.3* (0.5 to 13.7) 10.5* (8.3 to 13.3) na .195*

Pelvis (◦) ROM (all) 38.3±7.6 30.8±5.9 -7.5 (-12.2 to -2.9) .003

min (hold) 19.8±22.7 28.3±9.7 +8.6 (-3.5 to 20.6) .156

ROM (hold) 23.6±11.9 12.8±7.7 -10.9 (-17.7 to -4.0) .003

max 128.1±8.7 124.7±12.9 -3.3 (-10.8 to +4.2) .378

Hip (◦) min 7.9±10.7 11.5±6.9 +3.5 (-2.7 to +9.8) .258

ROM 120.1±9.5 113.3±11.3 -6.8 (-14.0 to +0.3) .061

max 136.6±15.1 125.4±12.6 -11.2 (-20.8 to -1.6) .024

Knee (◦) min 5.6±5.8 7.1±5.9 +1.5 (-2.5 to +5.5) .446

ROM 131±17.4 118±15.2 -12.7 (-24.0 to -1.4) .028

max 25.8±6.2 24.6±6.2 -1.3 (-5.5 to +3.0) .550

Ankle (◦) min -1.5±2.6 -0.8±4.0 +0.7 (-1.6 to +3.0) .540

ROM 27.3±6.6 25.3±4.5 -2.0 (-5.9 to +1.9) .311

Table 21: Sagittal kinematics during a squat. Key kinematic events were compared between
groups using a two-sided t-test, or Mann-Whitney test for non-normal variables. Similarly, values
are presented as mean±STD, or as median (IQR) for non-normal variables. Significance was set at
p<0.05, with significant results highlighted in italic blue. *=non-normally distributed variables.

knee flexion = 93.4◦ ) and HV-3 (max squat depth = 16.0%, peak knee flexion = 86.3◦), had a

peak knee angle <100◦. Whereas, the minimum peak knee flexion angle for all included subjects

was 105.9◦ (PRE-13, male, max squat depth = 27.7%). Taken together, the peak knee flexion

angles support that the chosen threshold successfully subdivided between half squats and deep

squats.

Squat duration (s), stance width (%) and toe-out angles (◦) were similar between groups.

Squat depth was reduced by 11.1% in the patient group (p=.023, d=0.80). Figure 39 compares

squat depth between groups using a dotplot. The deepest squat achieved in the patient group

reached 60.7% (PRE-23, female), whereas 6 HVs managed a squat depth exceeding 65%, to a

maximum of 75.2% (HV-02, male).

Changes in sagittal kinematics Sagittal kinematics are presented in table 21, with corre-

sponding joint angle curves shown in figure 37. There were no significant differences in hip or

ankle kinematics, although hip ROM was non-significantly (p=.061) reduced for the patient

group (-6.8◦, 95%CI=-14.0◦ to +0.3◦, d=0.66).

Anterior pelvic tilt Peak anterior pelvic tilt was not statistically different (p=.56) between

groups, with the peak occurring at 71.3±15.0% and 78.3±13.4% of the descend phase for the

HVs and PREs respectively. Both ROM overall (-7.5◦, p=.003, d=1.10), and ROM using the

local hold minima (-10.9◦, p=.003, d=1.08) were significantly reduced for the patient group.

Minimum tilt during the hold phase was non-significantly increased by 8.6◦ (p=.156) for the

patients. Interestingly, the HV’s variance (STD=22.7◦) for minimum anterior tilt (hold) was

increased relative to the patients variance (STD=9.7◦) or other variables (see table 21). Seven

subjects (5 male HVs, 1 female HV, and 1 male PRE) achieved a relative posterior pelvic tilt

during the squat, which was measured relative to subject-specific pelvic tilt at starting (or

ending) position.
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.

Figure 37: Sagittal plane kinematics during a deep squat. Group mean joint angles and
individual subject joint angles are shown for 18 controls (HV) and 17 patients (PRE). The joint
angle curves represents the following movements:-

1. Pelvis: + = anterior tilt; - = posterior tilt.
2. Hip: + = flexion; - = extension.
3. Knee: + = flexion; - = extension.
4. Ankle: + = ankle dorsiflexion; - = ankle plantarflexion.

Significant differences were detected between groups for both pelvic and knee kinematics (see table 21).

113



Chapter 4

Figure 38: Transverse plane kinematics during a deep squat. Group mean joint angles and
individual subject joint angles are shown for 18 controls (HV) and 17 patients (PRE). The joint
angle curves represents the following movements:-

1. Pelvis: ipsilateral pelvis half (of studied leg) rotated backwards; - = ipsilateral pelvis half (of
studied leg) rotated forwards.

2. Hip: + = external rotation; - = internal rotation.
3. Knee: + = internal rotation; - = external rotation.
4. Ankle: + = toe-in; - = toe-out.

Significant differences were detected between groups for both pelvic and hip kinematics (see table 23).
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Figure 39: Dotplot of squat depth.
The achieved squat depth is shown for each
subject, with the group medians and quar-
tiles depicted using black lines. Individual
subjects are presented as triangles (males)
or circles (females).

Correlation between squat depth and sagittal pelvic ROM The relationship (and its

strength) between squat depth and sagittal pelvic ROM (hold) was quantified for both the patient

and control groups using linear regression and Pearson’s correlation coefficient (r). Figure 40a

present a bivariate scatterplot of the data. For both groups a significant correlation was detected

between sagittal pelvic ROM (hold) and squat depth, at r=0.63 (strong, p=.006) for the patients,

and r=0.85 (very strong, p<.001).

Correlation between squat depth and peak knee flexion Both peak knee flexion (-11.2◦,

p=.024, d=0.80) and total sagittal knee ROM (-12.7◦, p=.028,d=0.78) were significantly reduced

for the patient group. Figure 40b depicts the correlation between squat depth and peak knee

flexion. For both groups, the correlation was classified ’very strong’ and significant (PRE: r=0.95,

p<.001; HV: r=0.96, p<.001).

No significant changes in frontal kinematics Frontal plane kinematics are presented in

table 22, with the joint angle curves included in the appendix (fig. 75, p. 229). There were no

significant differences between groups. Both groups had neutral pelvic obliquity throughout

the squat, and similar levels of hip abduction and knee adduction. Frontal ankle ROM was

interesting, but not significantly different (p=.07), and 2.6◦(95%CI: -5.4 to +0.2◦, d=0.64)

reduced in the patient group. Changes in ankle inversion/eversion angles are thought to result

from changes in shank orientation rather than foot repositioning.

Transverse plane kinematics differ in peak hip internal rotation Transverse plane

joint angles are shown in figure 38, with key kinematic events presented in table 23. Peak hip

internal rotation was reduced by 8.5◦ in the patient group (p=.026, d=0.79). Furthermore,

a significant difference (-1.5◦, d=0.72, p=.042) was detected for the transverse pelvic ROM,

although this difference was not considered clinically meaningful.
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(a) Squat depth vs. sagittal pelvic ROM.

.
(b) Squat depth vs. peak knee flexion.

.

Figure 40: Bivariate scatterplots. For both plots, green and orange symbols depict controls
(n=18) and patients (n=17) respectively. Genders are differentiated by using triangles (males)
and circles (females). (a) Squat depth vs. sagittal pelvic ROM. A linear regression line was
fitted to patient (y=0.48X-7.02) and control (y=0.61X-8.17) data, with corresponding R2 values
included. (b) squat depth vs. peak knee flexion. A linear regression line was fitted to patient
(y=1.18X+76.78) and control (y=0.87X+91.08) data, with corresponding R2 values included.

Comparing symptomatic and asymptomatic cams Subjects were redistributed into three

new groups (NORM-, CAM- and CAM+) according to shape (CAM or NORMal morphology)

and hip pain (+ = symptomatic; - = asymptomatic). Cam morphology was defined using

gender specific thresholds on the maximum α-angle in the AS quadrant (α-angle>50◦ for females;

α-angle>60◦ for males). New group means were compared using a one-way ANOVA, with a

post-hoc Bonferroni analysis. Only the maximum α-angle (in the AS quadrant), and both

sagittal pelvic ROM variables were significantly different between groups (see table 24).

All significant variables are included in table 25. As expected, both CAM groups had

significantly larger peak α-angles when compared to the normal morphology group (i.e. NORM-),

with a 18.8◦ (p=.001) increase for the CAM+ group, and a 12.5◦ increase (p=.049) for the CAM-

group. Both cam groups did not differ significantly (p=.400) from each other. Sagittal pelvic

ROM (hold) is significantly reduced by -11.2◦ (p=.033) between the CAM+ and CAM- groups,

with no significant differences between the NORM- and CAM- groups, or the NORM- and

CAM+ groups. Likewise, sagittal pelvic ROM (all) was significantly reduced by 10.1◦ between

the CAM+ and CAM- group (p=.002).
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Frontal kinematics HV PRE difference in means p-

Segment Event (n=18) (n=17) (95% CI) value

max 0.3±3.1 2.2±4.0 +1.9 (-0.6 to +4.3) .128

Pelvis (◦) min -4.9±2.8 -3.1±4.7 +1.8 (-0.9 to +4.4) .178

ROM 5.2±1.7 5.3±1.9 +0.1 (-1.2 to 1.3) .883

max -6.8±4.2 -4.9±5.7 +1.9 (-1.5 to +5.4) .256

Hip (◦) min -23.0±5.9 -22.1±9.3 +0.8 (-4.5 to 6.1) .752

ROM 16.1±5.4 17.3±8.4 +1.1 (-3.8 to +6.0) .647

max 8.8±5.8 10.1±6.0 +1.3 (-2.8 to 5.3) .533

Knee (◦) min -2.5±3.0 -2.5±2.7 0.0 (-2.0 to +2.0) .992

ROM 11.3±5.1 12.6±4.5 +1.2 (-2.1 to +4.5) .450

max 11.1±8.8 8.1±5.7 -3.0 (-8.1 to +2.2) .250

Ankle (◦) min -2.6±8.0 -3.0±6.1 -0.4 (-5.3 to +4.6) .878

ROM 13.7±4.3 11.1±3.7 -2.6 (-5.4 to +0.2) .067

Table 22: Frontal kinematics during a squat. Key kinematic events, presented as mean±STD,
were compared between groups using a two-sided t-test. Significance was set at p<0.05, and significant
results (if present) are highlighted in italic blue.

Transverse kinematics HV PRE difference in means p-

Segment Event (n=18) (n=17) (95% CI) value

max 4.7±2.2 3.8±2.4 -0.9 (-2.5 to +0.7) .248

Pelvis (◦) min -3.0±2.0 -2.4±2.0 +0.6 (-0.8 to +1.9) .401

ROM 7.7±1.6 6.2±2.5 -1.5 (-2.9 to -0.1) .042

max 10.5±7.0 13.5±10.6 +3.0 (-3.2 to +9.1) .332

Hip (◦) min -18.8±12.2 -10.3±9.0 +8.5 (+1.1 to +15.9) .026

ROM 29.3±10.9 23.8±11.3 -5.6 (-13.2 to +2.1) .147

max 25.2±10.0 19.6±11.2 -5.6 (-12.9 to +1.7) .127

Knee (◦) min -4.0±13.4 -5.0±11.8 -1.0 (-9.7 to +7.7) .811

ROM 29.2±15.3 24.6±12.2 -4.6 (-14.1 to +5.0) .339

max -10.1±7.5 -7.6±8.5 +2.5 (-3.1 to +8.0) .373

Ankle (◦) min -21.1±5.9 -18.2±6.3 +2.9 (-1.3 to +7.1) .170

ROM 11.0±3.6 10.6±5.5 -0.4 (-3.6 to +2.7) .778

Table 23: Transverse kinematics during a squat. Key kinematic events, presented as
mean±STD, were compared between groups using a two-sided t-test. Significance was set at
p<0.05, and significant results (if present) are highlighted in italic blue.

4.3 Discussion

4.3.1 Summarising key findings

In the current study, we compared lower-limb kinematics, including pelvic orientation, between

pre-operative hip impingement patients and healthy controls during a dynamic task involving deep

hip flexion. After patient vs. control comparisons of key kinematic variables, we subsequently

sub-divided the healthy controls based on their bony morphology into two groups: one with

symmetrical femoral heads (NORM-), and one with aspherical femoral heads (CAM-). This

facilitated further explorations to discern whether difference were likely to be related to bone

shape or clinical symptoms.

Overall pelvic ROM is highest in the CAM- group (40.3±8.4◦) and lowest in the CAM+

group (30.2±6.2◦), with a significant 10.2◦ (p=.002) difference between them. This reduced

pelvic mobility in patients is possibly related to diminished relative posterior tilting of the pelvis

during squatting-like tasks. In controls, relative posterior tilt facilitates greater femoral flexion

angles to be achieved. For instance, peak hip flexion was roughly around 125◦ for both groups,
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NORM- CAM- CAM+ p-
value

Total No. of subjects (n) 7 11 15 -

Male subjects [n (%)] 5 (57%) 8 (73%) 10 (67%) -

Operated side na na 6L:10R -

Age (yo) 28.9±5.8 25.8±3.2 27.7±5.4 .417

Max α-angle AS quadrant (◦) 51.3±5.9 63.8±6.1 70.1±13.5 .002

Squat depth (%) 53.5±15.7 51.6±17.9 42.1±10.5 .140

Sagittal pelvic ROM hold (◦) 22.1±11.1 24.6±12.8 13.4±7.8 .028

Sagittal pelvic ROM all (◦) 35.1±5.0 40.3±8.4 30.2±6.2 .003

Peak hip int. rotation(◦) 20.8±10.5 17.5±13.5 10.7±9.4 .114

Table 24: Comparing squat variables between NORM-, CAM- and CAM+. A one way-
ANOVA compared the three group means, with significance set at p<.05. Significant results are
highlighted in italic blue, and were analysed with a post-hoc Bonferroni (see in table 25).

CAM+ vs. NORM- CAM- vs. NORM- CAM+ vs. CAM-

difference p- difference p- difference p-

(95%CI) value (95%CI) value (95%CI) value

Max α-angle +18.8 .001 +12.5 .049 +6.3 .400

AS (◦) (+6.9 to + 30.6) (+0.03 to + 25.0) (-4.0 to + 16.5)

Sagittal pelvic -8.6 .238 +2.5 1.00 -11.2 .033

ROM hold (◦) (-20.7 to +3.4) (-10.2 to 15.3) (-21.6 to -0.7)

Sagittal pelvic -4.9 .383 +5.2 .383 -10.1 .002

ROM all (◦) (-12.8 to +3.0) (-3.2 to +13.5) (-16.9 to -3.2)

Table 25: Post-hoc comparison between NORM-, CAM- and CAM+ squat variables.
Variables that were significantly different between groups, according to a one-way ANOVA, were
analysed with a post-hoc Bonferroni. Significance was set at p<.05, with significant results highlighted
in italic blue.

although minimal anterior pelvic tilt differed being around 20◦ for controls and around 30◦

for patients. This implies femoral angles of 105◦ and 95◦ respectively were achieved. In other

words, patients were exposed to greater hip angles at similar squat depth, making ‘abutment’

between the cam and acetabular rim more likely to occur. These findings are consistent with

the hypothesis that having a (hyper)mobile pelvis in the sagittal plane could act as a protective

factor against clinical impingement symptoms.

Furthermore, we observed that large cams have the potential to limit rotation movement

within the acetabulum, which we believe leads to reduced peak hip internal rotation angles in

patients (-8.5◦, p=.026, d=0.79) during a deep squat. Although not significant, we noticed a

step-wise reduction in peak internal rotation going between the NORM- group (20.8±10.5◦), to

CAM- (17.5±13.5◦) group, to CAM+ (10.7±9.4) group. The latter suggests that peak internal

rotation might in part depend on the location (start 29.4◦ more superior, p<.01) and/or width

(+41.4◦, p<.01) of the cam. These variables are detailed in chapter 5 (p. 123 onwards), and

are significantly different between the CAM+ and CAM- groups. That said, the role of the

ligaments in restraining hip ROM should not be underestimated, and their influence specifically

in cam hips should be explored in further studies.

4.3.2 Altered sagittal pelvic kinematics

In the literature there are (to our knowledge) 4 earlier studies comparing deep squat kinematics

between controls and hip impingement patients. Their findings, alongside the results of the
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Study PRE:HV Squat depth Pelvic kinematics Hip kinematics

(% male) (based on) (sagittal)

Bagwell et al. (2016b) 15:15 ↓ squat depth (L5-S1) ↑ anterior tilt at peak
hip flexion

↓ peak int. rotation

(40%:40%) -19%, d=1.18 +10.9◦, d=0.75 -5.8◦, d=0.67

Lamontagne et al.
(2009)

15:11 ↓ squat depth (HJC) ↓ ROM no differences

(60%:55%) -9.2%, d=0.87 -9.5◦, d=1.22

Ng et al. (2015) 12:14 ↓ squat depth (HJC) ↓ ROM na

(100%:100%) -7%, d=0.78 -4◦, d=0.69

Current study 17:18 ↓ squat depth (PSIS) ↓ ROM ↓ peak int. rotation

(71%:72%) -11.1%, d=0.80 all: -7.5◦, d=1.10 -8.5◦, d=0.79

hold: -10.9◦, d=1.08

Table 26: Altered pelvic and hip kinematics during a deep squat. Significant differences
in pelvic and hip kinematics between controls and pre-operative patients are presented, previous
findings are shown alongside results of the current study. That said, findings from Kumar et al.
(2014) are omitted from the table; only hip kinematics were presented and no numeric data was
provided to support their findings. Note: Ng et al. (2015) included three groups in their study
(NORM-, CAM- and CAM+), here the comparison between CAM+ and NORM- is shown.

current study, are shown in table 26. Both Lamontagne et al. (2009) and Ng et al. (2015)

measured overall pelvic ROM, whereas Bagwell et al. (2016b) measured pelvic orientation during

peak hip flexion; a measure related to posterior back tilt. Previously, Ng et al. (2015) was the

only study comparing patients (symptomatic cams) to two different groups of controls, namely

asymptomatic cams and ‘normal’ controls. They discovered that sagittal pelvic ROM could best

differentiate between symptomatic and asymptomatic cams. Comparatively, their study only

included males, and explored only 1 kinematic variable (i.e. sagittal pelvic overall ROM).

It is evident from table 26 that previous results closely correspond with our findings. That

said, our study differentiates itself by assessing two types of pelvic ROM, as illustrated in

picture 41. We assume that pelvic ROM overall closely represents the total mobility of the

pelvis, whereas pelvic ROM using the hold minima more specifically measures the mechanism of

tilting the pelvis backwards to increase the global thigh angles that can be achieved.

Posterior pelvic tilt The hip joint favours stability over ROM, and this is partly compensated

for by movements of the pelvis and lumbar spine (Kapandji and Honoré, 1970). That is, during

squatting-like movements the flexion angle between the trunk and thighs can be shared between

flexion of hips joint, posterior pelvic tilt and flexion of the lower back. Posterior pelvic tilt

facilitates increased thigh angles, although this has to be compensated for by lower back flexion

to maintain overall sagittal balance.

During the squat, we initially observed increasing anterior pelvic tilt, with the peak achieved

around 74.7±14.5% of the descend phase. After peak anterior tilt, relative posterior tilting

of the pelvis facilitated greater femoral flexion angles to be achieved. Unfortunately we were

unable to detect a significant difference (+8.6◦, 95%CI= -3.5◦ to 20.6◦, p=.156) for the minimum

pelvic tilt angles during the hold phase. Then again, the control’s within-group variance (HV

STD:22.7◦) is notably increased relative to the patient’s variance (PRE STD:9.7◦), and those of

other kinematic variables (see table 21 , p. 112). Bagwell et al. (2016b) measured anterior tilt at

peak hip flexion and did note a significant difference, although interestingly the variance was
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Figure 41: Illustrating types
of sagittal pelvic ROM. The
difference between sagittal pelvic
ROM (all) and sagittal pelvic
ROM (hold) is explained using
data from a healthy control (HV-
21). Sagittal pelvic ROM using
the hold minima represents the
mechanism of tilting the pelvis
backwards during squatting-like
movements, whereas overall sagit-
tal pelvic ROM more closely re-
lates to overall pelvic mobility.

again increased for the control group (STD: 17.1◦ vs. 11.2◦). Moreover, sagittal pelvic ROM

(hold) does show a significant difference, and this is mainly attributed to relative posterior pelvic

tilt. ROM metrics benefit from have reduced variance, because constant offsets due to marker

placement are removed when only taking the difference between the maximum and minimum

value.

During a squat, the trunk is typically slightly angled forwards, with its orientation roughly

parallel to the shank. Pelvic tilt was measured relative to the horizontal, and not relative to

the trunk orientation. This means that we do not have data on the angle between the femur

and trunk. Nonetheless with trunk flexion suspected to occur, it is unlikely for the pelvis to

tilt posterior relative to the standing position. This excessive posterior pelvic tilt is inadvisable

during squats, as it can increase the stress endured by the lumbar spine (Schoenfeld, 2010).

To quantify excessive posterior tilt, we assessed pelvic position during hold relative to the

standing position (i.e. minimum angle at start or end of squat). Unexpectedly, 6 controls used

excessive posterior tilt. The HVs in the current study are a convenience sample, and a large

proportion were recruited through the imperial college running club. Frequent runners often

have hamstring tightness, which could explain why 6 controls used excessive posterior pelvic

tilt, however this would need to be explored in future studies. Reduced hamstring length has

been found to increase the pelvic tilt contribution to overall hip flexion (Dewberry et al., 2003).

Moreover, this could have contributed to the increased variance within the HV group for the

minimum pelvic tilt angles.

4.3.3 Reduced peak hip internal rotation

While it is not that intuitive, during a deep squat the hips move into combined abduction and

internal/medial rotation. The lower limbs form a kinematic chain in which movements of each

segment can influence the orientation of other segments. In this way, a kinematic relationship is

thought to exist between pelvic tilt and internal rotation: anterior tilt is coupled with internal
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rotation, and likewise posterior tilt is coupled with external rotation (Khamis and Yizhar, 2007;

Bagwell et al., 2016a).

With similar levels of peak anterior tilt, the patient group had reduced peak internal rotation

(-8.5◦,d=0.79) when compared with HVs. Previously, Bagwell et al. (2016b) had noted similar

reduction (-5.8◦) in peak rotation movement. Cam hips are expected to impinge during deep

flexion movements combined with internal rotation, which implies it could be an adaptation to

prevent further damage to the hip. Alternatively, the cam could pose as a mechanical constraint

and limit further internal rotation. Although not significant, we noticed a step-wise reduction in

peak internal rotation going between the NORM- group (20.8±10.5◦), to CAM- (17.5±13.5◦)

group, to CAM+ (10.7±9.4) group. The latter suggests that peak internal rotation might in

part depend on the location (start 29.4◦ more superior, p<.01) and/or width (+41.4◦, p<.01) of

the cam. These variables as detailed in chapter 5 (p. 123 onwards), and are significantly different

between the CAM+ and CAM- groups. That said, the role of the ligaments in restraining

hip ROM should not be underestimated, and their influence specifically in cam hips should be

explored in further studies.

4.3.4 Limitations and lessons learned

Marker-based optical motion analysis is an inherently flawed method, as discussed earlier in

chapter 3.2 (p. 75). Care was taken to minimise errors, with for example having the same rater1

position markers for al subjects. Furthermore, our deep squat study was unique in that it utilised

a sacral cluster to minimise the level of STA caused by the pelvic markers (i.e. ASIS and PSIS).

ASIS marker displacement is particularly pronounced (>15mm) in the vertical direction (z-axis)

during deep hip flexion (Hara et al., 2014). Moreover, during deep squats it is not uncommon

for ASIS markers to be obstructed from view by the subjects trunk. With this in mind, a cluster

was added to the pelvis in our kinematic model.

To keep the testing sessions short and efficient for participants, not all redundant markers

were removed after the static calibration. Retrospectively, removing redundant markers would

have sped up post-processing significantly, and this would be recommended for any further

studies. For instance, the sacral cluster was in close proximity to the PSIS markers, which

meant the VICON software had difficulty in tracking marker trajectories. Accidental swapping

of marker trajectories can cause glitches in joint angle outputs. Correcting trajectories on a

frame-by-frame basis (1000Hz sampling rate) is very laborious and time-consuming. Moreover,

with the markers so close to each other it is likely that errors occasionally went unnoticed.

Unfortunately, by using a single squat trial only, the vulnerability to data artefact was

increased. With an average of several trials, any data glitches present would be diluted by the

other trials data. For future studies, we would recommend collecting more squat trials if possible.

We limited the trials collected to avoid aggravating existing hip problems. We wonder if the

significant, although (assumed) clinically meaningless difference in transverse pelvic ROM (-1.5◦,

d=0.072, p=.042) is partly caused by data artefacts.

The final limitation of the current set-up is that we are unaware of trunk and lower back

orientation. For this reason, pelvic position was measured relative to the global orientation

1The lead author: Antoinette Hardijzer.
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(e.g. tilt against horizontal). Nevertheless, during a deep squat the trunk is flexed, with its

orientation roughly parallel to the shanks. Measuring pelvic position relative to trunk, and

specifically the lower back, could help shed light on why impingement patients often present

with back pain first.

Squat depth correlates with pelvic ROM Within the patient group, and in accordance

with previous findings (see table 26), we noted significantly diminished squat depth, which could

influence kinematics. For instance, we detected strong correlations between squat depth and

sagittal pelvic ROM (hold) for both groups. Nonetheless, with linear relationships differing

in steepness between patients and controls, reduced posterior pelvic tilt is undoubtedly a

confounding factor for impingement.

Even so, we would recommend future studies to investigate sagittal pelvic ROM during

squats to a set depth, or using sit-to-stand (again at set depth). Either formats would eliminate

squat depth from influencing the results.

Importantly, there are a variety of factors that can limit achieved squat depth. Within the

patient group we assume that pain also plays a role, because of indications that squat depth

recovers post-surgery (Lamontagne et al., 2011). However other factors may also contribute to

the observed loss of squat depth, for instance Kim et al. (2015) showed a correlation between

squat depth and sagittal ankle ROM.

What represents a healthy control? The inclusion and exclusion criteria for the control

group vary between studies; using either hip pain (current study), clinical screens (i.e. im-

pingement test in Bagwell et al., 2016b) or radiographic parameters to assess eligibility (AP

radiographs in Lamontagne et al., 2009; Ng et al., 2015). Depending on the criteria used,

asymptomatic cams can be included or excluded in the control sample, which can ultimately

influence study outcomes.

A comparison between CAM+ and CAM- can help identify possible predisposing factors, or

identify adaptive patterns as a result of pain. Comparing both asymptomatic and symptomatic

cams with controls (with spherical head), can help detect patterns that are associated with cam

morphology, such as the mechanical constraint on hip rotation movement.

That said, the disadvantage of including asymptomatic cams in the control sample is that

they could eventually progress into symptomatic cams themselves. Although not significant, the

CAM- group was the youngest group in the current study (see table 24; CAM-=25.8±3.2yo;

CAM+=27.7±5.4yo; NORM-=28.9±5.8yo; ome-way ANOVA p-value=.417), making it possible

that symptoms could surface within the next few years. Ideally, a prospective study would follow

up asymptomatic cams.
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Analysing femoral and pelvic

morphology using medical imaging

Chapter objectives With hip impingement, there is a clinical problem in the interaction of

the proximal femur and the acetabulum. Logically, a larger cam is more likely to abut with

the acetabulum during flexion and internal rotation, and this has been the main focus point

of research thus far. Studies are starting to suggest that the size of the cam is not the only

contributor to the clinical symptoms reported with hip impingement. A good example is extreme

range of motion (ROM), as experienced in high performing ballerinas, through training this

demographic has increased ligament laxity which allows problematic impingement to occur in

individuals with sub-threshold cams (Kolo et al., 2013). Although, only a very small fraction

of the population will engage in these extreme ROMs frequently. It is more interesting to

hypothesise what structural factors could mechanically make impingement more likely at the

normal ranges of motion. That is, what morphometric structural change will increase the potential

for the head-neck junction to abut to the acetabular rim during normal movement patterns?

To achieve this, the shape of the pelvis and femur will be explored, in both hip impingement

patients and healthy controls, using 3D shape analysis. With 3D bone models reconstructed

from MRI and CT imaging (e.g. see figure 42a), it is possible to detect subtle morphological

variants that were previously overlooked using radiographic or cadaveric data. Moreover, using

mathematical constructs on these models, measurements are more robust facilitating improved

comparison between studies, and eventually the building of a comprehensive shape database of

cam-type hips.

3D shape analysis is a superior method compared to radiographic analysis, nevertheless it

still has its own limitations. The definition of reference frames, and computations of variables

can limit its usefulness, unless these are robustly defined and standardised within the research

community. Furthermore, current models do not take soft tissues (e.g. labrum, cartilage, capsule)

into account that could be implicated with clinical hip impingement.

The cam is frequently located anterior-superiorly, and can come into contact with the

acetabular rim during flexion and internal rotation, as shown in figure 42a. From a mechanical

perspective there are several morphological changes that make contact between the acetabular

rim and head-neck junction more likely, i.e. that position the head-neck junction and acetabular
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(a) Visualising impingement.
(b) Proximity between acetabular rim and head-neck junc-
tion.

Figure 42: A. Visualising impingement A 3D reconstructed bone model from a typical cam
patient (male) shows the cam located antero-superiorly (circled in blue). The second figure illustrates
how the cam comes into close proximity of the acetabular rim during combined flexion and internal
rotation (see blue arrow). B.Proximity between acetabular rim and head-neck junction.
On the left, average values for the NSA (125◦) and acetabular overhang (CEA of 30◦) are shown
schematically. The radial distance between the head-neck junction is geometrically deduced to be
95◦, disregarding the width of the femoral neck and possible cam lesions. On the right, the NSA
is reduced to 115◦ and the CEA increased to 35◦. As a cumulative effect, the radial proximity is
reduced by 15◦ to 80◦.

rim closer to each other. Some of these will be investigated in this chapter. For example, as

illustrated in figure 42b, it is geometrically intuitive that a low neck-shaft angle (NSA) and

high centre-edge angle (CEA) increase the proximity between the head-neck junction and the

acetabular rim, and thus both are hypothesised to make clinical impingement more likely.

Chapter structure This chapter will begin with a brief update on the spatial characteristics

of the cam lesion from the scientific literature. Then an extensive overview of current imaging

methods and their limitations is provided, with the potential of 3D shape analysis for cam

morphology and general hip joint shape highlighted. Finally, the methodology and results of the

current shape analysis study comparing healthy volunteers with symptomatic cam impingement

patients will be presented.

The variable shape of a cam The cam is a complex morphological entity that has significant

inter-individual variation. Frequently, the peak abnormality (quantified using the α-angle) is the

only characteristic assessed clinically and in research. Nevertheless, as illustrated in figure 43b,

its shape can also vary in radial width, radial location and curvature.

The adjacent figure 43a illustrates the clock-face nomenclature that is often used to express

the radial location of the peak deformity along the head-neck contour. The superior position

represents 12 o’clock, with the left and right femurs normalised such that the anterior position

is always at 3 o’clock. Each hour is positioned (clockwise for left femora, anti-clockwise for

right femora) in 30◦ radial increments around the femoral neck. Radial and 3D shape analysis

studies1consensually suggest that the cam is predominantly located antero-superiorly (between

1These are discussed in more detail later (see tables 38 and 39 on p.162).
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(a) Clock-face description (b) Simple cam schematic

Figure 43: (a) The clock-face description is shown for a right femur. It is used to specify
radial location along the head-neck contour. The coronal plane represents the superior 12hrs, and
each prospective hour is positioned in 30◦ rotational increments around the femoral neck. The
anterior position is normalised to 3hrs, with the clock direction for right femurs (as shown) going
anti-clockwise, and respectively going clockwise for left femurs (not shown). The black dot shows the
centre of the femoral head, and the image is looking down the femoral neck. Using radial imaging,
cross-sectional images are often obtained along similar planes (Picture was created using bone models
from Primal pictures Ltd, UK).(b) Simple cam schematic. The schematic represents a bird eye
view onto the femoral head down the neck axis, with an exaggerated cam illustrated in red. The
yellow dotted lines represent the clock-face nomenclature. The shape variation in maximum height
(grey), radial location and radial width (green) are all facets in which the cam lesion can vary between
individuals. The blue dotted line shows the ideal radiographic plane that would accurately capture
the peak deformity in a cross-sectional image, with other planes either underestimating or missing
the cam lesion completely.

12 and 3hrs), with its peak deformity most frequently located between 1 and 2hrs. Some studies

provide evidence of posterior extension of the cam lesion to about 11hrs (Rego et al., 2015;

Yanke et al., 2015; Khan and Witt, 2014).

Implicated morphological confounders There is a paucity in studies that have previously

explored the morphology of both asymptomatic cams and symptomatic cams. Although, of note

are the two recent studies outlined below (Bouma et al., 2015; Ng et al., 2015). According to

their findings and suggestions, we aimed to explore acetabular version, femoral version, the CEA

and the NSA in the current study.

Bouma et al. (2015) attempted to classify the proximity between the acetabular rim and

cam lesion in healthy controls (n=23, 35 hips, all male) and hip impingement patients (CAM+;

n=13, 20hips, all male) at neutral, 30◦, 60◦ and 90◦ of hip flexion. The healthy control group

was subdivided into asymptomatic cams (CAM-; n=16) and those with spherical femoral head

(NORM-; n=7) based on the maximum radial α-angle (planes used: 12, 1, 2 and 3hrs), with a

threshold set at 55◦. Subsequently, they sub-divided the area of the femoral head into three parts:

i.) femoral coverage area (i.e. covered by the acetabulum), ii.) cam lesion area, and iii.) the area
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in between, coined the omega surface2. Going from neutral flexion through to 90◦ of hip flexion,

the omega surface was significantly smaller in the CAM+ group compared to the CAM- and

NORM- groups. The greatest difference was seen at 60◦ hip flexion, with omega surfaces of 12%,

20% and 23%in the CAM+, CAM- and NORM- groups respectively. The authors postulate that

the omega surface combines the effects of subtle (in their study non-significant) morphological

differences, including acetabular and femoral version, CEA and NSA.

Likewise, Ng et al. (2015) compared pre-operative hip impingement patients (CAM+, n=12),

with asymptomatic cams (CAM-, n=17) and healthy controls with spherical heads (NORM-,

n=14). Again, all included subjects were male. The cam morphology was defined as having

an α-angle>50.5◦ in the oblique axial plane or an α-angle>60.0◦ at the radial 1:30hrs position.

Morphometrics compared included the NSA, femoral version, and acetabular version. Of these,

the NSA was significantly (p<.001) reduced in the symptomatic group (123±2◦) when compared

with either the NORM- (128±2◦) or CAM+ (127±3◦) group. Furthermore, femoral anteversion

was significantly (p=.04) increased for patients (14±9◦) when compared to controls (6±7◦).

Asymptomatic cams (13±8◦) also appeared to have increased anteversion, although this was

not-significant.

5.1 Medical imaging used in hip orthopaedics

To diagnostically determine the presence of a cam lesion a variety of imaging techniques are

used, each with distinct benefits and limitations. 3D shape analysis can evidently unveil many

intricacies of in vivo bone morphology, although this is offset with high cost and associated

expertise in the area. A fast and cross-sectional radiograph may give sufficient information, such

that expensive 3D models are not necessary. Ordered in level of dimensional complexity, these

are the three main methods that will be further discussed in this chapter:

1.) Cross-sectional images, e.g. radiographs or oblique axial MRI.

2.) Radial imaging, e.g. radial MRI or radial reformats obtained from CT.

3.) Three-dimensional bone reconstructions acquired from CT or MRI.

Figure 44 briefly summarises the (simplified) pros and cons of each method.

5.1.1 Introducing shape analysis using cross-sectional imaging

Radiographs are used extensively for assessing the shape of the hip joint, both clinically and

in a research setting. Using a two-dimensional method to describe a three-dimensional entity

naturally comes with limitations. Nevertheless, these are offset by its rapid acquisition rate

and low cost, making it the modality of choice for many clinicians. Until advanced imaging

techniques become more accessible in both scanning time and cost, radiographs are likely to

remain the convention for initial diagnosis of the hip.

Radiographs have been used clinically since 1895, and as a result the radiographic charac-

teristics of both the proximal femur and acetabulum are well documented, with comparatively

little data on 3D shape characteristics available (Jóźwiak et al., 2015). Likewise, clinicians have

2The omega surface should not be confused with the omega angle coined by Mascarenhas et al. (2016) to
express radial extension of a cam lesion.
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Figure 44: Shape analysis methods using imaging compared. This schematic compares cost,
scanning time, accuracy, and comparative data available in the literature, between cross-sectional,
radial and 3D shape analysis methods. Each method will be discussed in detail in the corresponding
section. [The radial figure was partly created with a bone model from Primal pictures Ltd, with the
radial views reproduced from Harris et al. (2014)].

a good understanding of the radiographic normative and abnormal values. Most current metrics

(e.g. CEA and NSA) were created and first implemented using radiographs.

To facilitate comparison to literature values, a thorough understanding of the 2D radiographic

parameters and how these relate to 3D shape parameters is needed. As such, the radiographic

views and parameters will be discussed below.

Key radiographic features describing hip joint morphology Different radiographic

projections are available to investigate the hip joint, with the side-note providing an overview.

The standard radiographs requested will include an AP view (supine or standing), and a lateral

view (e.g. frog-leg lateral, or cross-table lateral) through the affected hip (Lim and Park, 2015).

In addition to clinicians qualitatively and visually assessing the shape of the hip joint, many

quantitative parameters exist to distinguish between normal or abnormal morphology of the hip

joint.

For the acetabulum, both researchers and clinicians are predominantly interested it its

orientation and depth, with figure 45 depicting common acetabular measurements. The centre-

edge angle (CEA) aims to quantify depth, or coverage, and can be measured in either the AP or

false-profile view. The lateral (AP view) or anterior (false-profile view) prefixes help differentiate

between the two variations. The CEA is the angle measured between a line connecting the

lateral acetabular margin with the the femoral head centre, and a vertical line through the head

centre. Normal values for the lateral CEA are between 20-40◦, with <20◦ representing dysplastic

values and >46◦ representing excessive coverage (in protrusio). Values between 40-46◦ represent

a deep acetabulum (Lim and Park, 2015).
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Figure 45: Acetabular measurements in
AP radiographs. Top row: normative exam-
ples of the Tönnis angle (left) and CEA (right)
are shown. Bottom row: examples of antever-
sion (left) and retroversion (right). Version is
estimated using the acetabular rim outline: retro-
verted acetabula show the posterior and anterior
wall ’cross-over’ producing a typical figure-of-8-
sign. Modified figures reproduced from Lim and
Park (2015). PW=posterior wall; AW=anterior
wall.

Side note: Overview of radiographic views used to investigate the hip

The 6 common views used to diagnose the hip are: AP view, two type of Dunn views (45◦

or 90◦), frog-leg lateral view, cross-table lateral view and the false profile view. The views

vary in both patient positioning and the anatomical plane imaged. As result, each view

provides distinct structural information (Clohisy et al., 2008). Refer to Clohisy et al. (2008)

for examples of each radiographic view, and clear illustrations of corresponding patient

positions.

Both the anterior-posterior (AP), Dunn and frog-lateral views are taken with the patient

supine and image the coronal anatomical plane. They vary in positioning of the hip joint.

• AP view: no hip flexion or abduction, and approximately 15◦ internal hip rotation.

• Dunn (45◦/90◦) view: 45◦ or 90◦ hip flexion respectively, with approximately 20◦

abduction and no rotation.

• Frog-lateral view: no hip flexion, 45◦ abduction with the hip externally rotated to

achieve this.

Both the cross-table lateral and false profile are imaged at an angle to the saggital plane.

• False profile view: the patient is standing parallel to the apparatus, and rotates their

pelvis approximately 25◦ posteriorly, while maintaining the foot of the affected side

parallel to the cassette.

• Cross-table lateral view: the patient is supine with no hip flexion or abduction, and

has the hip in external (or internal) rotation(≈15◦). The image is taken at an angle

of 45◦ between the saggital and axial plane.

The Tönnis angle is used a measure of acetabular inclination. As shown in figure 45, it is

the angle formed between a horizontal line and a line through the acetabular roof (between the

lateral and medial sourcil). Normative values lie between 0◦ to 10◦ (Lim and Park, 2015).

To asses to degree of anteversion, the outline of the acetabular rim is investigated. For
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(a) The α-angle (b) The triangular index (c) The Head-Neck offset

Figure 46: Three different methods to quantify the sphericity of the head-neck contour are shown
(a) the α-angle from Nötzli et al. (2002) is shown in a pathological hip on radial MRI. Point A is the
first anterior point where the head-neck junction exceeds the head radius, and additional annotations
used in the figure are: r=radius; hc=head-centre; nc=neck-centre. The α-angle is measured between
lines hc-A and hc-nc. (b) the triangular index (R) as defined by Gosvig et al. (2007). At 1

2 the
radius (r) along the neck axis, a line (H) is drawn perpendicular to the neck axis towards the superior
border of the head-neck-junction. Using Pythagoras theorem, R can be calculated using the length
of 1

2 r, and H. (c) the head-neck offset as defined by Eijer et al. (2001). To measure the HNO,
first the longitudinal neck axis is drawn. Subsequently, two further lines are drawn parallel to this
neck axis, with the first tangent to the anterior neck, and the second tangent to the femoral head.
The HNO is defined as the distance between the latter two lines.

example, in the AP view, the cross-over sign, is indicative of overcoverage secondary to acetabular

retroversion. The trajectory of the acetabular rim forms a figure-of-8, with the anterior-superior

rim extending laterally of the posterior-superior rim (Amanatullah et al., 2015). Figure 45 shows

an example of both an anteverted (bottom left) and retroverted (bottom right) acetabulum,

with the latter clearly visualising the distinctive figure-of-8 sign.

One of the key parameters describing the proximal femur is the neck-shaft angle (NSA). As

the name suggests, it is the angle formed between the shaft and neck axis, measured on AP

radiographs. The normal range lies between 125◦ to 140◦, with lower values being defined as

Coxa Vara, and higher values as Coxa Valga (Lim and Park, 2015). Refer back to figure 42b (p.

124) for a schematic example of a normal (125◦) and Coxa Vara (115◦) femur.

Diagnosing a cam using radiographs In the literature, three quantitative methods have

been proposed to differentiate between normal and cam type head-neck contours. These include

the triangular index, the head-neck offset (HNO) ratios and the α-angle. A simple search

in PubMed3 combining the term ‘hip impingement’ with either ‘head-neck offset’, ‘triangular

index’ or ‘alpha angle’ generates 128, 12 and 288 search results respectively. This highlights the

dominance of the α-angle as the most used metric for quantifying the sphericity of the head-neck

junction. First, all three metrics will be briefly introduced, although the rest of the chapter will

focus on the benefits and limitations of the conventional α-angle.

Introducing the α-angle The α-angle was first introduced by Nötzli et al. (2002) on axial

MRI (with scans angled to be parallel with the neck axis). As depicted in figure 46a, it is the

angle formed between the femoral neck axis and a line connecting the head-centre with the

3PubMed (https://www.ncbi.nlm.nih.gov/pubmed/) is a popular search engine for medical and biomedical
literature. This specific search was performed in November 2016.
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first anterior point exceeding the head radius. Nötzli et al. (2002) compared the α-angle of 39

patients (with reduced internal rotation, groin pain and a positive impingement test) with 35

healthy controls. They measured group means of 74◦ and 42◦ respectively, and proposed the

intermediate value of 50◦ as a threshold that could distinguish between those with abnormal

and normal head-neck morphology.

Nötzli et al. (2002) describes that the oblique axial MRI view (used in their study) is similar

to lateral radiographs taken in parallel to the femoral neck. Due to their higher accessibility

and lower cost compared to MRI and other imaging modalities, the α-angle measure is used

predominantly in radiographs. Despite the suggestion by Nötzli et al. (2002), currently all

radiographic views (lateral and non-lateral) are used to measure the α-angle.

Introducing the triangular index Because the α-angle is sensitive to femoral rotation in

AP radiographs4, Gosvig et al. (2007) introduced a novel metric: the triangular index (R).

Figure 46b illustrates how to measure the index. First, a circle is fitted to the femoral head,

with its HJC intersecting with the femoral neck axis. At 1
2 the radius (r) along the neck axis,

a line (H in the figure) is drawn perpendicular to the neck axis to the superior border of the

head-neck-junction. Using Pythagoras theorem, R can be calculated using the length of 1
2r, and

H, with R≥r+2mm being indicative of abnormal morphology.

In AP radiographs, with varying degrees of femoral rotation, the triangular index had

moderately improved reliability (according to the authors). Nonetheless, the medical community

was not persuaded to change metrics. The α-angle is simpler and faster in use, and patient

positioning becomes less of a concern when implementing the α-angle in radial and 3D methods.

Measuring the head-neck offset The head-neck offset (HNO), initially termed the anterior

head-neck offset (AOS), was introduced by Eijer et al. (2001) for use in frog-lateral radiographs.

As shown in figure 46c, three lines are drawn, namely: 1.) the longitudinal neck-axis, 2.) tangent

to the anterior neck and parallel to the neck axis, and 3.) tangent to the femoral head outline and

parallel to the neck axis. The head-neck offset (HNO) is defined as the perpendicular distance

between line 2 and 3, and can be normalised (i.e. HNO ratio) by dividing it with the femoral

head diameter (Eijer et al., 2001). The longitudinal neck-axis does not necessarily intersect with

the HJC, such that posterior positional head offset (if present) is taken into account.

In the original study, comparing 12 symptomatic hips with a convenience sample of 10

controls without hip problems, HNOs of 7.2±2.6 and 11.6±2.2 respectively were found, with

ratios of 0.21±0.03 and 0.13±0.05. Later studies, use a HNO ratio<0.15 to define anterior

impingement (Lim and Park, 2015). NB. rather than measuring the cam lesion per se, the HNO

ratio is a relative measure of thickness of the neck. Thus, many studies investigating cam lesions

will incorporate both the HNO ratio and the α-angle into their results.

Choosing the superior radiographic plane for measuring the α-angle The peak de-

formity of a cam lesion is accurately represented if the radiographic plane cuts through the peak

abnormality exactly, as is schematically depicted in figure 43b (p.125). Nevertheless, for use

4As discussed in detail from page 133 onwards.
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as a diagnostic tool only a binary outcome is required, i.e cam lesion present or not present.

This means that with the reported radial extension of the cam lesion ranging from 57◦ to 137◦

(Mascarenhas et al., 2016; Yanke et al., 2015; Rego et al., 2015), single radiographic measurements

may still have enough sensitivity to correctly diagnose the majority of cams lesions.

Different radiographic views are recommended in the scientific literature; including the 45◦

Dunn view (Meyer et al., 2006; Barton et al., 2011), the frog-leg lateral view (Clohisy et al., 2007;

Cavaignac et al., 2012) and the AP view (Gosvig et al., 2007). The variable location of the cam

established in radial and 3D studies (Plastow et al., 2016) can partly explain the discrepancy of

these findings, especially since the number of subjects included in these studies are relatively

small.

Discerning which radiographic views are predominantly used by researchers is difficult. An

estimation was obtained by reviewing the literature referenced in the introduction (Chapter 1).

Inspecting the cohort (table 2 on p. 26) and case-control (table 3 on p. 29) studies underscore

the popularity of the AP view, from the 12 cited studies:-

• 6 use AP radiographs (Doherty et al., 2008; Gosvig et al., 2007; Nelson et al., 2016; Agricola

et al., 2013; Nicholls et al., 2011; Thomas et al., 2014)

• 3 use cross-table lateral radiographs (Ecker et al., 2007; Şahin et al., 2011; Pollard et al.,

2013)

• 1 uses a 45◦Dunn radiograph (Barros et al., 2010)

• 1 uses radial MRI (Reichenbach et al., 2011)

Meyer et al. (2006) showed that the α-angle could vary as much as 30◦ within the same femur

using different radiographic views. In their cadaveric study, 11 aspherical femurs were compared

with 10 spherical ones using the AP, 90◦ Dunn, 45◦Dunn and the cross-table lateral view (both

with internal, neutral and external rotation). The α-angles were greatest in the Dunn (45◦)

view at 71±10◦, and worst in the cross-table lateral series, especially in external rotation at

51±7◦. Additionally, the authors warned against using the AP view, as despite measuring larger

α-angles in the aspherical group, a significant difference could not be detected between both

groups due to the large variance measured in this view (Meyer et al., 2006). This variance can

be partly explained by the sensitivity of the α-angle to femoral internal and external rotation

(Gosvig et al., 2007).

Radial and 3D shape analysis studies have established that the peak abnormality is predomi-

nantly located between 1 and 2hrs (for references review tables 38 and 39, p. 163). Different

radiographic views can detect cams at distinct locations. For example, the AP view roughly cor-

responding to 12hrs position, and it is therefore unsurprising that this view often under-estimates

the extent of a cam. As lateral view radiographs roughly representing the antero-superior region

(1 to 2hrs), they are deemed most appropriate to detect cams (Meyer et al., 2006; Barton et al.,

2011; Clohisy et al., 2007; Cavaignac et al., 2012).

Domayer et al. (2011) compared the 45◦ Dunn view and cross-table lateral view to radial MRI

(along the clock-face planes shown in figure 43a), to establish which radial plane these respective

radiographs had the highest Pearson’s correlation with5. In their study of 60 hips, including

5The Pearson’s correlation coefficient (r) values are interpreted using the following classifications; very weak (0
to 0.19), weak (0.2 to 0.39), moderate (0.4 to 0.59), strong (0.6 to 0.79) and very strong (0.8 to 1; Campbell and
Swinscow, 2011).
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45 with a super-threshold cam (i.e. α-angle>55◦) the Dunn view had a very strong correlation

(r=0.8) with the 1hr radial MRI plane, and the cross-table lateral correlated moderately (r=0.5)

with the 2hrs plane.

Increasing sensitivity by using multiple views? At an initial clinical assessment of the

hip both an AP and lateral view radiograph will be taken. Measuring the α-angle using both

views can increase the sensitivity as a clinical tool, because two cross-sections at different

locations are more likely to intersect with the variable location of a cam. In the before-mentioned

Domayer et al. (2011) study comparing radial MRI with both AP, cross-table lateral and Dunn

view radiograph, the AP view only detected 26/45 (58%), and both lateral views detected 35/45

(78%). When both views were used in conjunction the sensitivity was increased to 89% with

40/45 cams detected by either radiograph. The variable width and variable location of a cam,

explains how some cams can be detected by both or either view.

Nevertheless, even using multiple views cams can be misdiagnosed. For example, Dudda

et al. (2009) showed a sensitivity of only 65% using both an AP and cross-table lateral view.

They retrospectively compared both AP and cross-table lateral radiographs with radial MRI

from patients surgically treated for femoro-acetabular impingement (FAI), and 19/55 included

FAI patients (35%) had sub-threshold cams (<50◦) on both radiographic projections. With

radial MRI, elevated α-angles (max 56◦) were picked up for all of these 19 patients between

10hrs to 1hrs.

Limitations of measuring the α-angles in radiographs In a recent study (including 32

patients) by Konan et al. (2010), α-angles from frog-leg lateral radiographs were compared to

3D α-angles from CT. They showed that radiographs can both overestimate (18/32 cases) or

underestimate (14/32 cases) α-angles relative to 3D measurements. Underestimation can be

attributed to radiographic views missing the variable location of the cam, whereas overestimation

is thought to arise from both variable patient positioning, as well as errors inherent to manual

measurement.

Briefly, radiographic α-angles suffer from three main limitations: -

1. The radiographic planar views will often miss the (variable) location of the cam lesion.

2. Measuring the α-angle (using the same radiograph) has poor inter- and intra-individual

variability.

3. Recapturing the same type radiograph has poor inter- and intra- subject repeatability, i.e

radiographs are very sensitive to patient positioning.

The first limitation has been discussed extensively above, and was illustrated previously in figure

43b. The latter two limitations also apply for other radiographic parameters, and these will be

discussed further below.

Sub-par repeatability of radiographic parameters Radiographic α-angles are predomi-

nantly measured manually, which affects the precision (and thus repeatability) of the metric.

Some studies will use aids, such as computer programs or circles on transparent sheets (i.e.

Moses’s circles), to increase precision. Although, even in these cases the interpreter has to
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manually recognise the first anterior point exceeding the head radius.

Clohisy et al. (2009) assessed surgeons’ ability to correctly identify cams on radiographs.

Five specialist hip surgeons were asked to evaluate (at two separate occasions) whether a cam

exceeding 2 mm was present using AP, frog-lateral and cross-table lateral radiographs for a

sample of 25 control hips and 27 FAI patients. The intra-observer values were classified as

moderate using Cohen’s Kappa coefficient (k) 6 at 0.56, 0.60 and 0.55 respectively. Moreover,

inter-observer values were poor with k<0.46 for all views, strongly suggesting that the current

radiographic parameters are not reproducible.

Effect of patient positioning on radiographic outcomes Subtle rotations or shift in the

body during imaging are very likely to occur, and can affect resulting radiographs. Intra-patient

variability in femoral rotation and pelvic tilt complicates radiograph reproducibility, and has

a profound effect on resulting measurements. For example, Gosvig et al. (2007) studied the

effect of femoral rotation using 10 aspherical mounted femurs. Their study showed that 5◦ of

internal or external hip rotation affected measured α-angle by >10◦ in the AP view. This is a

unfortunate finding, considering that the frequency of >5◦ hip rotation is approximately 45% in

standing radiographs (see fig. 3 in: Maderbacher et al., 2017).

Differences in pelvic tilt mainly influence acetabular metrics (e.g. the CEA and measuring

retroversion). For example, slight anterior pelvic tilt complicates assessment of the cross-over

sign, because the lower part of the acetabulum will mimic the posterior wall on the radiograph.

When Dandachli et al. (2009) compared radiographic outcomes with 3D methods of assessing

true acetabular retroversion in 64 hips, the radiographic cross-over sign was found to have a

sensitivity of 92% (detected 24/26 truly retroverted hips), although specificity was only 55%

(24/41 detected hips had true retroversion; Dandachli et al., 2009).

Pelvic tilt affects radiographs frequently. For example, in a series of 84 radiographs, Siebenrock

et al. (2003) found that pelvic tilt ranged from -12◦ (posterior tilt) to 9◦ (anterior tilt). Moreover,

in a recent study by Kalberer et al. (2008) only 149 (14.7%) out of 1010 clinical radiographs had

neutral pelvic tilt.

The verdict on radiographic shape analysis As reviewed above, the medical consensus

is that radiographs can suffice for initial diagnostic purposes of cam type hip impingement.

Currently, 3D imaging methods are more expensive and require greater expertise. Additionally,

scanning time is increased for MRI scans, whereas with CT scanning high exposure to ionising

radiation is a valid concern. For these reasons, radiographs are still performed at an initial

clinical assessment, although precise diagnoses should be confirmed using MRI or CT imaging.

That said, Radiographs are not deemed suitable for use in investigative research concern-

ing cam lesions. Radiographic measurements have low precision and reproducibility. Three-

dimensional analysis is crucial to obtain information about the radial width and precise location

of the cam.

6Magnitude guidelines for Cohen’s Kappa Coefficient (k) are suggested to be; no agreement (<0), slight
agreement (0 - 0.20), fair agreement (0.21 - 0.40), moderate agreement (0.41 to 0.60), substantial agreement (0.61
- 0.80), almost perfect (0.81 - 1) agreement (Landis and Koch, 1977).
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5.1.2 Shape analysis using radial imaging

Radial imaging is one step up in dimensional complexity from cross-sectional imaging (i.e.

radiographs, oblique axial MRI, planar CT). Images are now provided in several planes, providing

greater detail relative to single-plane radiographs.

For assessment of the hip multiple images will be obtained intersecting with a best-guess

neck axis, as illustrated in figure 44 (p. 127). The number of images and rotational step size will

vary depending on the imaging protocol or study. Both CT and MRI modalities facilitate tilted

scanning, although MRI is favoured as it additionally allows for detection of soft tissue damage.

The basic principles behind both MRI and CT imaging are presented in section 6.2 (p. 170).

Benefits of radial imaging Radial imaging is more expensive, requires more expertise and

more time when compared to radiographs. Nevertheless, it still outperforms 3D reconstructions

in cost, expertise and time.

The sensitivity (and specificity) of the α-angle in radial MRI exceeds those of radiographs and

(planar) oblique axial MRI (Domayer et al., 2011; Rakhra et al., 2009; Audenaert et al., 2011).

In a recent study by Audenaert et al. (2011), the maximum 3D α-angles from CT segmented

bone models were compared with a multiple radial plane protocol (planes at hour intervals from

12hrs to 3hrs) and oblique axial MRI in a sample of 102 femurs. The Pearson’s correlation

coefficient7 was very strong at 0.88 (95%CI: 0.83-0.92) between the automated 3D method and

radial imaging, which is improved relative to the moderate to strong correlation of 0.60 (95%CI:

0.46 to 0.71) between the maximum 3D α-angles and oblique axial MRI.

Limitations of radial imaging Unfortunately, radial measurements are still planar in nature,

which means that spatial information about the cam is lost. Moreover, metrics (such as the

α-angles) are measured manually in each plane, with loss of precision and accuracy as a result.

Finally, the method of establishing the neck-axis is often a crude ‘best guess approach’, which

can affect the intra- and inter-observer repeatability when positioning the radial planes.

Similarity of radial imaging and 3D analysis By increasing the number of radial slices,

the precision of shape characterisation is improved. As a result, the difference between radial

analysis methods and 3D shape-analysis methods can be ambiguous. Interestingly, some studies

using 3D imaging methods will measure the α-angles in planar reconstructions rather than the

3D bone models themselves (e.g. Beaulé et al., 2005). It is assumed this is due to the familiarity

of planar methods, and this is expected to cease when automated 3D software packages become

both simpler in use and lower in cost. Using 3D bone models a far more accurate and consistent

characterisation of the anatomy can be made.

7The Pearson’s correlation coefficient (r) values are interpreted using the following classifications; very weak (0
to 0.19), weak (0.2 to 0.39), moderate (0.4 to 0.59), strong (0.6 to 0.79) and very strong (0.8 to 1) (Campbell and
Swinscow, 2011).
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5.1.3 3D shape analysis using bone reconstructions

Following both radiographic and radial shape analysis, 3D shape analysis is the final imaging

method to discuss. As illustrated in figure 47, using segmentation a 3D model of an anatomical

structure (eg. bone, muscle or tendon) can be constructed from either CT or MRI scans. The

available segmentation methods are explained in section 6.3 (p. 173 onwards). In the same

chapter, a comparison of the dimensional accuracy between MRI and CT segmented bone models

is outlined.

3D shape analysis using landmark-based morphometrics Post-segmentation, the com-

plex 3D shape of the bone models needs to be analysed. Morphometrics refers to the quantification,

and subsequent statistical analysis of these shapes (Hallgrimsson et al., 2015). Using basic

geometry, features of the 3D shape are translated into easier to interpret metrics such as distances,

ratios and angles. Recreating the standard radiographic metrics (e.g. NSA and CEA) into 3D

equivalents facilitates comparison to literature values. As a result of its ubiquity, radiographic

metrics are very well documented in the literature, with comparatively little data on 3D shape

characteristics available (Jóźwiak et al., 2015).

Most morphometry studies will use landmarks, i.e. discrete, identifiable and homologous

points on the anatomy, to generate various metrics (Hallgrimsson et al., 2015). Moreover, by

defining a reference plane using a set of landmarks, all further positional and orientation metrics

can be standardised. This means that they are measured relative to the established plane, which

removes any influence of the pelvis and femoral position during scanning on these measurements.

In contrast, as discussed previously, pelvic tilt can cause large measurement errors in acetabular

version measured on radiographs (Jóźwiak et al., 2015).

Defining reference planes Having a conventional reference plane in the scientific community

allows comparison, and integration of data and results across studies. Currently, there are two

pelvic reference planes predominantly in use, namely the APP and the TPP.

The anterior pelvic plane (APP) was first described in 1922, and as shown in figure 48, is

defined using the two ASIS landmarks and the two pubic tubercles (Dandachli et al., 2006). It

Figure 47: Segmentation of bone from CT. The simplified segmentation process of reconstruct-
ing 3D bone models from CT scans is shown. First, a subject is scanned using CT to produce a
planar image stack. Second, the regions of interest (ROI), in this case the pelvis and right femur, are
‘masked’ on all images. Finally, this mask is interpolated to create an accurate 3D rendering of the
bone. This figure was created using Mimics Medical 18.0 (Materialise, Belgium).
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Figure 48: The anterior pelvic plane and co-
ordinate system is defined using four anatomical
landmarks; L-ASIS, R-ASIS, L-PUBIS and R-PUBIS.

is the standard reference with computer-assisted surgery and positioning of THR implants.

The transverse pelvic plane (TPP) is an alternative pelvic coordinate system, recommended

by the international society of biomechanics (ISB) for use in motion analysis studies (Wu et al.,

2002). It is mainly used for reporting hip kinematics. The TPP is defined using both ASIS and

PSIS landmarks. In a recent study by Dandachli et al. (2006), the TPP is suggested as a superior

alternative to the APP for CT based surgical planning of THR. During surgery the patient is in

the lateral position, which complicates identification of both ASIS landmarks needed to establish

the APP. In comparison, both PSISs landmarks, needed for the TTP are easily palpable in this

position. As another advantage, using the TPP will facilitate combining of motion and imaging

data.

Femoral reference planes Femoral reference planes are often neglected. For example, when

measuring femoral head coverage from the acetabulum, the naive femoral position from the

supine scan is conventionally used. The ISB recommends a femoral coordinate system for use in

motion studies that is based on a line connecting the HJC and KJC, as well as a line connecting

the medial and lateral epicondyles (Wu et al., 2002).

In practise, the ISB femoral coordinate is not feasible, because either the knee scan is missing

altogether, or the epicondylar landmarks are difficult to identify. A scattering of alternative

reference planes are available for the proximal femur.

Limitations of landmark-based morphometrics The main limitations of 3D shape anal-

ysis are based on methodological flaws rather than the concept itself. This means future

innovations could eradicate these current limitations.

For example, the majority of 3D shape analysis studies implement manual landmarking,

which is needed because 3D data is complex and often noisy. As a result, landmark positioning

can vary between raters, or even drift over time for the same rater (Hallgrimsson et al., 2015).

In the future, improved automated landmarking methods could avoid this variability.

Secondly, landmarks are not always easy to identify. Choosing appropriate landmarks is

important, because some bony protrusions may be clearly visible on one subject, and much

harder to identify on another. Many of the anatomical landmarks currently in use (e.g. PSIS,

ASIS) do not represent geometric points, but rather a ridge of an uneven area between subjects.

Evidently, this affects the precision of the resulting data (Jóźwiak et al., 2015).
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Thirdly, it is unclear whether current reference planes have a consistent anatomical relation-

ship between subjects. Which implies, shape variation could be lost within the definition of

these reference planes. This is especially problematic for the pelvic reference planes in use, as

both are open to undesirable variation intra-individuals and between genders. Both reference

planes incorporate the ASIS landmarks, which are recent formations in pelvic shape; non-human

apes having much ‘flatter’ pelvises (Lovejoy et al., 2009; Hogervorst and Vereecke, 2014). The

iliac spines (including ASIS and PSIS) are unlikely to be under heavy evolutionary selection,

and are therefore expected to show considerable inter-individual variation. Moreover, there is a

known sex difference in the position of the spines (Coleman, 1969). Similarly, the pubic tubercles

that are integral of the APP definition also have undergone substantial change in recent human

evolution, and are likely to have even more intra-gender shape variation (Washburn, 1948). To

summarise, with substantial variation between genders and individuals within the definition of

current pelvic references planes, it is likely that shape variation is lost. Nevertheless, the APP

and TPP still facilitate the best comparison to literature values.

Finally, an additional problem with both the APP and TPP planes is that their relationship

with the standing position is unclear. This means that acetabular version and inclination

measured relative to these planes does not correspond to functional acetabular version and

inclination. For these reasons, many alternatives reference planes are being suggested in the

literature (Jóźwiak et al., 2015; Bouma et al., 2015; Haimerl et al., 2012).

Advantages of 3D shape analysis Three-dimensional shape-analysis from segmented bone

models improves the geometric understanding for both clinicians and researchers. It facilitates,

for example, differentiating between focal or global acetabular overcoverage, which is not possible

using planar methods.

There is a scarcity of studies that compare 3D morphometrics with direct measurements

from cadavers. An early study by Abel et al. (1994) found an average accuracy of 98% using 3D

CT reconstructions compared to direct cadaver measurements of acetabular version, femoral

version, and the NSA. Unfortunately, only one cadaver was included in their study. This ‘patient’

was positioned and rescanned in varying degrees of pelvic tilt and hip flexion, abduction and

rotation. The CT protocol used was very crude, with 3mm slices around the hip joint, and

10mm slices for the remaining pelvis, implying that the accuracy of current methods (generally

1-2mm slices throughout) could be further improved.

The potential of 3D shape analysis of the cam lesion During hip arthroscopy the radial

width of a cam is not clearly visible, nor can it be checked using surgical instruments (Rego

et al., 2015). As a result, residual deformity is the most frequent reason for arthroscopic revision

following cam osteochondroplasty. That said, post-operative fractures can also arise due to

cam over-resection (Ross et al., 2015b). 3D shape analysis has great potential in pre-operative

planning to prevent either incomplete resections or over-resections. The possibility of image-

based computer-aided arthroscopy further increases the potential of 3D shape-analysis methods

(Akiyama et al., 2013). Nevertheless, a complete three-dimensional understanding of normative

and abnormal head-neck contours is currently missing.
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5.2 Quantifying a cam in three-dimensions

3D analysis of a cam is essential to capture information on both its location, width, height and

curve shape (Kang et al., 2013), as illustrated previously in figure 43b (p. 125). Different 3D

cam detection methods have been established, being either adaptations of 2D methods (i.e. 3D

α-angle or 3D head-neck ratios) or tend to measure deviations from fitted shapes. All three

methods will be discussed further below.

5.2.1 Measuring deviations to a fitted geometric shape

There are a several studies that fit a geometrical shape to the femoral head and/or neck, and

then detect the cam by measuring the deviations from the actual bone contour to the ideal fit

(Audenaert et al., 2011; Kang et al., 2013; Yanke et al., 2015; Harris et al., 2013b, 2014).

Fitting a sphere to the femoral head In a method paper, Kang et al. (2013) introduce a

method to measure the cam lesion from segmented CT data, using a sphere-fit to the femoral

head. Their custom-written program allows quantification of mean bump height, volume and

radial location using deviations in the distance of the bone contour to the femoral head centre.

In a later study by the same group, Yanke et al. (2015) employed the method by measuring

the cam lesions volume and height retrospectively in 69 female and 69 male pre-operative cam

osteoplasty patients. The cam was defined using >1mm deviation of the measured radius of the

femoral head. The measured cam volumes differed significantly between males and females with

433±471mm3 versus 89±124mm3 (p<.001) respectively.

Comparing spherical shapes as ideal fit to femoral head The femoral head is known

to deviate from a perfect sphere, and as such, Harris et al. (2013b) compared 15 patient to 15

matched controls and fit both a sphere and a conchoid shape (i.e. an alternate type of spherical

shape) to the femoral head. Neither the rotational conchoid or sphere provided a perfect fit for

patients or controls. With the sphere, overall fit errors of 0.9±0.1mm (patients) and 0.7±0.2

(controls) were measured. Similarly, for the rotational conchoid, overall fit errors of 0.7±0.2

(patients) and 0.3±0.2mm (controls) were measured.

The authors postulate that both shapes facilitate a quantifiable distinction between cam

patients and controls. The maximum deviations found for the sphere-fit were 2.4±0.3mm

(mean±SE) versus 5.0±0.4mm (mean±SE) in controls (p=.001) and patients respectively. The

maximum deviations found for the conchoid fit were 1.8±0.3mm (mean±SE) versus 4.1±0.4mm

(mean±SE).

A sphere is a very close approximation of the femoral head, and is more intuitive and easier in

use than other geometric shapes. In a follow-up study on the same subjects (Harris et al., 2014),

radial and planar α-angles were compared to the statistical deviations measured previously. The

authors preferred their sphere-fitted data, as only those results were included in the new study.

Using both the femoral head and neck Audenaert et al. (2011) distinguishes itself by

fitting both a sphere to the femoral head and fitting an ellipsoid to the femoral neck. Cams were

defined as subject-specific deviations outside the 98% defined areas from the sphere-fit (femoral

138



Analysing femoral and pelvic morphology using medical imaging

head) and elipsoid fit (femoral neck), rather than using a specific threshold. 3D α-angles were

also measured to compare the two methodologies.

In their study 102 dry femur bones (non-arthritic, non-dysplactic, gender and age undisclosed)

of the osteological library of the Vrije Universiteit Brussels were investigated. They detected

a cam in 49 cases with a mean surface area of 326mm2±172mm2. They postulate that when

acquired accurately the 3D α-angle correlates significantly with the morphological detection

method. The 49 cam cases had a maximum 3D α-angle of 67.7◦ (range: 53.0 to 88.0◦), which

was significantly increased compared with the max 3D α-angle of 47.7◦ (range: 38.7 to 59.8◦)

measured in the 53 normal femurs.

5.2.2 Head-neck ratios

Masjedi et al. (2013a) used three-dimensional head-neck ratios to quantify the cam lesions. Bone

models segmented from CT data were compared between 24 cam patients (11 male) and 23

controls hips (10 male). A sphere was first fitted to the femoral head to establish a head centre

and radius. Then an initial neck-axis was manually identified. Through an iterative loop an

accurate final neck-axis was established; the current (initial) axis was perpendicularly sliced

at 1mm intervals, and for each slice the CoG was computed. A new axis was fitted on these

centre of gravity (CoG) points, and the process was repeated until the angle of change was

<1◦ between two consecutive axes8. Subsequently, the cross-sectional area (in mm2) is taken

along the neck-axis at the following distances from the centre: (B) 1
4 radius,(C) 1

2 radius, (D) 3
4

radius, and finally at (E) 1 radius. These cross-sections were divided by the cross-section at

the head centre (A), and were found to be significantly different at each level as well as when

compounded.

It is one of the few studies that establishes an accurate neck-axis, a step that is often not

elaborated on in other studies. Nevertheless, to our knowledge there are no follow-up studies

implementing the 3D head-neck ratios to distinguish between normal and abnormal morphology.

3D α-angles appear more intuitive in use, and are easier to visualise for both researchers and

clinicians.

5.2.3 Measuring 3D α-angles

3D α-angles have been measured frequently, though the precise methodology used to establish

these α-angles, and their radial location varies between studies9. Methodological variations are

seen in establishing the femoral sphere, defining the neck centre, defining the reference frame

(e.g. the clock-face nomenclature) and whether the angles are measured manually from radial

reformats or directly from the bone models.

3D α-angles will facilitate better comparison with values in the literature compared with other

proposed methods, and are intuitive in use. As explained previously, there were 3 independent

research groups that detected the cam lesion by measuring deviations from fitted shapes, namely:

group 1.) Audenaert et al. (2011),

group 2.) Kang et al. (2013); Yanke et al. (2015), and

8The method to establish the neck-axis in this PhD project is based on this paper.
9For references and details on methodological variations refer to table 39 (p. 163) in the discussion
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group 3.) Harris et al. (2013b, 2014).

Interestingly, two of those groups showed strong correlation of their method with 3D alpha-angles

(Audenaert et al., 2011) or radial α-angles (Harris et al., 2014).

5.3 The premise of the current study

To summarise, radiographic studies fail to recognise the complexity of the cam lesion. In contrast,

3D imaging methods are superior in their ability to detect the variable shape of the cam, although

the methodology is still evolving. Radiographic shape metrics are translated into 3D analogs, to

facilitate comparison to literature values and because clinicians and researchers have a good

understanding of normative values.

In the current study, we set out to perform 3D landmark-based geometric shape analysis

of pelvic and femur bone models segmented from both MRI and CT scans. The purpose is

to further elucidate the extent and size of the cam lesions, using 3D α-angles and investigate

3D versions of well-known metrics of the hip, including 3D versions of the NSA and CEA for

possible confounders in causing symptomatic cam-type hip impingement.

We will compare measurements between healthy volunteers and symptomatic cam patients.

And subsequently, the healthy control group will be subdivided into asymptomatic cams (CAM-)

and controls with a spherical femoral head (NORM-) to explore whether detected differences

(between patients and HVs) are likely to be associated with femoral head shape or clinical

symptoms.

5.4 Summary of methodology

An overview of the complete methodology used in the current thesis is provided in chapter 2

(p. 35 onwards). Here, a short summary of methods relevant to this chapter is provided. Briefly,

18 patients scheduled for cam reshaping surgery were recruited from the orthopaedic clinics of

Mr. Marcus Bankes (15/18) and Prof. Justin Cobb (2/18), and 1 further patient was recruited

from within our own research facility. 19 HVs, without a history of hip pain, were recruited

using poster and email advertising.

Segmentation methods and computing of morphometrics First, CT and MRI were

performed to asses the three-dimensional morphology of the hip joint for the patient group

and healthy volunteer group respectively. Secondly, Mimecs Medical 18.0 software (Materialise,

Belgium) was used to segment the images into 3D surface models. Thirdly, these bone models

were imported into the FAI modeller software (custom C++ program, written by Dr. Simon

Harris10). The software allows fitting of geometric shapes, axes and points (landmarks) to the

bone models, and calculates key variables from this.

Table 27 presents an overview of the morphometric outcomes, with the adjacent figure 49

outlining the anatomical landmarks used for all computations. Additional processing of 3D

α-angles, and metrics related to the cam lesion were performed using custom-written11 scripts

10Research Associate at the MSk lab, Imperial College London.
11All Matlab scripts used in this thesis were written by Antoinette Hardijzer.
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Figure 49: Landmarks used for 3D
morphometrics. The ASIS, PSIS, pu-
bis and epicondyle landmarks are shown
in a MRI segmented bone model. These
landmarks help establish the measure-
ments described in the adjacent table.
The figure further includes: the HJC de-
fined using a sphere fitted to the femoral
head, the neck axis, the KJC and the
mechanical axis.

Femoral Acetabular

measurements measurements

(nhv:npre) (nhv:npre)

Diameter Diameter

NSA Joint clearance

Max α-angle AS Version &

and location Inclination (19:17)

Start and end CEA

of cam (11:16) (19:17)

Width of Coverage of

cam (11:16) femoral head (19:17)

6 TPP and APP

(13:16)

PI (19:17)

Table 27: Morphometric outcome variables.
An overview of all morphometric outcome variables is
shown. Pelvic incidence was calculated in the OsiriX
image viewer, and all further morphometrics were
obtained using the FAI modeller software. Complete
data sets include 19 healthy controls (HV) and 18
patients (PRE) subjects. Due to missing data, some
data sets are reduced with the new group totals pro-
vided in the table.

in Matlab v2016b (Mathworks, USA). Refer to section 2.3.2 (p. 48) for detailed explanations of

all computations. Finally, the pelvic incidence (PI) was measured by Dr. Charles Rivière12 in

reformatted planar images using the OsiriX image viewer (Switzerland).

Regrouping subjects Subjects were redistributed based on morphology (CAM or NORMal)

and pain (+ = symptomatic; - = asymptomatic) into the NORM-, CAM- and CAM+ groups.

CAM morphology was defined using maximum α-angles (with supra-threshold cams defined as

>60◦ for males and >50◦ for females). Finally, although the study is underpowered to detect

gender differences, for completeness an exploratory comparison between all male and female

subjects was included for all metrics unrelated to the cam lesion.

Description of missing data values For all subjects in the study, a complete 3D bone

model of the proximal femur was available. However, for 2 patients and 6HVs the pelvic model

was incomplete. For a further 3 patients and 1HV, the distal knee scan was missing. Table 27

12Honorary clinical research fellow at the MSk lab, Imperial College London.
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includes the adjusted number of subjects for each measurement (if applicable). The angle

between the two pelvic reference planes (6 APP&TPP) was most affected, with the adjusted

count including 13HVs (10 male) and 16 patients (10 male).

Missing 3D α-angle measurements The data preparation of 3D α-angle measurements,

and description of missing 3D α-angle data is provided in detail in section 2.3.3 (starting on

p. 50), and specifically table 6 (p. 53). Briefly, the following subjects had hour data compromised

in the HV group; HV-7R (2hrs), HV-24R (3hrs), HV-33R (4hrs), HV-34R (9 and 10hrs), and in

the PRE group; PRE-13L (4,6,8 and 9hrs), PRE-32L (9hrs) and PRE-36R (3hrs).

5.4.1 Statistical analysis

All statistical analyses were performed using SPSS v23 (IBM, USA), and significance was set at

p<0.05 for all tests. Outcome variables were compared between the different groups, namely a.)

PRE vs. PRE, b.) CAM+, CAM- and NORM-, and c.) male vs. female.

Data variance and distribution Normality was tested using the Shapiro-Wilk test, with all

results presented in appendix tables 55 and 56 (p. 230). Data variance was tested with Levene’s

statistical test, with the results included in the appendix tables 57 and 58 (p. 232).

According a to normal or non-normal distribution, comparisons between two groups (i.e.

HV vs. PRE, male vs. female and symptomatic vs asymptomatic cam lesion metrics) were

performed using either a two-tailed independent t-test, or a non-parametric Mann-Whitney

test. The NORM-, CAM- and CAM+ groups were compared using a one-way ANOVA, with a

post-hoc Bonferroni analysis.

Finally, data from all groups was combined and the relationship (and its strength) between

certain variables was quantified using linear regression and Pearson’s correlation coefficient (r).

5.5 Results

Study demographics The subjects included here are identical to those presented in pre-

vious motion analysis chapters, with their group demographics presented in table 14 (p. 99).

Briefly, the dominant legs of 19 HVs (13M; all right dominant; 27±4yo; height=176±9cm)

were compared to the symptomatic legs of 18 pre-operative patients (12M; 12 right operated;

27±5yo; height=177±8cm). Our study was underpowered to detect gender differences, but

for completeness all male and female morphometrics (mean±STD) are included in appendix

section 3.2 (p. 231).

3D α-angles were not-normally distributed 3D α-angles (clockface) were not normally

distributed in the PRE group for: 3hrs (p<0.01), 4hrs (p<0.01), 5hrs (p<0.01) and 6hrs (p=0.04).

By reviewing the overall α-angles in figure 50 (p. 144), a clear positive skew is evident and

appears to be attributed to the variable extension of the cam lesion. At 3hrs, 6 male patients

(IDs: 6R, 13L, 15R, 19L, 32L, 37L) still have supra-threshold (> 60◦) cam values, whereas the

remaining 11 patients have a mean α-angle of 39±3◦. Patient 37L maintains this trend at hour
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4 and 5 with outlier values of 89◦ and 76◦ compared to averages of the remaining patients of

36±4◦ and 37±5◦ respectively. At hour 6, patient 15R presented as an outlier at 26◦ compared

to the average of the remaining patients at 38±3. The reasons for this outlier value are unclear.

For simplicity, all α-angles measured at hour positions, including the maximum α-angle out

of the 12 positions, were compared between groups using the non-parametric Mann-Whitney

test. All other 3D femoral and pelvic morphometric variables were normally distributed.

Dichotomising morphology into ‘normal’ and ‘cam’ Three new groups were established

based on morphology (NORMal or CAM) and a history of groin pain (+ or -). The maximum

α-angles in the anterior-superior (AS) quadrant were used to define morphology, with gender-

specific thresholds (>50◦ for females; >60◦ for males). The new demographics for the NORM-,

CAM- and CAM+ groups are provided in table 28.

Two patients were excluded from the CAM+ group with maximum α-angles (AS quadrant)

below the threshold chosen for this study. One female (ID:36R) had a maximum α-angle AS

of 45◦, and one male patient (ID:9L) had a maximum α-angle AS of 59.8◦. Patients were

only included in the PRE group if they were clinically recommended for arthroscopic cam

osteochondroplasty, and with previous studies using lower threshold values [e.g. <50◦ in the

pivotal Nötzli et al. (2002), or even as low as >45◦ in Rego et al. (2015)], it is possible that our

thresholds are too conservative. Alternatively, the impingement symptoms in these patients

could be partly attributed to confounding structural metrics.

NORM- CAM- CAM+

Total no. of subjects (n) 8 11 16

Male subjects [n (%)] 5 (63%) 8 (73%) 11 (69%)

Operated side na na 6L:10R

Age (mean±STD yo) 28±6 26±3 28±5

Height (mean±STD cm) 174±10 178±8 177±8

Table 28: Demographics of NORM-, CAM- and CAM+ groups. The NORM- and CAM-
groups are fractions of the HV group, and CAM+ is a subset of the PRE group. The group means
of age (p=.47) and height(p=.57) were not significantly different between groups, according to a
one-way ANOVA.

5.5.1 3D assessment of the head-neck contour

Maximum α-angles (overall) Figure 50 shows the 3D α-angles (measured 360◦ around the

femoral neck-axis) for all subjects. Furthermore, group averages are presented in figure 51, with

the dashed lines indicating the mean+1STD limits. The HV group had a maximum overall

α-angle of 58±9◦ (range = 45◦ to 78◦), at the average location of 1:36±1:12hrs (range = 8:56hrs

to 2:26hrs). Patients had a maximum overall α-angle of 69±13◦ (range = 50◦ to 100◦) located

at 1:14±1:24hrs (range = 8:44hrs to 2:36hrs).
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(a) Male patients (n=12) (b) Male HVs (n=13)

(c) Female patients (n=6) (d) Female HVs (n=6)

Figure 50: 3D α-angles, measured 360◦ around the femoral neck, are plotted radially against the
hour location. The PRE and HV groups were subdivided based on gender to produce 4 distinct
graphs. The left-hand sided legends contain subjects anonymised ID numbers. Cam lesion threshold
lines (dashed red lines) were added to the graphs for convenience, at 50◦ (for males) and 60◦ (for
females).
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(a) Average male 3D α-angles (b) Average female 3D α-angles

Figure 51: Average 3D α-angles are shown for the patients (–) and controls (–), with (a) males
on the left, and (b) females on the right. The dashed lines represent the mean±1STD limits (red
for patients; green for HVs).
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Overall AS quadrant

ID gender Max α-angle
(◦)

Location
(h:m)

Max α-angle
(◦)

Location
(h:m)

HV-30R F 44.5 8:56 43.1 1:10

PRE-36R F 49.8 8:44 45.2 1:22

PRE-12R M 75.8 11:08 75.2 1:54

Table 29: Comparing peak α-angles overall and within the AS quadrant. Three subjects
had their maximum α-angle located outside of the AS quadrant. Subjects PRE-36R and HV-30R
appear to have bimodally elevated α-angles, and subject PRE-12R appears to have a cam lesion that
is posteriorly extended.

Overall AS quadrant

ID gender Max clock α-
angle (◦)

Location
(hrs)

Max clock α-
angle (◦)

Location
(hour)

HV-30R F 44.4 9 42.2 1

PRE-36R F 47.9 9 45.9 1

PRE-23R F 48.5 9 42.2 1

Table 30: Comparing maximum α-angles in the clock-face As previously seen in table 29,
subjects HV-30R and PRE-36R appear to have bimodally elevated α-angles. In the clock-face
measurements this trend is also apparent for subject PRE-23R.

Maximum α-angles in the AS quadrant To better appreciate the structure of the head-

neck contour in the area of interest, only the peak α-angles in the AS quadrant will be further

discussed. The variation in location will be minimised, to allow for a smaller difference to be

detected.

For two patients (PRE-36R and PRE-12R) and 1 control (HV-30R), the overall maximum

α-angle was located outside of the AS quadrant (see table 29). Patient PRE-12R appears to

have posterior extension of a consistently sized cam lesion (see fig. 50). Posterior extension

has been reported previously (Khan and Witt, 2014; Yanke et al., 2015; Rego et al., 2015). In

contrast, both PRE-36R and HV-30R have a bimodality in their α-angles. Evaluating figure 50,

and specifically the female subjects shows an apparent trend of bimodality in elevated α-angles

around roughly 9hrs and 1:30hrs. This bimodality has been reported previously (Nakahara et al.,

2014; Mascarenhas et al., 2016).

Gender difference in α-angles The maximum α-angle in the AS quadrant was 10◦ (95%CI:3

to 18◦, p=.01) higher for the patient group (HV=58±9◦, PRE=68±14◦; see table 33). Figure 52b

presents the maximum α-angles in the AS quadrant graphically; notably values above the third

quartile tend to be males, and those below the first quartile tend to be female.

Gender specific means in the different groups are:

a.) HV males (n=13) : 61±8◦

b.) PRE males (n=12) : 75±11◦

c.) HV females (n=6) : 53±8◦

d.) PRE females (n=6) : 55±9◦

See appendix table 59 for gender-specific means of all variables.

α-angles at each hour location The mean α-angles for each hour location, and their

respective maximum are shown numerically in table 31 and graphically in figure 52a. The
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(a) 3D α-angles at hour intervals (b) Dotplot max α-angle AS

Figure 52: (a) α-angles at hour intervals. For each subject, the α-angle was calculated at
each hour location (i.e. 1hrs=30◦, 2hrs=60◦, 3hrs=90◦ etc). Group medians are depicted as red
circles (•) for patients, and green circles (•) for HVs. The IQR (i.e. 25% and 75% quartiles) zones
are illustrated with dashed lines (orange for patients; green for HVs). (b) Max α-angles (AS
quadrant). The dotplot includes patients on the left, and healthy controls on the right. Triangles
represent male subjects, and circles represent female subjects. For both groups, the solid lines depict
the median, first quartile (25%) and third quartile (75%).

incidence for finding the maximum at each given location is included.

The mode for both groups is 2 o’clock (i.e. the 60◦ position). For 16/18 patients, and 18/19

HVs, the maximum is located within the AS quadrant (i.e. hours: 12, 1, 2 and 3). For three

females (2 patients and 1 HV), a bimodality in elevated angles was found with the highest value

located at 9hrs, and their second highest at 1hrs, their data is presented in table 30.

Measuring variance at hour locations The variance, measured using the IQR, is highest

for HVs at hour 2 (IQR HV=15.5◦; IQR PRE=23.8◦) and highest for patients at hour 3 (IQR

PRE=30.5◦; IQR HV=6.6◦). For both groups, the lowest variance (HV IQR ranges from: 2.4 to

4.9◦; PRE IQR ranges: 3.0 to 7.5◦ ) falls within the roughly inferior half (hours: 4, 5, 6, 7, 8, 9

and 10). With reduced variance, the statistical power to detect possible differences would be

increased for the inferior half.

Significant differences within the superior half According to the Mann Whitney results,

as presented in table 31, a significant difference is detected in the superior half on the head-neck

junction from 9hrs to 2hrs. The cam lesion itself, bimodality of elevated α-angles for females (at

9 and roughly 1:30hrs), as well as the posterior extension of the cam are all thought to contribute

to the difference in α-angles found.

Nature of cam lesions The location of max α-angles AS was not significantly (p=.33)

different between patients (1:40±0:38hrs) and HVs (1:50±0:24hrs). Elevated angles appear to
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Location Incidence of max HV PRE p-value

hour nhv:npre median (IQR) median (IQR)

12 -:1 38.5◦ (36.3 to 43.8◦) 45.0◦ (38.2 to 57.5◦) .034

1 6:6 51.1◦ (45.2 to 54.2◦) 61.4◦ (51.4 to 66.4◦) .004

2 12:8 57.8◦ (45.1 to 60.6◦) 66.5◦ (48.9 to 72.7◦) .047

3 -:1 38.9◦ (36.4 to 43.0◦) 42.6◦ (37.4 to 67.9◦) .163

4 -:- 33.8◦ (32.8 to 35.1◦) 36.3◦ (32.7 to 37.5◦) .219

5 -:- 35.6◦ (33.8 to 38.7◦) 39.6◦ (33.6 to 41.1◦) .391

6 -:- 37.4◦ (34.6 to 37.6◦) 37.7◦ (36.0 to 39.7◦) .156

7 -:- 34.4◦ (32.9 to 36.2◦) 36.4◦ (34.1 to 39.8 ◦) .098

8 -:- 38.9◦ (36.5 to 40.0◦) 40.1◦ (38.4 to 41.5◦) 0.052

9 1:2 42.3◦ (40.8 to 43.4◦) 45.8◦ (44.3 to 47.6◦) <.001

10 -:- 40.4◦ (37.7 to 42.1◦) 43.1◦ (39.9 to 45.1◦) .044

11 -:- 37.5◦ (34.1 to 39.3◦) 41.2◦ (35.8 to 51.1◦) .036

Max na 57.8◦ (49.5 to 60.5◦) 68.3◦ (54.7 to 75.0◦) .016

Table 31: α-angles at each hour location (i.e. 1hrs=30◦, 2hrs=60◦, 3hrs=90◦ etc.) are provided
with median and IQR. The incidence of finding the maximum at each hour location is also provided.
Because some of the α-angles at hour positions (i.e. 3, 4, 5 and 6) were not normally distributed (see
appendix table 55), the difference between groups was tested with a Mann-Whitney U test, with
significance set at p<0.05. Significant results are shown in italic blue.

be found more superiorly for females, although the study is underpowered to investigate gender

differences. The gender specific means are:

a.) HV males (n=13) 1:56±0:20hrs,

b.) PRE males (n=12) 1:44±0:42hrs,

c.) HV females (n=6) 1:38±0:32hrs and finally,

d.) PRE females (n=6) 1:28±0:28hrs.

Table 32 provides the radial width and start/end locations of supra-threshold cams for 16 patients

(i.e. the CAM+ group) and 11HVs (i.e. the CAM- group). The radial width differed 41◦ (i.e.

1:22hrs 95%CI:15 to 67◦, p=.003) between groups. Radial width had a very strong correlation

(r=.87, p<.001) with the max α-angle. Figure 53a shows a bivariate scatterplot between the

radial width and max α-angle AS, with a linear regression trendline fitted to the grouped data.

Supra-threshold cam lesions started 29◦ (i.e. 58min) more superiorly (95%CI: -45 to -14◦) for

patients relative to controls. The supra-threshold cam endpoint was not significantly different

(p=.195) between groups at the roughly anterior position of 2:18±0:24hrs and 2:42±1:06hrs

for HVs and patients respectively. Radial width correlated very strongly with both the start

(r=-0.80, p<.001) and end location (r=0.84, p<.001), respective bivariate scatterplots are shown

in figure 53b and c.

CAM- (n=11)
mean±STD

CAM+ (n=16)
mean±STD

difference in means
(95% CI)

p-
value

Start location (◦) 43.9±13.5 14.5±22.6 -29.4 (-45.1 to -13.7) .001

End location (◦) 68.9±12.1 80.9±32.6 12.0 (-6.6 to 30.6) .195*

Radial width (◦) 26.0±18.1 67.4±45.0 41.4 (15.4 to 67.4) .003*

Table 32: Comparing supra-threshold cam lesions. Supra-threshold cams were compared
between HVs and patients, using a two-sided t-test, with equal variance assumed for the start location
of supra-threshold cams. Unequal variance (annotated with *) was assumed for the end location and
radial width. Significance was set at p<0.05, with significant results highlighted in italic blue.
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Figure 53: Bivariate scatterplot of radial width versus: (a) max α-angle AS; (b)start
of cam lesion; (c) end of cam lesion. Only subjects with a supra-threshold cam (α>60◦ for
males, and α>50◦ for females) were included. Using linear regression, trendlines were fitted to the
grouped data [(a) y=3.3x-169.7; (b) y=-1.4x+87.0; (c) y=1.3x-49.1].

HV
(mean±STD)

PRE
(mean±STD)

difference in
means (95%
CI)

p-
value

Femoral diameter (mm) 46.8±4.2 48.5±2.7 1.6 (-0.7 to 4.0) .163*

NSA(◦) 131.3±5.6 125.3±5.4 -6.0 (-9.7 to -2.4) .002

Max α-angle AS (◦) 58.3±8.9 68.4±13.8 10.2 (2.5 to 17.9) .011

Location max α-angle AS (◦) 54.9±12.4 49.7±18.7 -5.2 (-15.7 to 5.4) .326

Table 33: Femoral morphometrics compared between HVs and patients using a two-sided t-test.
Equal variance was assumed for most parameters, unless indicated with an asterisk (*; unequal
variance was assumed). Significant results (p<0.05) are highlighted in italic blue.

5.5.2 Comparing femoral and acetabular morphometrics

Table 33 and table 34 presents morphometric outcomes relating to the proximal femur and

pelvis respectively. Briefly, the following variables (other than those relating to the cam) are

significantly different between PRE and HV groups, with the patients having an:

1.) reduced neck-shaft angle (NSA),

2.) increased centre-edge angle (CEA),

3.) decreased approximate joint clearance,

4.) increased angle between the APP and TPP reference planes.

The same morphometrics, redistributed into the NORM-, CAM- and CAM+ groups, are presented

in table 35 (proximal femur; p.151) and table 36 (pelvis; p.151).

The neck-shaft angle The patients’ NSA is reduced by 6◦ (95%CI: -10◦ to -3◦, p=.002).

By decreasing the NSA, the relative distance between the acetabular rim and the head-neck

junction is thought to be reduced, making clinical impingement more likely (Bouma et al., 2015).

Figure 54 plots the NSA data versus the max α-angles (with female and male subjects depicted

distinctly). Moreover, a low NSA example from a patient, and a high NSA example from a

control are provided in the figure.
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HV
(mean±STD)

PRE
(mean±STD)

difference in
means (95%
CI)

p-
value

Acetabular diameter (mm) 51.7±4.5 51.3±3.2 -0.3 (-3.0 to 2.3) .790

Acetabular version (◦) 20.7±6.3 18.8±6.8 -1.9 (-6.3 to 2.6) .396

Acetabular Inclination (◦) 56.9±3.4 56.9±3.9 0.0 (-2.5 to 2.4) .990

CEA (◦) 24.0±4.8 27.6±5.7 3.6 (0.01 to 7.2) .049

Coverage(%) 70.3±6.2 71.9±6.7 1.6 (-2.9 to 6.0) .480

Joint clearance (mm) 4.8±1.0 2.8±1.1 -2.0 (-1.3 to -2.7) <.001

6 APP&TPP (◦) 2.9±4.8 7.5±5.8 4.6 (0.5 to 8.7) .029

Pelvic incidence (◦) 54.2±11.9 48.1±11.5 -6.1 (-14.0 to 1.8) .128

Table 34: Acetabular morphometrics compared between HV and PRE groups, using a two-sided
t-test. Significant results (p<0.05) are highlighted in italic blue.

Figure 54: Bivariate scatterplot: NSA vs. max α-angle AS. Subjects are presented with
green (controls) or red (patients) symbols, whereas triangles (male) and circles (female) distinguish
between genders. Furthermore, gender-specific group means±STD are included, and can be recognised
by the error-bars and darker colour. Examples of a low NSA (PRE-17R, 120◦) and high NSA (HV-2R,
136◦) are included on the left and right respectively.
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ANOVA NORM- CAM- CAM+ NORM- vs. CAM- NORM- vs. CAM+ CAM- vs. CAM+

p (mean±STD) (mean±STD) (mean±STD) p difference p difference p difference

Femoral diameter (mm) .381 46.5±4.1 47.0±4.4 48.6±2.9 1.00 -0.5 (-4.9 to 3.8) .639 -2.1 (-6.1 to 2.0) .922 -1.5 (-5.2 to 2.2)

NSA (◦) <.001 133.7±6.0 129.3±4.8 124.1±4.3 .194 4.3 (-1.4 to 10.0) <.001 9.5 (4.2 to 14.9) .029 5.2 (0.4 to 10.0)

Max α-angle AS (◦) <.001 50.6±5.8 63.8±6.1 70.4±13.1 .023
-13.2 (-24.9 to -

1.5)
<.001

-19.8 (-30.7 to -
8.9)

.299 -6.6 (-16.5 to 3.2)

Location max α-angle
AS (◦)

.257 48.6±12.9 59.5±10.3 50.4±19.8 .456
-10.8 (-29.5 to
7.8)

1.00
-1.8 (-19.2 to
15.6)

.471 9.0 (-6.7 to 24.7)

Table 35: Femoral morphometrics compared between NORM-, CAM- and CAM+ groups using a one-way ANOVA. Both the ANOVA outcomes
(2nd column), as well as subsequent Bonferroni results are included. Significance was set at p<.05, with significant results shown in italic blue.

ANOVA NORM- CAM- CAM+ NORM- vs. CAM- NORM- vs. CAM+ CAM- vs. CAM+

p (mean±STD) (mean±STD) (mean±STD) p difference p difference p difference

Acetabular diameter
(mm)

.844 51.1±4.5 52.1±4.8 51.4±3.3 1.00 -1.0 (-5.8 to 3.8) 1.00 -0.3 (-4.8 to 4.1) 1.00 0.7 (-3.3 to 4.8)

Acetabular version (◦) .277 22.8±5.2 19.1±6.8 18.3±6.8 .673 3.7 (-3.0 to 11.3) .355 4.5 (-2.6 to 11.6) 1.00 0.8 (-5.6 to 7.2)

Acetabular inclination
(◦)

.947 56.6±2.7 57.1±3.9 56.7±3.9 1.00 -0.5 (-4.8 to 3.8) 1.00 -0.1 (-4.1 to 3.9) 1.00 0.4 (-3.2 to 4.1)

CEA (◦) .017 22.1±3.5 25.4±5.4 28.4±4.9 .469 -3.2 (-8.9 to 2.4) .016
-6.2 (-11.5 to -
1.0)

.362 -3.0 (-7.7 to 1.7)

Coverage (%) .084 67.2±4.8 72.8±6.4 72.7±6.0 .161 -5.6 (-12.7 to 1.5) .121 -5.5 (-11.9 to 1.0) 1.00 0.1 (-5.9 to 6.1)

Joint clearance (mm) <.001 4.6±1.0 5.1±1.0 2.9±1.2 .934 -0.5 (-1.8 to 0.8) .003 1.7 (0.5 to 2.9) <.001 2.2 (1.1 to 3.3)

6 APP&TPP (◦) .094 2.3±5.0 3.7±4.9 7.6±6.0 1.00 -1.4 (-9.3 to 6.5) .131 -5.4 (-11.9 to 1.1) .446 -4.0 (-10.9 to 2.9)

Pelvic incidence (◦) .110 59.3±12.4 50.5±10.5 48.6±11.6 .325 8.8 (-4.7 to 22.3) .122
10.7 (-2.0 to
23.4)

1.00 1.9 (-9.6 to 13.4)

Table 36: Pelvic morphometrics compared between NORM-, CAM-, CAM+ groups using a one-way ANOVA. Both the ANOVA outcomes (2nd
column), as well as subsequent Bonferroni results are included. Significance was set at p<.05, with significant results shown in italic blue.
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The patients’ mean NSA is 125±5◦, with subject PRE-9L potentially having an outlier value

at 139◦. Comparatively, the controls’ mean NSA is 131±6◦, here the maximum value of 147◦ in

subject HV-7R deviates from the mean±2STD. It is difficult to interpret whether these outlier

values are representative of normal values or not, especially with the small sample size of the

current study,

A similar trend persists in the regrouped data, with both pain free groups having an increased

NSA compared to the symptomatic CAM+ group (124±4◦), with the:

1.) CAM-’s NSA increased by 5.2◦ (95%CI: 0.4 to 10.0◦, p=.03) at 129±5◦.

2.) NORM-’s NSA increased by 9.5◦ (95%CI: 4.2 to 14.9◦, p<.001) at 134±6◦.

For female subjects, the NSA appears effective, more so than the α-angle, at segregating

the subjects into their respective groups. Disregarding the low value of HV-26R at 122.5◦, a

cut-off value of 130◦ successfully separates the remaining subjects into their respective patient

(NSA<130◦) or control (NSA>130) groups.

Acetabular orientation and coverage Acetabular version (HV=21±6◦ vs. PRE=19±6◦,

p=.40) and inclination (HV=57±4◦ vs. PRE=57±4◦, p=.99) were calculated relative to the

APP, and were not significantly different between both groups. There appears to be a gender

difference in acetabular version, with acetabular version 5◦ (95%CI: -9 to -1◦, p=.03) reduced in

male subjects (n=24, 18.2±6.8◦), compared to female subjects (n=12, 23.2±4.4◦), according to

an independent t-test between genders. The gender-specific group means are:

1.) HV females (n=6): 25±2◦,

2.) PRE females (n=6): 21±6◦,

3.) HV males (n=13): 19±6◦, and

4.) PRE males (n=12): 18±7◦.

The CEA was 3.6◦ (95% CI: 0.01 to 7.2◦, p=0.049) increased in the patient group. Figure 55

provides two examples: a) patient with above average CEA (30◦), b) control with a below average

CEA (20◦). Furthermore, the figure visualises how the CEA was calculated in the current study;

the angle was measured using the average acetabular rim plane rather than a specific point.

Figure 56b shows a dotplot of the CEA data, with the median, first and third quartiles included.

The maximum and minimum values are both found in the patient group, with male patient

PRE-19L having a CEA of 40.7◦, and female patient PRE-36R having a value of only 15.3◦.

Femoral head coverage is a second measure of acetabular depth, calculated by projecting the

superior acetabular rim onto the femoral head surface, and then determining the percentage

of area that is covered. Overall coverage was not significantly different between both groups,

although it appears slightly increased in the patient group (HV: 69±8% vs. PRE: 72±7%,

p=.28). Figure 56a shows a bivariate scatterplot of CEA vs. femoral head coverage. A linear

regression trend line was fitted to the grouped data, and the variables have a very strong

Pearson’s correlation (r=0.81, p<.001).

Approximate joint clearance There were no significant differences between groups for the

femoral head diameter (HV=47±4mm vs. PRE=48±3mm, p=.16), or acetabular diameter

(HV=52±5mm vs. PRE=51±3mm, p=.79). Although, as anthropomorphically expected, both

the female femoral head diameter (n=12, 45±3mm) and acetabular diameter (48±3mm) were
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Figure 55: CEA examples: (a) patient with above average CEA, (b) control with below
average CEA. Several steps were performed to calculate the CEA. First, points were manually
placed on the acetabular surface (green; •) and along the acetabular rim (red; •). Secondly, a best-fit
sphere (shaded in green) was created using the surface points, with its centre shown a a green dot
(•). Thirdly, a best-fit circle (in pink) was fit to the rim points, with its orthogonal directional arrow
(in purple) also shown. Fourthly, the horizontal and vertical lines (black — ) were acquired using the
APP coordinate system. And finally, The CEA was measured between the vertical line through the
acetabular centre, and a line connecting this centre with the rim circle (pink line).

significantly smaller than those of males (n=24, femoral head=49±3mm, acetabulum=53±3mm),

with a -5.0mm (95%CI: -2.8 to -7.2, p<.001) reduction in femoral head size and a -4.5mm

(95%CI:-2.4 to -6.6mm, p<.001) reduction in acetabular diameter. Gender-specific group means

for the femoral head diameter and acetabular diameter are:

1.) HV females (n=6): femoral head=43±2mm, and acetabulum=48±2mm.

2.) PRE females (n=6): femoral head=46±3mm, and acetabulum=49±4mm.

3.) HV males (n=13): femoral head=49±4mm, and acetabulum=54±4mm.

4.) PRE males (n=12): femoral head=50±1mm, and acetabulum=53±2mm.

A relative measure of joint clearance, calculated by subtracting the femoral diameter from the

acetabular diameter, was significantly reduced by 2mm (95%CI 1.3 to 2.8, p<.001) in the patient

group. In the regrouped data, the joint clearance in the CAM+ group was reduced by 1.7mm

(95%CI:0.5 to 2.9.2, p=.003) compared to the NORM- group, and by 2.2mm (95%CI:1.1 to 3.3,

p<.001) compared to the CAM- group. The reduction in relative joint space width could signify

early joint damage and thinning of cartilage (Pollard et al., 2010).

Relationship between pelvic coordinate planes The relationship between the ISB rec-

ommended transverse pelvic plane (TPP) for motion studies, and the conventional anterior

pelvic plane (APP) used in orthopaedic research and surgical planning was explored. Because
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Figure 56: (a) Bivariate scatterplot of femoral head coverage vs. CEA. Both variables
representing acetabular coverage are included, and a linear regression line (y=70.3x-24.2) was fitted
to the grouped data. The strength of the linear relationship was tested using Pearson’s correlation
(r=0.81, p<.001). (b) CEA dotplot, including controls on the left (green) and patients on the
right (red).

both pelvic reference planes share two common points (left and right ASIS) in their definitions,

the angle between the planes could be measured. With a near perpendicular relationship, the

values were recorded as deviations from 90◦, with the results depicted in figure 57a. The angle

was significantly increased by 4.6◦ (95%CI 0.5 to 8.7◦, p=.029) for patients. For the regrouped

data, no significant difference (p=.09) was detected between the NORM- (2.3±5.0◦, n=7), CAM-

(3.7±4.9◦, n=6) and CAM+ (7.6±6.0◦, n=15) groups.

The two highest angles both belonged to patients, namely PRE-22R (female, 6 APP&TTP:19.3◦)

and PRE-17R (male: 6 APP&TTP:19.9◦). For each gender, an example of a high (patient) and

low (HV) angle is shown in a semi-transparent pelvic bone model in figure 58.

The 6 APP&TPP is thought to relate to the postural positioning of the lumbar spine, as

such the planar measurement of PI was added to the study. A dotplot of the PI data is shown in

figure 57b, with the PI being non-significantly reduced by 6◦ (95% CI: -14 to 2◦, p=.12) in the

patient group. Moderate and significant correlations were detected between the 6 APP&TPP

and the following three variables: PI (r=-0.40, p=.037), acetabular version (r=-0.52, p<.01)and

acetabular inclination(r=-0.45, p=.01).
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(a) 6 APP and TTP (b) Pelvic incidence

Figure 57: In both graphs, controls (green) are included on the left, and patients (red) on the right,
triangles and circles help distinguish between male and female subjects respectively. The median, as
well as first and third quartiles are depicted using black lines (–). (a) Dotplot angle APP and
TTP. The relationship between the TPP and APP was investigated by measuring the angle between
them, as illustrated with the example. Due to missing data, the dotplot includes data from the
13HVs (10M) and 16 patients (10M). (b) Dotplot pelvic incidence. The PI was measured using
manual planar methods. Data from 19 HVs and 17 patients are included.
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Figure 58: Examples of varying
angles between the two pelvic ref-
erence planes. Because the APP and
TPP have two points in common (left
and right ASIS) in their definitions, the
relationship between them could be mea-
sured as an angle. With an almost per-
pendicular relationship, the value was
recorded as its deviation from 90◦. The
subjects shown are: (a) male control
HV-28 = -3.7◦; (b) male patient PRE-
15 = +8.9◦; (c) female control HV-31
= -2.8◦; (d) female patient PRE-16 =
+12.0◦.
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5.6 Discussion

The key findings of this study strengthen the hypothesis that morphometric confounders are

important in differentiating between asymptomatic and symptomatic cam individuals, although

further research is needed with particular attention required to assess gender dimorphism.

Clinical impingement is thought to result from a multitude of factors (e.g. cam lesion, NSA,

hip-spine relations, femoral version and more). Although, for symptomatic impingement to

develop, not all factors are necessarily required. For example, an extremely large cam lesion is

at risk regardless of other morphological confounders, while for a small cam lesion, confounding

morphometrics can help determine the likelihood of symptom development and need for surgical

intervention.

Moreover, to our knowledge, this is the first study to quantify the cam lesion in 3D bone

models derived from MRI. This has tremendous potential for future studies, as MRI is a non-

invasive scanning method in contrast to CT that exposes patients to carcinogenic ionising

radiation. Our findings suggest that MRI can be used to quantify cam lesions in 3D, and

potentially replace CT as the conventional method. The quality of MRI derived bone models

will be further explored in the subsequent chapter (chp. 6, p.169 onwards).

5.6.1 Can the neck-shaft angle predict symptomatic impingement?

In the current study, the NSA varied between all three groups (NORM-=134◦, CAM-=129◦,

CAM+ =124◦), with symptomatic cams differing significantly from both NORM- and CAM-.

Moreover, second to the max α-angle, it appeared to be the best metric capable of distinguishing

between HVs and patients. Together, this indicates that the NSA could play a vital role in the

etiology of clinical hip impingement. Although, with the step-wise reduction when going from

NORM- to CAM- to CAM+, it is unclear whether reducing neck-shaft angles are associated with

the cam shape, clinical symptoms or both. Table 37 presents our findings alongside previous

results, although the methodology used to measure the NSA varied substantially between studies.

Study
asymptomatic cams de-
fined as:

CAM+ CAM- NORM-

[6 NSA (n)] [6 NSA (n)] [6 NSA (n)]

Current study

3D α-angles (AS quadrant).
Gender distinctive thresholds:
CAM-≥60◦ for males, and
CAM-≥50◦ for females.

124.1±4.3◦*†
(16)

129.3±4.8◦* (11) 133.7±6.0◦ (8)

Bouma et al. (2015)
Radial α-angle AS quadrant.
CAM->55◦. All subjects are
male.

131◦ range: 129◦

to 133◦ (13)
134◦ range: 132◦

to 136◦ (16)
131◦ range: 128◦

to 134◦ (7)

Ng et al. (2015)
Radial α-angle at 1:30hrs.
CAM->60◦. All male.

123±2◦*† (12) 127±3◦ (17) 128±2◦(14)

Ellis et al. (2011)
Cross-table lateral α-angle.
CAM-≥55◦.

na 124.2±5.8◦ (35) 125.4±4.1◦ (41)

Table 37: Comparing NSA findings. Significant findings are annotated with either an asterisk
(*= significant difference compared with NORM- group) or a dagger (†= significant difference
compared with CAM- group).

The results from Ng et al. (2015) are most similar to our own, with a reduced NSA in CAM+
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(n=12, NSA=123±2◦) compared to both CAM- (n=17, NSA=127±3◦) and NORM- (n=14,

NSA=128±2◦). Their methodology was CT based, although the NSA was measured in planar

views. Moreover, to subdivide healthy controls based on morphology, the α-angle was measured

on both an oblique axial plane (cam>50.5◦) and the 1:30hrs radial plane (cam>60◦) In a later

publication (Ng et al., 2016) the same group also showed (using similar methodology) that for

patients (n=20, 17M, 36±8yo) with bilateral cam lesions but unilateral symptoms, the unaffected

side had a significantly reduced NSA of 125±3◦ compared with 128±3◦ of the affected side.

Moreover, results from Bouma et al. (2015) also show a reduced NSA (although non-significant)

when comparing the CAM+ (n=13) group with the CAM-(n=16) group. From their publication,

it is unclear how the neck-axis was calculated, implying that the cam could have influenced the

position of the neck-axis consequently resulting in higher NSA values. For this reason, our study

attempted to exclude the cam area while approximating the neck-axis by including only CoG

points in the area distal to the cam lesion.

Finally, Ellis et al. (2011) also measured a slightly reduced (non-significant) NSA in the

CAM- group. To subdivide their controls, they measured α-angles in (recreated) cross-table

lateral views, with values ≥55◦ defining cam morphology. The NSA was calculated using a 3D

method based on the proximal shaft and neck-axis.

With the NSA differing by only a few degrees between groups, measurement uncertainties can

easily obscure this difference. Therefore, clinicians should be aware that these subtle differences

are easily missed when viewing radiographs visually. The robust 3D methods used in the current

study, especially in establishing the neck-axis, are essential for the NSA to become useful as a

diagnostic tool. In our study, the NSA was superior to the α-angle in distinguishing between

female patients or controls. Currently operative criteria are broad and based on subjective

symptoms and unreliable imaging data, and for this reason including the NSA during diagnosis

could help better inform surgeons on the need for surgery.

5.6.2 Could approximate joint clearance act as a marker for symptom devel-

opment?

By subtracting the femoral diameter from the acetabular diameter we established a parameter

to describe approximate joint clearance. Conventionally, JSW is measured on radiographs, and

indirectly represents cartilage integrity (Jessel et al., 2009). Interestingly, it does not diminish

with age in healthy controls (Lequesne et al., 2004). Furthermore, a hip with a minimum

(radiographic) JSW<2mm classifies as having OA (NICE, 2008). Minimum radiographic JSW is

related to the difference in femoral and acetabular diameter, although it can also depend on

the femur position relative to the acetabulum. Radiographic JSW and 3D approximate joint

clearance are comparable metrics, although not identical measures.

We found a significant 2mm decrease (p<.001) in the patient group (3±1mm) when compared

to healthy controls (5±1mm). This difference persisted when subjects were regrouped according

to morphology, with symptomatic cam patients having a significant 2mm decrease compared

to both asymptomatic cams and controls with normal morphology. Moreover, Pollard et al.

(2010) has previously shown that cartilage degeneration can occur before the onset of symptoms

in asymptomatic cams. This implies that approximate joint space width could act as a late
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predictive marker for symptom development.

One of the limitations of the current study is the age of the control subjects. It is possible

that some CAM- subjects could develop impingement type symptoms and early onset OA in the

near future. It is not within the scope of this project to ascertain this, but long term follow-up

of the asymptomatic cam hips with the lowest approximate joint clearance would facilitate

investigation of the predictive capability of this metric.

Reduced joint clearance in females For both patients (male: 2.9±1.4mm, female: 2.7±0.6mm)

and controls (male: 5.1±0.9mm, female: 4.4±1.2mm), we noted a trend in reduced approximate

joint clearance for females. Similarly, Lequesne et al. (2004) previously measured average joint

space width (using 3 measuring locations) on pelvic radiographs for healthy controls, and noted

a significant reduction (p=.02) for females (n=127, 4.1±0.9) when compared to males (n=96,

4.4±1.0mm). Nevertheless, with a significant reduction (-5mm, p<.001) in both femoral head

diameter and acetabular diameter for females, it is unclear whether this difference would persist

if radiographic JSW or approximate joint clearance was normalised to either the femoral or

acetabular head diameter.

5.6.3 Predicting functional acetabular orientation

Gender difference in acetabular version Version and inclination measurements were taken

with regard to the APP plane, to allow comparison to literature values. In accordance with

the literature, we noted a gender difference in acetabular version with a 5◦ reduction on male

subjects. Similarly, Vandenbussche et al. (2008), measured the acetabular version respective

of the APP plane in 50 male and 50 female controls, and found version angles of 18.8±5.4◦

(female) and 15.1±4.9 (male). Our respective values of 23.2±4.4◦ (female) and 18.1±6.8◦ (male)

are slightly higher, which could be due to differences in methodology. This gender discrepancy

could arise from a known shape difference in true pelvic width between genders.

Can the relationship between the APP and TPP predict functional acetabular

orientation? The APP limits the influence of pelvic position during image acquisition, and

consequently allows data normalisation to facilitate comparison between studies (Dandachli

et al., 2006). Nevertheless, it fails to incorporate functional pelvic position (i.e. degree of pelvic

tilt) during various functional activities. Moreover, pelvic posture is known to be highly variable

between individuals (Jóźwiak et al., 2015). This implies that functional acetabular orientation is

not the same as acetabular orientation respective to the APP.

The acetabular orientation (i.e. version and inclination) respective to the APP plane

varies significantly between individuals (Dandachli et al., 2006), so we wondered if there was a

relationship between TPP orientation and functional pelvis position. In our study we found a

moderate correlation between the 6 APP&TPP and acetabular inclination and version, which

strongly hints that the 6 APP&TPP is in part related to this functional orientation of the pelvis.

The pelvic incidence determines the pelvic range of motion (Boulay et al., 2014), although

unfortunately measuring PI in the 3D models was not feasible due to time constraints in the

current study. Using the planar measurement we found the PI was decreased in the patient
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group, but not significantly so. Nevertheless, it does moderately correlate with the 6 APP&TPP.

We postulate that the 3D method could detect a stronger correlation. For future work to achieve

this, the scanning protocol would have to ensure that the top of sacral slope is included in the

field of view.

Dandachli et al. (2006) also studied the angle between the transverse pelvic plane and the

APP. In their small study of 24 THR patients, the transverse plane was tilted forward by

14±7◦(range: 1 to 30◦). There is a slight difference in the calculation of the reference planes: in

our study the midPUBIS landmark was used for defining the APP and TPP, but Dandachli et al.

(2006) used the most anterior pubis, which would slightly increase the 6 APP&TPP. Regardless,

their results seem to support our findings with a relatively high 6 APP&TPP in their patient

group (although they did not include a control group). Functional pelvic position clearly has an

important part to play in the etiology of hip OA.

Both pelvic planes include substantial inter-individual variation Both pelvic reference

planes are vulnerable to undesirable variation between individuals and between sexes. This is a

result of the landmarks used for their definition. For example, both the APP and TPP use the

ASIS landmarks, which are recent formations in pelvic shape; non-human apes having much

‘flatter’ pelvises (Lovejoy et al., 2009; Hogervorst and Vereecke, 2014). For this reason, the iliac

spines are unlikely to be under heavy evolutionary selection, and consequently are expected

to show considerable inter-individual variation. Retrospectively, a more central reference line

such as the pelvic incidence would have allowed for more reliable observations of pelvic shape

and posture (in the motion part of the thesis). Unfortunately, in the segmentation protocol the

sacrum was not included, which meant that we could not add this measurement at a later stage.

Future work should aim to incorporate the sacrum in the imaging protocol to enable measuring

the PI using 3D data.

5.6.4 Coverage of the femoral head as possible confounder

In our study the CEA was significantly increased in the patient group (28±6◦ versus 24±5◦,

p=.049). On traditional radiographic measurements, the CEA is measured using a positional

point on the acetabular rim. Because the acetabular rim has a curvy progression with three

peaks and valleys (Vandenbussche et al., 2008), the value of the CEA is thus dependent on both

the pelvic tilt, and the degree of local curvature. In our study, we fit a plane to the acetabular

rim, and measured the CEA using that plane rather than the acetabular rim. Therefore our

metric is related to average overhang rather than focal overhang, as confirmed with the CEA

strongly correlating (r=0.81) with overall coverage.

Unfortunately, this does limit comparison to literature values, and use of the established

classification system. For the traditional CEA metric values between 20-40◦ are considered

normal, with <20◦ representing dysplasia and >46◦ protrusio. Values between 40-46◦ represent

a deep acetabulum (Wiberg, 1953).

The increase in global overhang as measured with our CEA indicates that it can act as a

confounding factor. Previous literature finding on the CEA are mixed. For example, Bouma

et al. (2015) measured the CEA at 1hrs between similar groups (NORM-, CAM-, CAM+).
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The NORM-group CEA (n=7, 19◦, range 14-24◦) was different from both the CAM- (n=16, 6◦

range:1-11◦, p=.014) and CAM+ (n=20, 8◦ range:2-13◦, p=.052) groups.

5.6.5 Data pooling limits the integrity of hip research

Patient recruitment is a difficult process, and to increase subject numbers, researchers are

persuaded to group together both sexes and/or include bilateral hips of the same individual.

Nevertheless, this pooling of data can have some unfortunate consequences.

For example, Khan and Witt (2014) included 57 hips of 42 patients (24 male,18 female).

By pooling some, but not all left and right hips it is unclear what the final gender ratio is.

Moreover, the left and right hip from the same individual have a symmetry in morphometric

values, although subtle differences are possible. Consequently, by pooling the data, the shape

metrics of some individuals, will contribute twice to the group means, and additionally the STD

is decreased with multiple paired values in the group. Overall, this results in unfair weighing of

certain individuals, resulting in biased statistics. Nevertheless, including (some) bilateral hips

appears to be common practice in the literature.

Moreover, there is a clear gender dimorphism in the shape of the proximal femur, and most

notably the pelvis. The true pelvis is the only part of the skeleton that is on average larger in

females than men. This is in part attributed to differential selection pressures, with only females

having the opposing pressures of child birth (requires large birth canal) and efficient bipedal

motion (requires narrow pelvis; Correia et al., 2005). The increase in width negatively impacts

the hip joint contact stresses for females, even though it is unclear how this further relates to

shape parameters (Kersnič et al., 1996). For this reason, grouping genders in medical studies

concerning the hip joints should be avoided when possible.

Predominantly due to the difficulty of patient and control recruitment, we chose to include

both males and females at the start of the study. Nevertheless, to limit the effect of gender in

our study, we applied gender distinct thresholds for the α-angles and briefly explored gender

differences for all variables. These results and all gender group means are included in the

appendix (see page 232). Based on our findings, we would recommend that genders are not

merged in future studies.

5.6.6 Methodological variation of studies using 3D α-angles

3D shape analysis of cam lesions is a relatively new method that is still being redefined and

standardised. Table 38 and table 39 provide an overview of previous studies13 that measured

radial α-angles or 3D α-angles respectively, in either a hip impingement patient group or HV

group. For simplicity, the radial positional location was normalised to the hour:min nomenclature,

with 12hrs expressing the superior location, and 3hrs the anterior location.

Reviewing columns 2 and 3 in these tables (38 and 39) shows great variation in methodology

used, with variation found in:

13Please note that several studies were omitted. Firstly, both Dudda et al. (2009) and Ross et al. (2015a)
divided their patients into subgroups based on secondary criteria (radiographic visibility and ice-hockey position
respectively), without providing overall patient means. Additionally, Konan et al. (2010) was omitted because the
3D analysis methodology was not disclosed, they measured a max α-angle of 65.1◦ in 23 patients (18M, 32yo
range 22-46). Finally, Ross et al. (2015b) was excluded as they only measured α-angles in post-operative patients.
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Clockface orienta-
tion established:

Methodology Subjects: Location cam Maximum α-angles

Beaulé et al.
(2005)

n/a
CT. Radial reformats every 3.6◦ in the
superior half. Manually measured α-
angles.

30 mixed impingement patients
(36hips; 13F; 41yo range: 25 to 54yo)

12 HVs (20hips; 7M; 37yo range:18
to 70yo)

n/a

Patients overall: 66±17◦

(male:73◦, female:59◦)

HVs overall: 44±4◦

(male:44◦, female:44◦)

Rakhra et al.
(2009)

12hrs at superior loca-
tion (precise definition
UD).

MRI. Radial planes through neck axis
at 12, 1, 2 and 3hrs. Manually mea-
sured α-angles.

41 patients (18M; 39±11yo)
Epicentre mode: 2hrs
(20/41), followed by 17
at 1hrs.

Patients: 71±14◦

Domayer et al.
(2011)

12hrs at superior loca-
tion (precise definition
UD).

MRI. Radial reformats at hour inter-
vals from 9hrs to 3hrs. Manually mea-
sured α-angles.

49 patients (60 hips; 31M; 28±10yo)

Epicentre mode at
1hrs (32/60), followed
by 13 at 2hrs & 11 at
12hrs.

Patients: 64±12◦ (range: 39
to 94◦)

Nepple et al.
(2012)

12hrs at superior loca-
tion (precise definition
UD).

CT. Radial reformats at 12, 1, 2 and
3hrs. Manually measured α-angles.

41 patients with mixed hip problems
(13M; 32yo range 14 to 51yo).

Epicentre mode at
1hrs (15/41), followed
by 14 at 2hrs & 9 at
12hrs.

60◦ (STD or range UD)

Harris et al. (2014)

A plane created with
the proximal-shaft axis
and neck-axis defined
12hrs.

CT. Radial reformats at 12, 1, 2
and 3hrs. α-angles measured semi-
automatically using custom matlab
script.

15 patients (1M; 26±7yo)

15 HVs (1M; 27±8yo)

Group epicentre at
1hrs.

Group epicentre at
1hrs.

Patients group max: 74±14◦

HVs group max: 56±9◦

Nakahara et al.
(2014)

The most prominent
point of the Adam’s
arch defined 3hrs.

CT with radial reformats at 15◦ inter-
vals. Manually measured α-angles.

49HVs (73hips; all female; 72yo
range:63 to 80yo).

Epicentre mean at 1:30
(h:m)

HVs: 46◦ (STD only provided
graphically)

Ross et al. (2014) UD

CT. DYONICS planning software
(Smith & Nephew, US). Radial refor-
mats at 7.5◦. Manually measured α-
angles.

48 patients (50 hips; 26M)
Epicentre mean at 1:15
(h:m)

Patients: 67◦ (range: 50 to
94◦).

Rego et al. (2015)
Tip of lesser trochanter
defined 7hrs

Radial MRI in 22.5◦ increments.
24 patients (24M; 30yo, range: 19 to
56)

UD 90.0◦ (STD UD)

Kohno et al. (2016)
Superior most point of
retrocondylar plane de-
fined 12hrs.

CT. Radial reformats at 30◦ intervals.
Manually measured α-angles.

24 HVs (4M; 75yo range:54 to 87yo)
Epicentre mode at
2hrs

HVs max group mean: 46◦

(range: 34 to 57◦).

Table 38: α-angles acquired using radial imaging. An overview of studies measuring α-angles using radial imaging (i.e. semi-3D method) is provided.
UD=undisclosed.
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Clockface orienta-
tion established:

Methodology Subjects: Location cam Maximum α-angles

Audenaert et al.
(2011)

n/a
CT. Ellipsoid and sphere-fitting to
femoral neck and head. Automated
α-angles.

Dry femur specimens (gender, and
age at death UD):
- 49 asymptomatic cams.
- 53 normal morphology.

n/a

CAM-: 68◦ (range: 53 to 88◦)

NORM-: 48◦ (range 39 to
60◦)

Masjedi et al.
(2012)

A plane created with
a line from lesser
trochanter to piri-
formis fossa and the
neck-axis defined the
12hrs.

CT. Analysis using 3-Matics software.
Neck-axis established using iterative
method, sphere-fit to femoral head.
Automated angles at 360◦.

18 patients
(8 hips from 5 males, 26 hips from 13
females)

26 HVs
(20 hips from 13 males, 17 hips from
13 females).

Epicentre mean:
1:06±0:22 (h:m)

Epicentre mean:
1:34±0:30 (h:m)

Patients: 69±10◦ (male:
74±11◦, female:63±6◦)

HVs: 53±5◦ (male:54±5,
female:53±2).

Milone et al.
(2013)

Lateral epiphyseal ves-
sel defined 12hrs.

CT. A2 surgical software. Sphere-fit
to femoral head. α-angles measured
auromatically at 7.5◦ increments.

100 hips (50M, 50F) from 91 patients
(29yo range: 16 to 55yo)

Epicentre mean at
1:23±0:43 (h:m)

Patients: 71±11◦ (male:
74±12◦, female: 67±12◦)

Khan and Witt
(2014)

Plane with mechanical
axis (KJC to HJC) and
neck-axis defined 12hrs

CT. Clinical graphics software.
Sphere-fit to femoral head. Auto-
mated α-angles measured at 30◦

intervals from 9hrs to 3hrs.

57 hip in 42 patients (24M; 38yo range:
16 to 58)

Epicentre mode: 2hrs
(26/57)

Patients: 65◦ (range: 51 to
86◦)

Bouma et al.
(2015)

ISB coordinate sys-
tems defined 12hrs.

CT. Clinical graphics software.
Sphere-fit to femoral head. Auto-
mated α-angles measured at 30◦

intervals from 12hrs to 3hrs.

13 patients (20 hips, all male, 31yo
range: 26-36yo)

23 HVs (25 hips, all male, 53yo
range:41 to 71yo)

group epicentre: 2hrs.

group epicentre: 1hrs.

Patient group max: 63◦

(range: 60 to 66◦)

HV group max: 57◦ (range:47
to 62◦)

Mascarenhas et al.
(2016)

The point directly op-
posite of the ligament
of Weitbrecht defined
12hrs.

CT. Clinical Graphics software.
Sphere-fit to femoral head. Auto-
mated α-angles, reported in 15◦

increments.

188 hips in 94HVs:
- 49 male (35±8yo)
- 45 female (34±5yo)

Epicentre mean:
- males at 1:04 (STD
UD)
- females at 1:32 (STD
UD)

Male HVs: 64◦ (STD UD)
Female HVs: 56◦ (STD UD)

Current Study

Plane with mechanical
axis (KJC to HJC) and
computed neck-axis de-
fined 12hrs

CT for patients. MRI for HVs. Cus-
tom made software (C++), sphere-fit
to proximal half of femoral head. Au-
tomated α-angles at 360◦

18 patients(12M,27±5yo)

19 HVs (13M, 27±4yo)

Epicentre mean at
1:40±0:38 (h:m)

Epicentre mean at
1:50±0:25 (h:m)

68±14◦

(male:75±11◦, female:55±9◦ )

58±9◦

(male:61±8◦, female:53±8◦ )

Table 39: 3D α-angles acquired using 3D shape analysis. An overview of studies measuring 3D α-angle in segmented bone models is provided.
UD=undisclosed.
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Figure 59: Sphere fit distortion introduced by cam. In Harris et al. (2013b) a sphere was
fitted to the complete femoral head, as shown in blue on the left. Deviations to a fitted sphere
are included for both a control (middle) and patient (right). In the patient, the cam can be seen
distorting the ideal fit, leaving a proximal sliver protruding from the sphere. Moreover, from these
figures it is evident that a degree of smoothing was applied to the bone models used in their study.
Figure adapted from Harris et al. (2013b).

I.) processing of bone models (i.e. degree of smoothing),

II.) defining coordinate-systems (i.e. location measures),

III.) sphere-fitting technique,

IV.) definition of the neck-axis, and finally

V.) measuring α-angles (on bone models or radial reformats and step-size).

This is further complicated because many studies use commercial software, with a so-called black-

box effect. Four studies use commercial software, with Khan and Witt (2014); Mascarenhas et al.

(2016) and Bouma et al. (2015) using Clinical Graphics (Netherlands), and Milone et al. (2013)

using prototype A2 surgical. Unfortunately this means specific details of their methodology are

proprietary secrets, and thus unknown.

I. Processing of bone models It is ambiguous whether, and to what degree the segmented

bone models were processed. Bone models segmented using MRI or CT often have a noisy

surface, partly resulting from the voxel size during scanning as well as difficulty recognising the

bone contour on the scans. Smoothing techniques can be implemented to obtain an even surface.

However, with smoothing there is a risk of reducing the cam as well. Therefore, in the current

study, bone models underwent minimal smoothing. When viewing figures from the literature

(e.g. fig. 59) it is evident that smoothing has been applied, although the extent is often not

quantified in the methodology.

II. Defining coordinate-systems Most studies conform to having the superior location

defined as 12hrs, and anterior as 3hrs in the clock-face nomenclature. Nevertheless, subtle

differences in the exact definition can introduce variability into location results. Methods range

from using an anatomical landmark (i.e. a vessel, ligament bony protrusion) to defining a plane

(i.e. using the neck-axis and the mechanical axis, or the shaft axis). For 3D studies it is clear

that the neck-axis should have a role in defining the plane, but the third point is still debatable.
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With many studies not having the data at the knee, the mechanical axis as used in the current

study might have limitations. For example the orientation of the mechanical axis changed with

the degree of bowdness in the femoral shaft. Regardless, there is a strong need of a simple,

consistent and robust method to facilitate better data comparison and sharing.

III. Cam affecting sphere-fit By fitting a sphere to the complete femoral head, a cam (if

present) will distort the ‘ideal’ sphere-fit. In figure 59 illustrative data from Harris et al. (2013b)

study shows this problem in the patient data set. As a result, measured α-angles could be

slightly reduced in the patient group relative to HV data. Secondly, when using an automated

program the protruding sliver at the proximal end could cause false α-angle readings around

180◦. In our study, we circumvent these problems by only using the proximal half (excluding the

fovea) to fit the sphere to. In the literature, we found only one other study Bouma et al. (2015)

that utilized this approach.

IV. Establishing a reliable neck-axis Similarly, care should again be taken to avoid the

cam having a distortion effect on the established neck-axis. The iterative method used in Masjedi

et al. (2012) appears robust. Unfortunately, for most other studies it is unclear how the neck-axis

was established per se, even though it is a vital part of the α-angle readings and their location.

With the vital role of the NSA in the impingement process, a robust definition of the neck-axis

becomes even more important.

V. Measuring α-angles Most radial studies measure the α-angle manually from the image or

reconstructed plane, which can affect its accuracy. Additionally, the step-size varies considerable

with readings occurring between 1◦ to 30◦ (i.e. 1 hour on the clock-face) steps. With a large step-

size, the peak deformity might be missed leading to underestimation of the deformity. This further

complicates setting of a threshold to differentiate between normal and abnormal morphology.

Finally it complicates measuring radial width. With improved automated segmentation methods,

and easy to implement commercial software it might become feasible for clinicians and researchers

alike to quickly and easily measure the 3D α-angles in 360◦.

5.6.7 Comparing 3Dα-angles with literature values

Mean patient α-angles reported by 3D studies appear consistent, with less variation relative to

previous planar reports. To summarise, the 3D measured α-angles are:

i.) 65◦ (range: 51◦ to 86◦) in 42 patients (Khan and Witt, 2014),

ii.) 68±14◦ in 18 patients (current study),

iii.) 69±10◦ in 18 patients (Masjedi et al., 2012),

iv.) 71±11◦ in 91 patients (Milone et al., 2013).

This consistency could result from improved accuracy of automated 3D methods, which would

facilitate meta-analysis across studies. That said, there is increased variability in the control

groups although this could in part be attributed to changes in gender ratios.

As expected, we found elevated α-angles between 11hrs to 2hrs, but also unexpectedly at

the 9 and 10hrs position. As many previous studies only investigated the AS quadrant, this
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(a) Posterior head-offset (b) Cam location

Figure 60: A. Illustrating posterior head offset. Illustrative data from subject HV-2R (male)
shows the femoral head centre (green dot) having a clear posterior offset relative to the neck-axis
(yellow dot). Unused CoG points are shown as red points. B. Illustrating cam location. The
processed 3D α-angles of patient (female) PRE-22R are shown, to illustrate that the peak deformity
(α-angle: 71.3◦) and cam centre (α-angle: 69.6◦) are distinct. The start and end of the cam lesion
were defined using the female 50◦ cut-off value. Locations in degrees: start lesion at 29◦, cam-centre
at 51◦, peak deformity at 63◦, end lesion at 73◦.

bimodality is something those studies could have missed. Moreover, there are a few previous

reports of this bimodality, with for example Mascarenhas et al. (2016) noticing significantly

(p=.04) elevated α-angles of female HVs (n=45 ,α-angle 10hrs =46.1◦ ) compared to male HVs

(n=49, α-angle 10hrs =44.4◦) at the radial 10hrs and 10:30hrs positions. And similarly, one of

the patients included in Domayer et al. (2011) had its maximum α-angle at 9 hrs.

We wonder if this bimodality at the posterior end could be a result of the head position

relative to the neck axis. The femoral head normally has a slight posterior offset (roughly 1mm)

from the femoral neck, with one study noting an increased posterior offset (1.8±1mm) in a

sample of 35 asymptomatic cam-type femora (Ellis et al., 2011). Figure 60a illustrates the

posterior offset, the femoral head is shown with both the position of the mean neck-axis and the

head-centre (HJC).

Radial location of the cam Establishing a precise location for the cam lesion is difficult,

with a consensual threshold currently lacking. Moreover, even with an arbitrary threshold, the

peak deformity does not necessarily line up with the centre of the supra-threshold cam as shown

in figure 60b: a cam lesion with 45◦ (1:30hrs) extension is shown, with the centre and peak

being 12◦ (24min) apart.

Conventionally, peak deformity is used to express radial location. It allows defining a location

for sub-threshold cams, and the value remains unchanged when using a different threshold.

Looking at previous results (tables 38 and 39), the average max deformity appears consistently

to be located between 1 and 2hrs, which is similar to our results of 1:40±0:38 for patients and
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1:50±0:25 for HVs.

Differences in location between studies could be attributed to either method discrepancies (as

mentioned above), or possibly due to differences in formation mechanics. High intensity athletic

participation during adolescence could attribute to the formation of a cam (Agricola, 2015), and

Ross et al. (2015a) additionally theorised that the type of hip mechanics during adolescence can

influence its final location. Ross et al. (2015a) discovered a significant difference between the

location of the cam lesion between two groups of collegiate ice-hockey players. The goal keepers

(n=44) and positional players (n=26) have distinct play styles, and also had the peak deformity

located at a significantly different location at 1:00hrs and 1:45hrs respectively.

Radial width of the cam lesion Several studies have investigated a cam’s radial width

previously (Rego et al., 2015; Yanke et al., 2015; Mascarenhas et al., 2016), although varying

definitions of a cam were used.

Rego et al. (2015) investigated 25 patients (24M; 30yo range: 19 to 56yo) using radial MRI

in 22.5◦ increments. Using a low threshold of α-angle>45◦ the average radial extension was 138◦

(i.e. 4:36hrs, range: 90 to 180◦). No relation between width and α-angle was detected, although

they noted an association between an anti-clockwise extension and increased radial width.

Yanke et al. (2015) investigated 138 patients (69M and 69F) using 3D CT analysis. The

start and end of the cam was defined as a >1mm deviation to a femoral head sphere-fit. They

noted significant (p=.02) gender based differences with male width of 112±35◦, and female width

of 87±65◦. The start location was similar (p=.6) between genders, with 11:23±0:46 (h:m) for

males, and 11:33±0:37 for females. The end location was non-significantly different (p=.14) for

males 3:05±1:20 and for females 2:27±0:45.

Finally, Mascarenhas et al. (2016) measured radial cam width in HVs (49M and 45F) using

three different α-angle thresholds (i.e. 50◦, 55◦, and 60◦). Based on the 50◦ cut-off male width

was 71◦ (range: 24 to 179◦) and female width 57◦ (83/90 hips included, range: 0 to 107◦). An

increase in max α-angle was found to correlate with an increase in radial width.

Our study is unique in using gender-based thresholds, and to show a difference between

symptomatic and asymptomatic subjects with supra-threshold cams. Similar to Rego et al.

(2015), we found that radial width correlates with a superior-posterior extension, and similar

to Mascarenhas et al. (2016) we found that radial width correlated with the max α-angle.

Consequently, our results highlight that radial width should be included in future studies, and

potentially diagnostic tools.

5.6.8 Combined anteversion suggested for further work

The NSA and acetabular overhang are not the only metrics implicated with reducing the

relative proximity between the acetabular rim and head-neck junction: both femoral version

and acetabular version also play an important role. In other words, increased femoral version

combined with decreased anterior coverage (i.e. increased acetabular version) are thought to

delay impingement by increasing the relative distance between the acetabular rim and head-neck

junction (Wyss et al., 2007; Brunner et al., 2010). To measure this effect Wyss et al. (2007)

established the β-angle in open-chamber MRI: with the hip in 90◦ flexion, it is the angle between
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the head-neck-junction, head centre and acetabular rim. Comparing 23 FAI patients (19M) to

40 controls (20M), the β-angle was found to be significantly decreased from 30±9◦ in controls

to 5±9◦ in the patients sample of (Brunner et al., 2010) later adapted this metric for use in

radiographs, and similarly found a decrease going from 39◦ (95%CI: 37 to 41◦) in their control

groups to 16◦ (95%CI: 13 to 18◦) in the FAI patients.

Initially, both acetabular version and femoral version were included as metrics in our

study. However, due to technical difficulties it was impossible to measure femoral version

using the included knee scans. Moreover, with a known gender difference in acetabular version

(Vandenbussche et al., 2008), our study design with mixed genders was limited in statistical

power to detect a difference in acetabular version. Even so, in our study acetabular version was

(non-significantly, p=.396) reduced by 1.9◦ for the patient group. Previously, Ito et al. (2001)

has noted a significant (p<.001) reduction in femoral version of their patient group (n=24; 12M;

version=9.7±4.7◦) relative to controls (n=24; 12M; version=15.7±4.4◦). Based on the previous

findings we would recommend future studies to incorporate these metrics as well for a complete

characterisation of FAI.

Conclusion Within the metrics included in our study, we found differences between patients

and controls in: approximate joint clearance, the NSA, the cam’s start location, the cam’s radial

width, and the 6 APP&TPP. The difference in 6 APP&TPP indicates the importance of using a

validated pelvic reference plane, and the need to bring the spine-hip unit into further cam lesion

research.
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Exploratory comparison of 3D bone

model constructed using MRI or CT:

a case study

6.1 Chapter objectives

MRI and CT are the two most widely used techniques to generate high resolution 3D images of

internal tissue. In the previous chapter (Chp. 5, p. 123 onwards) both MRI and CT were used

to produce 3D bone reconstructions, and to our knowledge it was the first study to quantify

cam lesions in 3D bone models reconstructed from MRI.

Currently, CT is the conventional imaging technique to create 3D data from skeletal tissue. It

is especially suitable for imaging bone because it is based on the same principles as x-ray imaging.

With clear image boundaries, the bone tissue can be segmented efficiently and automatically.

Moreover, it benefits from fast scanning time and low associated costs. This means that high

resolution images can be obtained in seconds, producing models of high geometric accuracy

(Wolbarst and Cook, 1999; Hallgrimsson et al., 2015). Its main limitation is exposure to

carcinogenic ionising radiation, which is particularly a concern when studying healthy volunteers.

Appropriately, in some countries, it is not allowed to scan subjects using ionising radiation unless

there are valid medical reasons (Rathnayaka et al., 2012).

MRI provides a good, and more importantly harmless, alternative to create high resolution

3D bone models. MRI benefits from having improved contrast between soft-tissues, which could

be implicated in clinical impingement as well. As a result, MRI has tremendous potential to

integrate both motion analysis and musculoskeletal modelling (e.g. using personalised segment

parameters including muscle lengths or joint centres). However the downside of improved tissue

visualization is the loss of clear tissue boundaries, which complicates automatic segmentation

approaches. Image resolution is correlated to both scanning time and magnetic field strength

(Hallgrimsson et al., 2015), which means that for a comparable resolution to CT, MRI protocols

require expensive magnets as well as increased scanning times (minutes versus seconds). Overall,

this results in increased cost and greater risk for movement artefact. Finally, optimising pulse

sequences to be appropriate for the tissue and region to be imaged requires specialised expertise.

169



Chapter 6

Figure 61: CT and MRI visualise bone dif-
ferently. An axial slice going through both hips
produced with MRI (top) and CT (bottom) illus-
trates how both imaging techniques visualise internal
structures, including the appearance of bone, differ-
ently. Both scans were produced as part of the study
described in chapter 5. Please note, that images are
not obtained from the same person.

Disregarding the advantages and limitations, it is still contested whether both imaging

modalities, using similar resolution, can achieve 3D bone models with comparable dimensional

accuracy (Ripley et al., 2017). Therefore, the chapter objective is to explore the dimensional

accuracy of 3D bone models constructed using MRI when compared to CT-derived bone models.

To achieve this, first the principles behind MRI and CT are explored. Secondly, the benefits and

limitations of various segmentation methods are considered. Thirdly, the literature concerning

the dimensional accuracy of bone models reconstructed using MRI and CT is examined. And

finally, a case study using data from 1 patient compares the dimensional precision of bone models

reconstructed with CT and MRI.

6.2 MRI and CT background

Both CT and MRI facilitate 3D imaging and assessment of internal structures of the body.

Interestingly, they were invented around the same time1 (1970s), although they are based on

vastly different physical principles. Consequently, images produced with CT and MRI have

different characteristics (Wolbarst and Cook, 1999), as illustrated by figure 61. The principles

behind both CT and MRI imaging are briefly outlined in the below side notes.

Side note: The basic principles of magnetic resonance imaging (MRI)

All protons, including the hydrogen proton, behave like tiny magnets. MRI exploits this

magnetic behaviour of the abundant hydrogen protons present within organic matter, to

obtain information about internal tissues.

Briefly, first MRI creates a strong magnetic field that lines up hydrogen protons (‘tiny

magnets’) present within the human body. Secondly, it uses an additional radio frequency

fields (i.e RF pulses) to influence the magnetization present within these hydrogen protons.

And finally, as the RF pulse ends, the scanner is able to detect the hydrogen protons

reverting back to their initial (pre RF-pulse) state. This decay varies between tissues, and

in this way MRI can distinguish between tissues on an image.

MRI uses the close interaction between electricity and magnetism (Farraday’s law)

1The first clear MRI image was obtained in 1970, and shortly after in 1972 the first quantitative CT scan was
made (Utkualp and Ercan, 2015).
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to generate the strong magnetic field, the radiofrequency pulse (RF pulse), and eventual

detection of the signal. This is all achieved using a set of two coils: the gradient coil and the

receiver/transmitter coil. By passing a steady electronic current through the gradient coil

a powerful magnetic field is established (i.e. an electromagnet), and similarly, a changing

(fluctuating at radio-frequency) magnetic field is generated using the receiver/transmitter

coil to generate the RF pulse. Finally, when hydrogen protons are reverting back to their

initial state, the change in their respective magnetic fields produces an electric current (i.e.

the MRI signal) within the receiver/transmitter coil.

To better understand how an image is created using MRI, first several magnetic properties

of protons need to be discussed:

1.) Field alignment. In the human body, protons are normally aligned in random directions,

although they can be temporarily aligned in parallel (or anti-parallel) to a powerful

magnetic field, and this is called field alignment.

2.) Precession. A second property of tiny magnets is precession about the applied magnetic

field. Precession is the ‘rotation of a rotating object’. For example, consider the wobbling

motion of a spinning top around the Earth’s gravitational axis, as illustrated in figure 62.

3.) Nutation. The angle at which this precession occurs is called the nutation angle. Nutation

is a third-order rotary motion and describes a change in this nutation angle. Following

classical Newtonian physics, this can be induced by ‘pushing’ along in the direction of

precession. Thus, to achieve nutation for the protons in a magnetic field, energy has to

be applied in resonance with the precession frequency (i.e. push in precession direction).

This resonance frequency can be predicted for any proton using the Lamor equation:

f = γβ, with β signifying the strength of the applied magnetic field, and γ signifying the

gyromagnetic ratio of an atom. The hydrogen, imaged using MRI, has a gyromagnetic

ratio of 42MHz.

The MRI signal is greatest when protons are precessing perpendicularly to the plane of the

receiver coil. Additionally, all protons need to precess in phase to amplify each other’s signal,

as otherwise the signals could cancel each other out instead. Prior to the RF pulse, the MRI

signal would be very weak, with protons precessing out of phase and having varying nutation

angles. Therefore, to achieve a stronger signal, cyclic RF pulses are used. Through nutation

it positions the precessing protons in the right plane for the receiver coil, and through its

cyclical nature it can achieve precession synchrony among all protons.(For instance, imagine

multiple children swinging out-of-synch on the playground, if they were cyclically pushed in

one direction ultimately the children would all end up swinging in phase.)

With typical MRI field strengths (β) varying between 0.1 to 3.0 Tesla, the resonance

frequency for hydrogen (f = γβ = between 42*0.1 to 42*3.0) lies between 4 to 128Mhz (i.e.

the FM radio portion). The amount of nutation achieved by a pulse of this frequency is

determined by the intensity and duration of the pulse.

When the cyclic RF pulse is switched off, a decay of MRI signal follows with the timing

of this decay being distinguishable between tissues. Shortly following the pulse, the MRI

signal will thus be strongest for tissues with the slowest decay. This relaxation is attributed

to two simultaneous processes restoring the hydrogen protons to their initial state, namely:-
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1. T1 relaxation, also known as longitudinal or spin-lattice relaxation, is the reduction in

nutation angle. That is, the protons re-align about the applied magnetic field.

2. T2 relaxation, also known as transverse or spin-spin relaxation, refers to the hydrogen

protons losing synchrony and precessing out of phase.

Similarly to radioactive decay, the MRI signal decay can be described using an exponential

formula: S=S0e-t/T1e-t/T2. With S representing the current MRI signal, and S0 the MRI

signal directly following the RF pulse.

By varying two parameters [repetition time (TR) and echo time (TE)] in these RF pulse

sequences, radiographers can produce stronger MRI signal for different tissues within the

sample. TR refer to the time in-between consecutive pulses, and TE refers to the time

between stopping the RF pulse and recording signal. Many different pulse sequences are

available (Hendee and Ritenour, 2003).

Figure 62: Explaining rotation, precession
and nutation. A children’s spinning top illus-
trates the three types of rotational motion protons
undergo in a magnetic field. 1. Rotation, first-
order motion, is cyclic rotation around its own
axis. 2. Precession, second-order motion, is ad-
ditional rotation about the magnetic field axis,
or in this example, the Earth’s gravitational axis.
3. Nutation, third-order motion, is a change in
the nutation angle (i.e. the angle of precession).
This is an original figure, although the concept
was found in Hendee and Ritenour (2003).

Side note: The basic principles of computed tomography

Like radiography, CT imaging uses x-rays which are known to be carcinogenic. Instead

of a single planar image, the scanner produces many images taken at different angles and

positions, and then uses computing power to combine this back to a three-dimensional

image.

Early generation CT scanners would use a slice-based system. At each slice, the radiation

source and opposite photon detector move in a rotary motion (360◦) around the subject,

taking step-wise measurements along the way. At each step, the radiation passes through

the body and is attenuated differently by various tissues, with the remaining radiation

being detected. The hounsfield scale is used to express the degree of x-ray attenuation of

various tissues. All these separate images (with the source and detector positions known)

are combined using an algorithm to produce a pixelated map of the current slice, with

the degree of x-ray attenuation known for each pixel. Subsequently, the scanner moves

incrementally down the body, repeating this process for each following slice. Eventually, an

image stack of axial plane images is created, and these can subsequently be combined again
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to form a three-dimensional map of voxels (Wolbarst and Cook, 1999).

The resolution quality (pixel size) of the axial images is determined by the number of

measurements taken at each slice, and the FOV of the scanned object. Please note that the

slice increments (i.e. step size) also influences the overall geometric accuracy of 3D images.

Current CT scanners employ more advanced techniques to minimise the radiation subjects

are exposed to, but the principles remain the same.

6.3 The process of segmentation

Both CT and MRI produce a planar image stack. Figure 63, shows the process of segmentation,

wherein a 3D model of an anatomical structure (eg. bone, muscle or tendon) is constructed from

these medical images. The resulting 3D models can be used for teaching purposes, personalised

implant-design, computer-aided surgical planning and more. In the first step of segmentation,

meaning is allocated to pixels belonging to the structure of interest for all images along a

plane, and subsequently these are interpolated to create an accurate 3D rendering. In practice,

segmentation is generally performed along two perpendicular planes, with the second view

enhancing structure recognition, as well as minimising the stepwise structure of the constructed

model.

6.3.1 Comparing manual, semi-automatic and fully-automatic segmentation

approaches

When allocating meaning to the various pixels on the images, object recognition and boundary

delineation are the two important steps that need to be performed (Falcão et al., 2000). In other

words, first the structure of interest needs to be identified, and subsequently its edges need to

accurately traced. Segmentation approaches can be manual, automatic or a combination of

both (i.e. semi-automatic). Below we will briefly describe the various approaches, and their

advantages and limitations.

Manual image segmentation During manual segmentation, the structure of interest (and

its edges) are manually identified and masked (or traced) for each image along a plane. It is the

Figure 63: Segmentation of bone from CT (duplicate). First, a subject is scanned using CT
to produce a planar image stack. Second, the regions of interest (ROI), in this case the pelvis and
right femur, are ‘masked’ on all images. Finally, this mask is interpolated to create an accurate 3D
rendering of the bone. This figure is a duplicate from figure 47 (p.135).
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simplest segmentation technique, and has been used in medical research for a long time. With

the user having full control, anatomical knowledge can be used to aid the segmentation process

in regions with overlapping structures of similar intensity, or regions with very little contrast.

This means that the user can react to changing image conditions to increase precision of the

resulting model. On the other hand, manual segmentation is very laborious, time consuming,

and unfortunately through its subjectiveness prone to high intra- and inter- personal variability

(DeVries et al., 2008; Rathnayaka et al., 2011). Moreover, as a result of the required expertise

and time, the method is also a costly one. That being said, with many 3D data sets being

complex and noisy, shape analysis often has to rely on manual segmentations.

Fully-automated image segmentation Several automated segmentation algorithms already

exist, with new algorithms continuously being developed for new purposes and to overcome

limitations within 3D image data sets. The appropriate algorithm to use will depend on the

image characteristics, as well as the tissue to be segmented.

Intensity thresholding is a widely used fully-automatic segmentation method: each pixel is

classed based on its grey-scale value into a group higher or lower than a set threshold (Sahoo

et al., 1988). As bone attenuates x-ray radiation strongly, it has a high value on the hounsfield

scale, making it an ideal structure to segment using intensity-thresholding algorithms. Although,

in practice it can be more complex, as different bone regions with varying signal intensities

having to be incorporated within the same model. Moreover, the thresholding technique is very

sensitive to metal artefacts that can distort the grey values of surrounding pixels (Barrett and

Keat, 2004).

The benefits of automatic segmentation include its efficiency and removal of subjective biases.

Moreover, with a fully-automatic process the associated cost are driven down, with less time

and expertise needed per scan. Many automatic algorithms are limited by their sensitivity to

changing image parameters, including signal noise, intensity inhomogeneities and poor contrast

between neighbouring tissues (Rusu, 2012).

6.3.2 Semi-automatic segmentation methods

Semi-automatic segmentation methods combine both user-input and automation, to achieve

the high segmentation precision of manual methods coupled with reduced segmentation time

through partial automation. Identifying boundaries of a structure is an easily programmable task,

but recognising the global shape is much harder to automate, because of missing global-shape

knowledge. For example, a person can easily recognise a balloon on a photo, but programming a

balloon recognition algorithm is very difficult. That said, once the global position of the balloon is

known, tracing its boundaries can be easily automated, with automatic recognition outperforming

manual tracing of the boundaries in accuracy (Falcão et al., 2000). Semi-automated segmentation

methods therefore often rely on user-input for object recognition, and utilise computing power

for boundary delineation. Region-growing and boundary algorithms are often used examples of

semi-automatic approaches.

Within MRI, tissue signal intensity varies within an image (Hendee and Ritenour, 2003),

making it harder to automate the segmentation process. A semi-automated method that can
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drastically reduce the manual MRI segmentation time is so-called live-wire segmentation. A

point on the object boundary is manually assigned, and a fast algorithm calculates all minimum

cost paths (i.e. paths with least variation in signal intensity) to all other points in the image.

Subsequently another point on the boundary is manually assigned, with the live-wire snapping

onto the appropriate boundary path between these two points (Falcão et al., 2000). If signal

intensity is highly variable in an image the user can position the boundary points closer to

each-other, or even over-ride the algorithm. Figure 64 illustrates of the livewire segmentation

process. To reduce segmentation time, it usually performed every 2-3 slices with computer

automatically interpolating the mask for the interim images.

Figure 64: Semi-automatic segmentation using live-wire. Bone is being segmented from MRI
using the live-wire algorithm in Mimics Medical 18.0 (Materialise, Belgium; commercial segmentation
software). In this example, the live-wire tool is employed every 2-3 slices in both the axial and
sagittal planes. The red line is the live-wire tracing the bone boundary, with the red square points
indicating user input. The coronal plane shows the respective outputs with perpendicular red lines.
Each image also shows the position of the other two intersecting planes (lines: green – for saggital,
orange – for coronal, red – for axial; A=anterior, P=posterior, T=top, B=bottom, L=left, R=right).

6.3.3 Constructing bone models from CT and MRI

As outlined above, bone can be segmented automatically using thresholding algorithms. Al-

though, when different bone regions are included, a single threshold will often not suffice for

an accurate segmentation. For this reason, CT segmentation of the hip is conventionally per-

formed semi-automatically with thresholding providing the initial contours, with a user manually

supplementing missing information, as well as separating areas of bone in close proximity (e.g.

proximal femur and acetabulum; Rusu, 2012).

Using MRI, image contrast is obtained through distinct T1 and T2 relaxation times between

tissues. Cortical bone has low hydrogen proton density coupled with a very short T2 relaxation

time (≈1.5ms), and as result produces a poorly detectable MRI signal through conventional

spin echo or gradient echo MRI protocols (Hendee and Ritenour, 2003; Horch et al., 2010).

Fortunately, a recognizable bone contour can still be obtained indirectly by using signal from

neighbouring tissues. That is, bone will appear black next to, for example, bright cartilage in

the joint region (Rathnayaka et al., 2012). Even so, automatic segmentation of bone from MRI

is still difficult, as outlined below. For these reasons semi-automatic (e.g. live-wire) and manual

approaches are the norm for segmenting bone from MRI.
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Non-uniform signal intensity T1 and T2 times are not unique for each tissue types, and

can easily be influenced by a variety of factors, including temperature (i.e. thermal noise) and

surrounding tissues (Hendee and Ritenour, 2003). As a results, different regions within the same

tissue can provide different signal intensities, making use of a thresholding algorithm impossible.

Changing bone-soft tissue interface The bone contour is recognised indirectly via signal

from surrounding tissues. For long bones, this is relatively easy around the shaft with a

simple bone-muscle interface. However at joint surfaces, the bone interface is shared with

muscle, fat, cartilage, synovial fluid, tendons and ligaments (Rathnayaka et al., 2012). Each

tissue has a distinct signal intensity, which makes precise bone contour recognition extremely

difficult. Moreover, even at cartilage-bone interface at joints surfaces the boundaries can become

blurred due the cartilage MRI signal being dependent on the angle it is scanned in (Xia, 2000).

Fortunately, with advances in ultrashort echo-time MRI protocols, cortical bone signal can

potentially be detected directly in clinical protocols (Horch et al., 2010).

Movement artefact Compared to CT, scanning time is increased significantly (from seconds

to minutes) for a similar resolution scan. As such, movement artefact is a valid concern during

MRI scanning. This is especially problematic for areas where motion cannot be restricted

(e.g. breathing; Hendee and Ritenour, 2003). Fortunately, when scanning the lower limbs, the

movement is easier to control, and the limbs can be fixed and splinted in place to minimise

movement occurring.

Partial volume effect Partial volume effect occurs when a single pixel contains more than

one tissue type, which means both tissues will contribute to the signal intensity. The problem

is not unique to MRI imaging, and is also problematic during CT imaging. It occurs on the

borders of two connected region, with blurred edges as a result and difficulty in determining to

which tissue it belongs (Rusu, 2012).

6.4 Comparing 3D bone models constructed using CT or MRI

Table 40 outlines previous studies comparing the accuracy (i.e. compared to ‘gold standard’)

or precession (i.e. compared to each other) between MRI and CT derived bone models. The

previous studies are scarce, and have conflicting results. Moreover, the methodologies used

varied significantly in imaging protocols, segmentation protocols, and even comparison methods.

Additionally, the majority of studies imaged small samples of pre-dominantly cadaveric bones,

and for some the studied bones were of animal nature.

Several studies compared (using ICP registration) both the MRI-derived and CT-derived

bone models to a virtual reference model known to have high dimensional accuracy (van den

Broeck et al., 2014; Rathnayaka et al., 2012; van Eijnatten et al., 2016). To allow comparison to a

‘gold standard’, all three studies had to investigate cadaveric bones. After dissecting and cleaning

the bones thoroughly, either an optical scanner (van den Broeck et al., 2014; van Eijnatten

et al., 2016) or mechanical contact scanner (Rathnayaka et al., 2012) produced a virtual model

known to have good accuracy. Both Rathnayaka et al. (2012) and van den Broeck et al. (2014)
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Study Dead or
alive?

Included samples
(species)

Methodology Key findings

Moro-oka et al. (2007) in vivo 3 knees, inc. distal fe-
mur and proximal tibia
(human)

MRI (0.4x0.4x1.0mm) vs. CT (0.4x0.4x1.0mm) com-
parison using Geomagic studio’s proprietary surface-
matching algorithm.

For both long bones the mean deviation is -
0.15mm (mean within-subject STD=0.63mm).

Lee et al. (2008) cadaveric 6 complete femurs
(porcine)

MRI (0.4x0.4x1.2mm) and CT (0.3x0.3x0.6mm) compar-
ison with ICP, and 3-point landmark registration.

Absolute mean deviations: ICP=0.7±0.1mm,
landmark-registration=1.1±0.3mm

White et al. (2008) cadaveric 10 distal femurs
(ovine)

Compared calliper measurement of real anatomy (cleaned
bones) with MRI (mean:0.8x0.8x0.8mm) and CT
(mean:0.4x0.4x0.8mm) derived and 3D printed bone mod-
els.

Absolute mean error (compared to clean bone):
MRI=2.2±2.4mm, CT:=0.6±0.4mm.

Rathnayaka et al. (2012) cadaveric 5 complete femurs
(ovine)

Gold standard (mechanical contact scanner) compared to
MRI (0.5x0.5x1.0mm) and CT (0.4x0.4x0.5mm) derived
bone models. Bone registration was achieved with ICP.

Absolute mean deviation (to cleaned bone):
MRI=0.23±0.02mm, CT=0.15±0.02mm.

van den Broeck et al. (2014) cadaveric 9 complete tibia (hu-
man)

Gold standard (optical scanner) compared to MRI
(0.4x0.4x1.0mm) and CT (0.4x0.4x0.6mm) derived bone
models. Bone registration was achieved with ICP.

Mean deviation to cleaned bone:
MRI=0.04±0.55mm (RMS=0.56mm), CT=-
0.50±0.23 (RMS=0.56mm).

Akiyama et al. (2013) in vivo 3 pelvic right hemi-
spheres (human)

MRI (1.0x1.0x1.0mm) and CT (0.7x0.7x2.0mm) compar-
ison with landmark-based registration.

Absolute mean difference=0.90mm (mean
within-subject STD=0.96mm)

van Eijnatten et al. (2016) cadaveric
(cleaned)

3 jawbones (human) Gold standard (optical scanner) compared to MRI
(0.5x0.5x0.5mm) and CT (0.3x0.3x0.6) derived bone mod-
els. MRI was performed using novel ultra short echo-time
pulse sequence. Registration via ICP.

All errors (compared to clean bone) <2mm
for MRI (95%<1.5mm) and <1mm for CT
(95%<0.5mm))

Table 40: Literature comparing CT and MR derived bone models.
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indicate comparable geometric accuracy between MRI and CT-derived bone models, whereas

van Eijnatten et al. (2016) reported that CT model (95% of error<0.5mm) had incrementally

improved accuracy when compared to MRI (95% of error<1.5mm).

Rathnayaka et al. (2012) compared bone models from five sheep femur. The virtual bone

models were created using MRI (slice thickness=1mm, pixel size=0.45 x 0.45mm), CT (slice

increment=0.5mm, pixel size=0.4 x 0.4mm) and compared to a mechanical contact scanner (step

size=0.025mm, resolution=0.3 x 0.3mm). After ICP registration, both the MRI-derived bone

model and CT-derived bone model were geometrically compared to the reference standard using

a point to point comparison method. CT had an absolute mean difference of 0.15±0.02mm, and

MRI models had an absolute mean error of 0.23±0.02mm. Statistically, no significant difference

was found between the MRI and CT deviations from the reference models. Moreover, through

repeated (three times) manual segmentation from MRI the authors showed that manual editing

of MRI did not affect repeatability of the method.

Similarly, van den Broeck et al. (2014) imaged 9 cadaveric human tibia (6 subjects; 3M;

70yo range:52 to 92yo) using a clinical protocol with MRI (slice increment=1mm, pixels=0.39

x 0.39mm) and CT (slice thickness=0.63mm, pixel size=0.39 x 0.39mm). The optical scanner

(with accuracy of 0.02mm) acted as a reference on cleaned bone tissue, although by scanning

the bone before and after cleaning, they did acknowledge that cleaning could have a shrinking

effect on the bone. Moreover, they found that CT on average overestimates the bone contour,

with a average error of -0.50±0.23mm (RMS error:0.55mm), while MRI slightly underestimates

the bone contour with an average error of 0.04±0.55 (RMS error: 0.56mm).

Finally, van Eijnatten et al. (2016) imaged 3 human jaw bones, that had previously been

dissected and cleaned rigorously. For this reason, they were the only study that imaged bone

without any soft-tissue covering, which was possible with their MRI protocol using a novel

ultrashort echo time RF pulse. Conventional MRI protocols can not detect cortical bone signal

directly. Nevertheless, surrounding tissues will normally influence the magnetisation properties

of the bone, and for these reasons it is unclear if their findings could be reproduced in vivo.

Comparing both the MRI and CT derived models using ICP to an optical scan of the cleaned

bone, showed that 95% of the absolute errors were below 0.5mm for CT, and below 1.5mm for

MRI. That said differences in resolution could possibly account for this difference in errors, with

MRI having 0.5x0.5x0.5mm voxels (cubic area=0.13mm3) and CT having 0.3x0.3x0.3mm voxels

(cubic area=0.05mm3).

Study premise Evaluating the literature (see table 40) shows a paucity in comparisons using

in vivo human bone. To our knowledge, the results from Moro-oka et al. (2007) and Akiyama

et al. (2013) involving 3 distal knee joint and 3 hemi-pelves respectively are the only ones.

Moreover, both van Eijnatten et al. (2016) and White et al. (2008) report reduced geometrical

accuracy from MRI derived bone models, even though the other 5 reviewed studies reported

comparable bone models. Overall, with the inhomogeneity in both acquisition protocols, as well

as segmentation procedures it is unclear how these findings would translate to the MRI protocol

developed as part of chapter 5 (p.123) coupled with manual segmentation. For these reasons,

it was important to include a preliminary comparison between the CT-derived bone models
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acquired using clinical scans, and the MRI-derived models acquired from the MRI protocol

described in section 2.3.1 (p.46).

6.5 Summary of methodology

An overview of the complete methodology used in the current thesis is provided in chapter 2

(p. 35 onwards), here a short summary of methods relevant to this chapter is provided. As part

of the overall PhD research, patients scheduled for cam reshaping surgery were recruited from

the orthopaedic clinics of Mr. Marcus Bankes and Prof. Justin Cobb. Data from one female

patient (ID: PRE-22R), with informed and written consent, will be analysed in the current

study.

Scanning protocols Patient PRE-22R underwent a pre-operative CT scan (Brilliance CT,

Philips, NL) as part of routine clinical care. The FOV included the top of the iliac crest to just

below the lesser trochanter. Slice increments were set at 1mm, with a slice thickness of 2mm,

and a (transverse )pixel size of 0.7mm.

Post-surgery the patient was scanned in the 3T MRI scanner (Magnetom Verio Sybgo MR

B17, Siemens, Germany; 40min scanning protocol) in Charing Cross hospital, London. The

MRI protocol and sequence were developed (in collaboration with experienced radiographers

Lesley Honeyfield2 and Karyn Chappell3) to obtain the best achievable isotropic voxel size

without compromising on scan duration and bone contrast. T1 weighted sequences, such as

VIBE are generally appropriate when investigating bone. Moreover, fat suppression was added

to exclude marrow signal. The protocol included a high-resolution scan for both proximal femurs

[duration=16min10s, FOV=400x100x256mm (xyz axes), isotropic voxels=0.7x0.7x0.7mm], and

additional scan capturing the complete pelvis [duration=6min22s, FOV=400x240x250mm (xyz

axes), voxels=0.9x1.5x0.8mm].

Segmentation protocols All segmentations were performed using Mimics Medical 18.0

(Materialise, Belgium), and post-segmentation the models were exported in STL format.

Segmenting from CT: First, the bone area was automatically masked using automatic intensity

thresholding with standard bone threshold values (i.e 1250-1295HU). Secondly, the femora and

pelvis were separated manually in the axial plane. And finally, all slices were thoroughly checked,

the bone shaft was filled, and if needed masks were corrected manually.

Segmenting from MRI: The pelvis and proximal femur were segmented from their respective

scans. An initial segmentation was performed semi-automatically using the livewire tool (see

fig. 64, p.175), and subsequently these were manually corrected slice by slice in the axial and

coronal planes. Finally, the bone models were wrapped based on the voxel size (0.9mm for the

pelvis and 0.7mm for the proximal femora).

Overlaying bone models The pelvic and proximal femur bone models were imported into

Artec Studio 11 (Artec 3D, Luxembourg), and the corresponding MRI and CT models were

2Senior Research Radiographer at the Imperial College Healthcare trust.
3Research radiographer at Imperial College London.
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manually positioned in rough alignment. Subsequently, the global registration tool was used to

obtain an ICP registration (Besl et al., 1992). Surface maps detailing between-model deviations

were created, and finally the mean deviations (signed distances), absolute deviations and RMS

deviations were recorded. Unfortunately Artex studio does not provide STD values.

Measuring morphometrics. The morphometric outcome variables from the previous chapter

(chp. 5, p. 123 onwards) were computed [using the FAI modeller software (C++) and Matlab

v2016b (Mathworks, USA)] for the left and right hip, using both the MRI and CT model. 3D

α-angles were computed radially in 360◦ around the femoral neck.

6.6 Results

General information This case-study involves a female patient (height = 1.64m; weight =

57.0kg; BMI = 21.2kg/m), 23 years of age when the CT scan was acquired. Hip arthroscopic

surgery to ressect a symptomatic bony cam lesion on the right hip was performed by Mr. Marcus

Bankes 150 days following the CT scan. A post-operative assessment, including MRI scan, was

performed 334 days following surgery.

The cubic area per voxel was calculated to facilitate comparison between CT and MRI

segmenting protocols. The CT scan has a transverse resolution of 0.75x0.75mm, with 1mm slice

increments, thus the cubic area per voxel is 0.56mm3. For MRI proximal femur protocol, with

axial resolution of 0.66x0.66mm, and slice increments of 0.70mm, the cubic area per voxel is

0.30mm3. Comparatively, the MRI pelvic protocol, with axial resolution of 0.83x0.83mm, and

slice increments of 1.50mm, the the cubic area per voxel is 1.04mm3.

Visual representation of 3D bone models Interactive 3D models of both left proximal

femora are included in figure 65. Using Adobe reader v.9 or higher, these 3D models can be

viewed from all angles, and there is a zoom capacity as well. Through viewing the model surfaces,

it is possible to compare and appreciate their similarities and differences.

Measuring deviations The deviations between the overlayed models is pictorially presented

for the left (untreated) femur in figure 66, and for the pelvis in figure 67. The colours indicated

where the MRI based model is greater (red) or smaller (blue) than the CT based model, with

areas with high overlap visualised in green. Table 41 provides the associated mean errors, mean

absolute errors and mean RMS errors. On average, the MRI based models are smaller than the

CT based models (-0.45mm for femur; -0.10mm for pelvis). Unfortunately, the software (Artec

studio) used to overlay the bone models does not provide corresponding STD values.

Mean error Mean absolute
error

Mean RMS er-
ror

Left femur (mm) -0.45 0.58 0.55

Pelvis (mm) -0.10 0.65 0.87

Table 41: Differences between CT and MRI-derived bone models. Negative values imply
that the MRI model is smaller than the CT model.
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Exploratory comparison of 3D bone model constructed using MRI or CT: a case study

(a) Reconstructed using MRI

(b) Reconstructed using CT

Figure 65: Interactive 3D model of the left proximal femur reconstructed from: (a)
MRI; (b) CT. Both models were segmented using Mimecs Medical 18.0 (materialise, Belgium).
Please click the image to activate 3D view, and use your mouse to spin, pan and zoom the images. This
capacity is included for Adobe reader v.9 and higher. Note that some computers can automatically
disable 3D content, unless the document is trusted. Furthermore, viewing is recommended using the
1 page view. The home (house) button will return you to the initial AP view.
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////////////////////////////////////////////////////////////////////////////////
//
// (C) 2012--today, Alexander Grahn
//
// 3Dmenu.js
//
// version 20140923
//
////////////////////////////////////////////////////////////////////////////////
//
// 3D JavaScript used by media9.sty
//
// Extended functionality of the (right click) context menu of 3D annotations.
//
//  1.) Adds the following items to the 3D context menu:
//
//   * `Generate Default View'
//
//      Finds good default camera settings, returned as options for use with
//      the \includemedia command.
//
//   * `Get Current View'
//
//      Determines camera, cross section and part settings of the current view,
//      returned as `VIEW' section that can be copied into a views file of
//      additional views. The views file is inserted using the `3Dviews' option
//      of \includemedia.
//
//   * `Cross Section'
//
//      Toggle switch to add or remove a cross section into or from the current
//      view. The cross section can be moved in the x, y, z directions using x,
//      y, z and X, Y, Z keys on the keyboard, be tilted against and spun
//      around the upright Z axis using the Up/Down and Left/Right arrow keys
//      and caled using the s and S keys.
//
//  2.) Enables manipulation of position and orientation of indiviual parts and
//      groups of parts in the 3D scene. Parts which have been selected with the
//      mouse can be scaled moved around and rotated like the cross section as
//      described above. To spin the parts around their local up-axis, keep
//      Control key pressed while using the Up/Down and Left/Right arrow keys.
//
// This work may be distributed and/or modified under the
// conditions of the LaTeX Project Public License, either version 1.3
// of this license or (at your option) any later version.
// The latest version of this license is in
//   http://www.latex-project.org/lppl.txt
// and version 1.3 or later is part of all distributions of LaTeX
// version 2005/12/01 or later.
//
// This work has the LPPL maintenance status `maintained'.
//
// The Current Maintainer of this work is A. Grahn.
//
// The code borrows heavily from Bernd Gaertners `Miniball' software,
// originally written in C++, for computing the smallest enclosing ball of a
// set of points; see: http://www.inf.ethz.ch/personal/gaertner/miniball.html
//
////////////////////////////////////////////////////////////////////////////////
//host.console.show();

//constructor for doubly linked list
function List(){
  this.first_node=null;
  this.last_node=new Node(undefined);
}
List.prototype.push_back=function(x){
  var new_node=new Node(x);
  if(this.first_node==null){
    this.first_node=new_node;
    new_node.prev=null;
  }else{
    new_node.prev=this.last_node.prev;
    new_node.prev.next=new_node;
  }
  new_node.next=this.last_node;
  this.last_node.prev=new_node;
};
List.prototype.move_to_front=function(it){
  var node=it.get();
  if(node.next!=null && node.prev!=null){
    node.next.prev=node.prev;
    node.prev.next=node.next;
    node.prev=null;
    node.next=this.first_node;
    this.first_node.prev=node;
    this.first_node=node;
  }
};
List.prototype.begin=function(){
  var i=new Iterator();
  i.target=this.first_node;
  return(i);
};
List.prototype.end=function(){
  var i=new Iterator();
  i.target=this.last_node;
  return(i);
};
function Iterator(it){
  if( it!=undefined ){
    this.target=it.target;
  }else {
    this.target=null;
  }
}
Iterator.prototype.set=function(it){this.target=it.target;};
Iterator.prototype.get=function(){return(this.target);};
Iterator.prototype.deref=function(){return(this.target.data);};
Iterator.prototype.incr=function(){
  if(this.target.next!=null) this.target=this.target.next;
};
//constructor for node objects that populate the linked list
function Node(x){
  this.prev=null;
  this.next=null;
  this.data=x;
}
function sqr(r){return(r*r);}//helper function

//Miniball algorithm by B. Gaertner
function Basis(){
  this.m=0;
  this.q0=new Array(3);
  this.z=new Array(4);
  this.f=new Array(4);
  this.v=new Array(new Array(3), new Array(3), new Array(3), new Array(3));
  this.a=new Array(new Array(3), new Array(3), new Array(3), new Array(3));
  this.c=new Array(new Array(3), new Array(3), new Array(3), new Array(3));
  this.sqr_r=new Array(4);
  this.current_c=this.c[0];
  this.current_sqr_r=0;
  this.reset();
}
Basis.prototype.center=function(){return(this.current_c);};
Basis.prototype.size=function(){return(this.m);};
Basis.prototype.pop=function(){--this.m;};
Basis.prototype.excess=function(p){
  var e=-this.current_sqr_r;
  for(var k=0;k<3;++k){
    e+=sqr(p[k]-this.current_c[k]);
  }
  return(e);
};
Basis.prototype.reset=function(){
  this.m=0;
  for(var j=0;j<3;++j){
    this.c[0][j]=0;
  }
  this.current_c=this.c[0];
  this.current_sqr_r=-1;
};
Basis.prototype.push=function(p){
  var i, j;
  var eps=1e-32;
  if(this.m==0){
    for(i=0;i<3;++i){
      this.q0[i]=p[i];
    }
    for(i=0;i<3;++i){
      this.c[0][i]=this.q0[i];
    }
    this.sqr_r[0]=0;
  }else {
    for(i=0;i<3;++i){
      this.v[this.m][i]=p[i]-this.q0[i];
    }
    for(i=1;i<this.m;++i){
      this.a[this.m][i]=0;
      for(j=0;j<3;++j){
        this.a[this.m][i]+=this.v[i][j]*this.v[this.m][j];
      }
      this.a[this.m][i]*=(2/this.z[i]);
    }
    for(i=1;i<this.m;++i){
      for(j=0;j<3;++j){
        this.v[this.m][j]-=this.a[this.m][i]*this.v[i][j];
      }
    }
    this.z[this.m]=0;
    for(j=0;j<3;++j){
      this.z[this.m]+=sqr(this.v[this.m][j]);
    }
    this.z[this.m]*=2;
    if(this.z[this.m]<eps*this.current_sqr_r) return(false);
    var e=-this.sqr_r[this.m-1];
    for(i=0;i<3;++i){
      e+=sqr(p[i]-this.c[this.m-1][i]);
    }
    this.f[this.m]=e/this.z[this.m];
    for(i=0;i<3;++i){
      this.c[this.m][i]=this.c[this.m-1][i]+this.f[this.m]*this.v[this.m][i];
    }
    this.sqr_r[this.m]=this.sqr_r[this.m-1]+e*this.f[this.m]/2;
  }
  this.current_c=this.c[this.m];
  this.current_sqr_r=this.sqr_r[this.m];
  ++this.m;
  return(true);
};
function Miniball(){
  this.L=new List();
  this.B=new Basis();
  this.support_end=new Iterator();
}
Miniball.prototype.mtf_mb=function(it){
  var i=new Iterator(it);
  this.support_end.set(this.L.begin());
  if((this.B.size())==4) return;
  for(var k=new Iterator(this.L.begin());k.get()!=i.get();){
    var j=new Iterator(k);
    k.incr();
    if(this.B.excess(j.deref()) > 0){
      if(this.B.push(j.deref())){
        this.mtf_mb(j);
        this.B.pop();
        if(this.support_end.get()==j.get())
          this.support_end.incr();
        this.L.move_to_front(j);
      }
    }
  }
};
Miniball.prototype.check_in=function(b){
  this.L.push_back(b);
};
Miniball.prototype.build=function(){
  this.B.reset();
  this.support_end.set(this.L.begin());
  this.mtf_mb(this.L.end());
};
Miniball.prototype.center=function(){
  return(this.B.center());
};
Miniball.prototype.radius=function(){
  return(Math.sqrt(this.B.current_sqr_r));
};

//functions called by menu items
function calc3Dopts () {
  //create Miniball object
  var mb=new Miniball();
  //auxiliary vector
  var corner=new Vector3();
  //iterate over all visible mesh nodes in the scene
  for(i=0;i<scene.meshes.count;i++){
    var mesh=scene.meshes.getByIndex(i);
    if(!mesh.visible) continue;
    //local to parent transformation matrix
    var trans=mesh.transform;
    //build local to world transformation matrix by recursively
    //multiplying the parent's transf. matrix on the right
    var parent=mesh.parent;
    while(parent.transform){
      trans=trans.multiply(parent.transform);
      parent=parent.parent;
    }
    //get the bbox of the mesh (local coordinates)
    var bbox=mesh.computeBoundingBox();
    //transform the local bounding box corner coordinates to
    //world coordinates for bounding sphere determination
    //BBox.min
    corner.set(bbox.min);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    //BBox.max
    corner.set(bbox.max);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    //remaining six BBox corners
    corner.set(bbox.min.x, bbox.max.y, bbox.max.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    corner.set(bbox.min.x, bbox.min.y, bbox.max.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    corner.set(bbox.min.x, bbox.max.y, bbox.min.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    corner.set(bbox.max.x, bbox.min.y, bbox.min.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    corner.set(bbox.max.x, bbox.min.y, bbox.max.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    corner.set(bbox.max.x, bbox.max.y, bbox.min.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
  }
  //compute the smallest enclosing bounding sphere
  mb.build();
  //
  //current camera settings
  //
  var camera=scene.cameras.getByIndex(0);
  var res=''; //initialize result string
  //aperture angle of the virtual camera (perspective projection) *or*
  //orthographic scale (orthographic projection)
  if(camera.projectionType==camera.TYPE_PERSPECTIVE){
    var aac=camera.fov*180/Math.PI;
    if(host.util.printf('%.4f', aac)!=30)
      res+=host.util.printf('\n3Daac=%s,', aac);
  }else{
      camera.viewPlaneSize=2.*mb.radius();
      res+=host.util.printf('\n3Dortho=%s,', 1./camera.viewPlaneSize);
  }
  //camera roll
  var roll = camera.roll*180/Math.PI;
  if(host.util.printf('%.4f', roll)!=0)
    res+=host.util.printf('\n3Droll=%s,',roll);
  //target to camera vector
  var c2c=new Vector3();
  c2c.set(camera.position);
  c2c.subtractInPlace(camera.targetPosition);
  c2c.normalize();
  if(!(c2c.x==0 && c2c.y==-1 && c2c.z==0))
    res+=host.util.printf('\n3Dc2c=%s %s %s,', c2c.x, c2c.y, c2c.z);
  //
  //new camera settings
  //
  //bounding sphere centre --> new camera target
  var coo=new Vector3();
  coo.set((mb.center())[0], (mb.center())[1], (mb.center())[2]);
  if(coo.length)
    res+=host.util.printf('\n3Dcoo=%s %s %s,', coo.x, coo.y, coo.z);
  //radius of orbit
  if(camera.projectionType==camera.TYPE_PERSPECTIVE){
    var roo=mb.radius()/ Math.sin(aac * Math.PI/ 360.);
  }else{
    //orthographic projection
    var roo=mb.radius();
  }
  res+=host.util.printf('\n3Droo=%s,', roo);
  //update camera settings in the viewer
  var currol=camera.roll;
  camera.targetPosition.set(coo);
  camera.position.set(coo.add(c2c.scale(roo)));
  camera.roll=currol;
  //determine background colour
  rgb=scene.background.getColor();
  if(!(rgb.r==1 && rgb.g==1 && rgb.b==1))
    res+=host.util.printf('\n3Dbg=%s %s %s,', rgb.r, rgb.g, rgb.b);
  //determine lighting scheme
  switch(scene.lightScheme){
    case scene.LIGHT_MODE_FILE:
      curlights='Artwork';break;
    case scene.LIGHT_MODE_NONE:
      curlights='None';break;
    case scene.LIGHT_MODE_WHITE:
      curlights='White';break;
    case scene.LIGHT_MODE_DAY:
      curlights='Day';break;
    case scene.LIGHT_MODE_NIGHT:
      curlights='Night';break;
    case scene.LIGHT_MODE_BRIGHT:
      curlights='Hard';break;
    case scene.LIGHT_MODE_RGB:
      curlights='Primary';break;
    case scene.LIGHT_MODE_BLUE:
      curlights='Blue';break;
    case scene.LIGHT_MODE_RED:
      curlights='Red';break;
    case scene.LIGHT_MODE_CUBE:
      curlights='Cube';break;
    case scene.LIGHT_MODE_CAD:
      curlights='CAD';break;
    case scene.LIGHT_MODE_HEADLAMP:
      curlights='Headlamp';break;
  }
  if(curlights!='Artwork')
    res+=host.util.printf('\n3Dlights=%s,', curlights);
  //determine global render mode
  switch(scene.renderMode){
    case scene.RENDER_MODE_BOUNDING_BOX:
      currender='BoundingBox';break;
    case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX:
      currender='TransparentBoundingBox';break;
    case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX_OUTLINE:
      currender='TransparentBoundingBoxOutline';break;
    case scene.RENDER_MODE_VERTICES:
      currender='Vertices';break;
    case scene.RENDER_MODE_SHADED_VERTICES:
      currender='ShadedVertices';break;
    case scene.RENDER_MODE_WIREFRAME:
      currender='Wireframe';break;
    case scene.RENDER_MODE_SHADED_WIREFRAME:
      currender='ShadedWireframe';break;
    case scene.RENDER_MODE_SOLID:
      currender='Solid';break;
    case scene.RENDER_MODE_TRANSPARENT:
      currender='Transparent';break;
    case scene.RENDER_MODE_SOLID_WIREFRAME:
      currender='SolidWireframe';break;
    case scene.RENDER_MODE_TRANSPARENT_WIREFRAME:
      currender='TransparentWireframe';break;
    case scene.RENDER_MODE_ILLUSTRATION:
      currender='Illustration';break;
    case scene.RENDER_MODE_SOLID_OUTLINE:
      currender='SolidOutline';break;
    case scene.RENDER_MODE_SHADED_ILLUSTRATION:
      currender='ShadedIllustration';break;
    case scene.RENDER_MODE_HIDDEN_WIREFRAME:
      currender='HiddenWireframe';break;
  }
  if(currender!='Solid')
    res+=host.util.printf('\n3Drender=%s,', currender);
  //write result string to the console
  host.console.show();
//  host.console.clear();
  host.console.println('%%\n%% Copy and paste the following text to the\n'+
    '%% option list of \\includemedia!\n%%' + res + '\n');
}

function get3Dview () {
  var camera=scene.cameras.getByIndex(0);
  var coo=camera.targetPosition;
  var c2c=camera.position.subtract(coo);
  var roo=c2c.length;
  c2c.normalize();
  var res='VIEW%=insert optional name here\n';
  if(!(coo.x==0 && coo.y==0 && coo.z==0))
    res+=host.util.printf('  COO=%s %s %s\n', coo.x, coo.y, coo.z);
  if(!(c2c.x==0 && c2c.y==-1 && c2c.z==0))
    res+=host.util.printf('  C2C=%s %s %s\n', c2c.x, c2c.y, c2c.z);
  if(roo > 1e-9)
    res+=host.util.printf('  ROO=%s\n', roo);
  var roll = camera.roll*180/Math.PI;
  if(host.util.printf('%.4f', roll)!=0)
    res+=host.util.printf('  ROLL=%s\n', roll);
  if(camera.projectionType==camera.TYPE_PERSPECTIVE){
    var aac=camera.fov * 180/Math.PI;
    if(host.util.printf('%.4f', aac)!=30)
      res+=host.util.printf('  AAC=%s\n', aac);
  }else{
    if(host.util.printf('%.4f', camera.viewPlaneSize)!=1)
      res+=host.util.printf('  ORTHO=%s\n', 1./camera.viewPlaneSize);
  }
  rgb=scene.background.getColor();
  if(!(rgb.r==1 && rgb.g==1 && rgb.b==1))
    res+=host.util.printf('  BGCOLOR=%s %s %s\n', rgb.r, rgb.g, rgb.b);
  switch(scene.lightScheme){
    case scene.LIGHT_MODE_FILE:
      curlights='Artwork';break;
    case scene.LIGHT_MODE_NONE:
      curlights='None';break;
    case scene.LIGHT_MODE_WHITE:
      curlights='White';break;
    case scene.LIGHT_MODE_DAY:
      curlights='Day';break;
    case scene.LIGHT_MODE_NIGHT:
      curlights='Night';break;
    case scene.LIGHT_MODE_BRIGHT:
      curlights='Hard';break;
    case scene.LIGHT_MODE_RGB:
      curlights='Primary';break;
    case scene.LIGHT_MODE_BLUE:
      curlights='Blue';break;
    case scene.LIGHT_MODE_RED:
      curlights='Red';break;
    case scene.LIGHT_MODE_CUBE:
      curlights='Cube';break;
    case scene.LIGHT_MODE_CAD:
      curlights='CAD';break;
    case scene.LIGHT_MODE_HEADLAMP:
      curlights='Headlamp';break;
  }
  if(curlights!='Artwork')
    res+='  LIGHTS='+curlights+'\n';
  switch(scene.renderMode){
    case scene.RENDER_MODE_BOUNDING_BOX:
      defaultrender='BoundingBox';break;
    case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX:
      defaultrender='TransparentBoundingBox';break;
    case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX_OUTLINE:
      defaultrender='TransparentBoundingBoxOutline';break;
    case scene.RENDER_MODE_VERTICES:
      defaultrender='Vertices';break;
    case scene.RENDER_MODE_SHADED_VERTICES:
      defaultrender='ShadedVertices';break;
    case scene.RENDER_MODE_WIREFRAME:
      defaultrender='Wireframe';break;
    case scene.RENDER_MODE_SHADED_WIREFRAME:
      defaultrender='ShadedWireframe';break;
    case scene.RENDER_MODE_SOLID:
      defaultrender='Solid';break;
    case scene.RENDER_MODE_TRANSPARENT:
      defaultrender='Transparent';break;
    case scene.RENDER_MODE_SOLID_WIREFRAME:
      defaultrender='SolidWireframe';break;
    case scene.RENDER_MODE_TRANSPARENT_WIREFRAME:
      defaultrender='TransparentWireframe';break;
    case scene.RENDER_MODE_ILLUSTRATION:
      defaultrender='Illustration';break;
    case scene.RENDER_MODE_SOLID_OUTLINE:
      defaultrender='SolidOutline';break;
    case scene.RENDER_MODE_SHADED_ILLUSTRATION:
      defaultrender='ShadedIllustration';break;
    case scene.RENDER_MODE_HIDDEN_WIREFRAME:
      defaultrender='HiddenWireframe';break;
  }
  if(defaultrender!='Solid')
    res+='  RENDERMODE='+defaultrender+'\n';

  //detect existing Clipping Plane (3D Cross Section)
  var clip=null;
  if(
    clip=scene.nodes.getByName('$$$$$$')||
    clip=scene.nodes.getByName('Clipping Plane')
  );
  for(var i=0;i<scene.nodes.count;i++){
    var nd=scene.nodes.getByIndex(i);
    if(nd==clip||nd.name=='') continue;
    var ndUTFName='';
    for (var j=0; j<nd.name.length; j++) {
      var theUnicode = nd.name.charCodeAt(j).toString(16);
      while (theUnicode.length<4) theUnicode = '0' + theUnicode;
      ndUTFName += theUnicode;
    }
    var end=nd.name.lastIndexOf('.');
    if(end>0) var ndUserName=nd.name.substr(0,end);
    else var ndUserName=nd.name;
    respart='  PART='+ndUserName+'\n';
    respart+='    UTF16NAME='+ndUTFName+'\n';
    defaultvals=true;
    if(!nd.visible){
      respart+='    VISIBLE=false\n';
      defaultvals=false;
    }
    if(nd.opacity<1.0){
      respart+='    OPACITY='+nd.opacity+'\n';
      defaultvals=false;
    }
    if(nd.constructor.name=='Mesh'){
      currender=defaultrender;
      switch(nd.renderMode){
        case scene.RENDER_MODE_BOUNDING_BOX:
          currender='BoundingBox';break;
        case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX:
          currender='TransparentBoundingBox';break;
        case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX_OUTLINE:
          currender='TransparentBoundingBoxOutline';break;
        case scene.RENDER_MODE_VERTICES:
          currender='Vertices';break;
        case scene.RENDER_MODE_SHADED_VERTICES:
          currender='ShadedVertices';break;
        case scene.RENDER_MODE_WIREFRAME:
          currender='Wireframe';break;
        case scene.RENDER_MODE_SHADED_WIREFRAME:
          currender='ShadedWireframe';break;
        case scene.RENDER_MODE_SOLID:
          currender='Solid';break;
        case scene.RENDER_MODE_TRANSPARENT:
          currender='Transparent';break;
        case scene.RENDER_MODE_SOLID_WIREFRAME:
          currender='SolidWireframe';break;
        case scene.RENDER_MODE_TRANSPARENT_WIREFRAME:
          currender='TransparentWireframe';break;
        case scene.RENDER_MODE_ILLUSTRATION:
          currender='Illustration';break;
        case scene.RENDER_MODE_SOLID_OUTLINE:
          currender='SolidOutline';break;
        case scene.RENDER_MODE_SHADED_ILLUSTRATION:
          currender='ShadedIllustration';break;
        case scene.RENDER_MODE_HIDDEN_WIREFRAME:
          currender='HiddenWireframe';break;
        //case scene.RENDER_MODE_DEFAULT:
        //  currender='Default';break;
      }
      if(currender!=defaultrender){
        respart+='    RENDERMODE='+currender+'\n';
        defaultvals=false;
      }
    }
    if(origtrans[nd.name]&&!nd.transform.isEqual(origtrans[nd.name])){
      var lvec=nd.transform.transformDirection(new Vector3(1,0,0));
      var uvec=nd.transform.transformDirection(new Vector3(0,1,0));
      var vvec=nd.transform.transformDirection(new Vector3(0,0,1));
      respart+='    TRANSFORM='
               +lvec.x+' '+lvec.y+' '+lvec.z+' '
               +uvec.x+' '+uvec.y+' '+uvec.z+' '
               +vvec.x+' '+vvec.y+' '+vvec.z+' '
               +nd.transform.translation.x+' '
               +nd.transform.translation.y+' '
               +nd.transform.translation.z+'\n';
      defaultvals=false;
    }
    respart+='  END\n';
    if(!defaultvals) res+=respart;
  }
  if(clip){
    var centre=clip.transform.translation;
    var normal=clip.transform.transformDirection(new Vector3(0,0,1));
    res+='  CROSSSECT\n';
    if(!(centre.x==0 && centre.y==0 && centre.z==0))
      res+=host.util.printf(
        '    CENTER=%s %s %s\n', centre.x, centre.y, centre.z);
    if(!(normal.x==1 && normal.y==0 && normal.z==0))
      res+=host.util.printf(
        '    NORMAL=%s %s %s\n', normal.x, normal.y, normal.z);
    res+=host.util.printf(
      '    VISIBLE=%s\n', clip.visible);
    res+=host.util.printf(
      '    PLANECOLOR=%s %s %s\n', clip.material.emissiveColor.r,
             clip.material.emissiveColor.g, clip.material.emissiveColor.b);
    res+=host.util.printf(
      '    OPACITY=%s\n', clip.opacity);
    res+=host.util.printf(
      '    INTERSECTIONCOLOR=%s %s %s\n',
        clip.wireframeColor.r, clip.wireframeColor.g, clip.wireframeColor.b);
    res+='  END\n';
//    for(var propt in clip){
//      console.println(propt+':'+clip[propt]);
//    }
  }
  res+='END\n';
  host.console.show();
//  host.console.clear();
  host.console.println('%%\n%% Add the following VIEW section to a file of\n'+
    '%% predefined views (See option "3Dviews"!).\n%%\n' +
    '%% The view may be given a name after VIEW=...\n' +
    '%% (Remove \'%\' in front of \'=\'.)\n%%');
  host.console.println(res + '\n');
}

//add items to 3D context menu
runtime.addCustomMenuItem("dfltview", "Generate Default View", "default", 0);
runtime.addCustomMenuItem("currview", "Get Current View", "default", 0);
runtime.addCustomMenuItem("csection", "Cross Section", "checked", 0);

//menu event handlers
menuEventHandler = new MenuEventHandler();
menuEventHandler.onEvent = function(e) {
  switch(e.menuItemName){
    case "dfltview": calc3Dopts(); break;
    case "currview": get3Dview(); break;
    case "csection":
      addremoveClipPlane(e.menuItemChecked);
      break;
  }
};
runtime.addEventHandler(menuEventHandler);

//global variable taking reference to currently selected node;
var target=null;
selectionEventHandler=new SelectionEventHandler();
selectionEventHandler.onEvent=function(e){
  if(e.selected&&e.node.name!=''){
    target=e.node;
  }else{
    target=null;
  }
}
runtime.addEventHandler(selectionEventHandler);

cameraEventHandler=new CameraEventHandler();
cameraEventHandler.onEvent=function(e){
  var clip=null;
  runtime.removeCustomMenuItem("csection");
  runtime.addCustomMenuItem("csection", "Cross Section", "checked", 0);
  if(clip=scene.nodes.getByName('$$$$$$')|| //predefined
    scene.nodes.getByName('Clipping Plane')){ //added via context menu
    runtime.removeCustomMenuItem("csection");
    runtime.addCustomMenuItem("csection", "Cross Section", "checked", 1);
  }
  if(clip){//plane in predefined views must be rotated by 90 deg around normal
    clip.transform.rotateAboutLineInPlace(
      Math.PI/2,clip.transform.translation,
      clip.transform.transformDirection(new Vector3(0,0,1))
    );
  }
  for(var i=0; i<rot4x4.length; i++){rot4x4[i].setIdentity()}
  target=null;
}
runtime.addEventHandler(cameraEventHandler);

var rot4x4=new Array(); //keeps track of spin and tilt axes transformations
//key event handler for scaling moving, spinning and tilting objects
keyEventHandler=new KeyEventHandler();
keyEventHandler.onEvent=function(e){
  var backtrans=new Matrix4x4();
  var trgt=null;
  if(target) {
    trgt=target;
    var backtrans=new Matrix4x4();
    var trans=trgt.transform;
    var parent=trgt.parent;
    while(parent.transform){
      //build local to world transformation matrix
      trans.multiplyInPlace(parent.transform);
      //also build world to local back-transformation matrix
      backtrans.multiplyInPlace(parent.transform.inverse.transpose);
      parent=parent.parent;
    }
    backtrans.transposeInPlace();
  }else{
    if(
      trgt=scene.nodes.getByName('$$$$$$')||
      trgt=scene.nodes.getByName('Clipping Plane')
    ) var trans=trgt.transform;
  }
  if(!trgt) return;

  var tname=trgt.name;
  if(typeof(rot4x4[tname])=='undefined') rot4x4[tname]=new Matrix4x4();
  if(target)
    var tiltAxis=rot4x4[tname].transformDirection(new Vector3(0,1,0));
  else  
    var tiltAxis=trans.transformDirection(new Vector3(0,1,0));
  var spinAxis=rot4x4[tname].transformDirection(new Vector3(0,0,1));

  //get the centre of the mesh
  if(target&&trgt.constructor.name=='Mesh'){
    var centre=trans.transformPosition(trgt.computeBoundingBox().center);
  }else{ //part group (Node3 parent node, clipping plane)
    var centre=new Vector3(trans.translation);
  }
  switch(e.characterCode){
    case 30://tilt up
      rot4x4[tname].rotateAboutLineInPlace(
          -Math.PI/900,rot4x4[tname].translation,tiltAxis);
      trans.rotateAboutLineInPlace(-Math.PI/900,centre,tiltAxis);
      break;
    case 31://tilt down
      rot4x4[tname].rotateAboutLineInPlace(
          Math.PI/900,rot4x4[tname].translation,tiltAxis);
      trans.rotateAboutLineInPlace(Math.PI/900,centre,tiltAxis);
      break;
    case 28://spin right
      if(e.ctrlKeyDown&&target){
        trans.rotateAboutLineInPlace(-Math.PI/900,centre,spinAxis);
      }else{
        rot4x4[tname].rotateAboutLineInPlace(
            -Math.PI/900,rot4x4[tname].translation,new Vector3(0,0,1));
        trans.rotateAboutLineInPlace(-Math.PI/900,centre,new Vector3(0,0,1));
      }
      break;
    case 29://spin left
      if(e.ctrlKeyDown&&target){
        trans.rotateAboutLineInPlace(Math.PI/900,centre,spinAxis);
      }else{
        rot4x4[tname].rotateAboutLineInPlace(
            Math.PI/900,rot4x4[tname].translation,new Vector3(0,0,1));
        trans.rotateAboutLineInPlace(Math.PI/900,centre,new Vector3(0,0,1));
      }
      break;
    case 120: //x
      translateTarget(trans, new Vector3(1,0,0), e);
      break;
    case 121: //y
      translateTarget(trans, new Vector3(0,1,0), e);
      break;
    case 122: //z
      translateTarget(trans, new Vector3(0,0,1), e);
      break;
    case 88: //shift + x
      translateTarget(trans, new Vector3(-1,0,0), e);
      break;
    case 89: //shift + y
      translateTarget(trans, new Vector3(0,-1,0), e);
      break;
    case 90: //shift + z
      translateTarget(trans, new Vector3(0,0,-1), e);
      break;
    case 115: //s
      trans.translateInPlace(centre.scale(-1));
      trans.scaleInPlace(1.01);
      trans.translateInPlace(centre.scale(1));
      break;
    case 83: //shift + s
      trans.translateInPlace(centre.scale(-1));
      trans.scaleInPlace(1/1.01);
      trans.translateInPlace(centre.scale(1));
      break;
  }
  trans.multiplyInPlace(backtrans);
}
runtime.addEventHandler(keyEventHandler);

//translates object by amount calculated from Canvas size
function translateTarget(t, d, e){
  var cam=scene.cameras.getByIndex(0);
  if(cam.projectionType==cam.TYPE_PERSPECTIVE){
    var scale=Math.tan(cam.fov/2)
              *cam.targetPosition.subtract(cam.position).length
              /Math.min(e.canvasPixelWidth,e.canvasPixelHeight);
  }else{
    var scale=cam.viewPlaneSize/2
              /Math.min(e.canvasPixelWidth,e.canvasPixelHeight);
  }
  t.translateInPlace(d.scale(scale));
}

function addremoveClipPlane(chk) {
  var curTrans=getCurTrans();
  var clip=scene.createClippingPlane();
  if(chk){
    //add Clipping Plane and place its center either into the camera target
    //position or into the centre of the currently selected mesh node
    var centre=new Vector3();
    if(target){
      var trans=target.transform;
      var parent=target.parent;
      while(parent.transform){
        trans=trans.multiply(parent.transform);
        parent=parent.parent;
      }
      if(target.constructor.name=='Mesh'){
        var centre=trans.transformPosition(target.computeBoundingBox().center);
      }else{
        var centre=new Vector3(trans.translation);
      }
      target=null;
    }else{
      centre.set(scene.cameras.getByIndex(0).targetPosition);
    }
    clip.transform.setView(
      new Vector3(0,0,0), new Vector3(1,0,0), new Vector3(0,1,0));
    clip.transform.translateInPlace(centre);
  }else{
    if(
      scene.nodes.getByName('$$$$$$')||
      scene.nodes.getByName('Clipping Plane')
    ){
      clip.remove();clip=null;
    }
  }
  restoreTrans(curTrans);
  return clip;
}

//function to store current transformation matrix of all nodes in the scene
function getCurTrans() {
  var tA=new Array();
  for(var i=0; i<scene.nodes.count; i++){
    var nd=scene.nodes.getByIndex(i);
    if(nd.name=='') continue;
    tA[nd.name]=new Matrix4x4(nd.transform);
  }
  return tA;
}

//function to restore transformation matrices given as arg
function restoreTrans(tA) {
  for(var i=0; i<scene.nodes.count; i++){
    var nd=scene.nodes.getByIndex(i);
    if(tA[nd.name]) nd.transform.set(tA[nd.name]);
  }
}

//store original transformation matrix of all mesh nodes in the scene
var origtrans=getCurTrans();

//set initial state of "Cross Section" menu entry
cameraEventHandler.onEvent(1);

//host.console.clear();


media embedded by media9 [0.69(2016/06/08)]
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Figure 66: MRI and CT surface comparison map for the femur. The bone models are
compared using Artec studio 11 (Artec 3D, Switzerland). The colours indicate where the MRI based
model is greater (red; roughly +2mm) or smaller (blue; roughly -2mm) than the CT based model.
Green values indicate areas of high correspondence. The left proximal femur is show in both an
anterior view (on the left) and posterior view (on the right).

Comparing morphometrics Morphometrics used in chapter 5 (p. 123 onwards) were calcu-

lated for both hips from both the MRI and CT 3D bone models, with table 42 comparing the

outcomes. Disregarding metrics relating to the cam, the absolute deviations between the MRI

and CT derived morphometrics ranged from 0.3 to 2.8 (%,◦ or mm).

LEFT (not operated) RIGHT (operated)

CT
(pre)

MRI
(post)

difference CT
(pre)

MRI
(post)

difference

Femoral diameter (mm) 44.7 43.4 -1.3 43.0 42.2 -0.8

Femoral coverage (%) 74.3 75.6 1.3 74.7 75.0 0.3

Neck-shaft angle (◦) 120.8 122.6 1.8 118.5 120.0 1.5

Max α-angle (◦) 51.0 53.2 2.2 71.1 52.2 -18.9

Radial location max α-angle (◦) 50 44 -6 63 39 -24

Acetabular diameter (mm) 46.7 48.6 1.9 45.4 46.4 1.1

Centre-edge angle (◦) 32.8 30.0 -2.8 33.5 30.7 -2.8

Acetabular inclination (◦) 51.2 51.5 0.3 51.4 50.0 -1.4

Acetabular anteversion (◦) 15.5 13.8 -1.8 10.8 12.0 1.2

6 APP&TPP* (◦) -19.3 -19.0 0.3

Table 42: Comparing morphometrics measured using CT or MRI. All independent mor-
phometrics were calculated using the FAI modeller software. Metrics relating to the ressected cam
lesion are highlighted in blue, and were expected to be different following surgery. *The 6 APP&TPP
was only calculated once.

Cam ressection Figure 68a&b shows the α-angles measured in 360◦ around the femoral neck.

The symptomatic femur (right) has a peak α-angle of 71◦ (location: 63◦ [2:06hrs] ) pre-surgery,

with a radial width of 44◦ (start=29◦; end=72◦; threshold= α-angle>50◦). Post-surgery the

peak α-angle is reduced by 19◦ to 52◦, and similarly only 14◦ (radial width: start=34◦ to
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Figure 67: MRI and CT surface comparison map for the pelvis. The bone models are
compared using Artec studio 11 (Artec 3D, Switserland). The colours indicate where the MRI based
model is greater (red; roughly +2mm) or smaller (blue; roughly -2mm) than the CT based model.
Green values indicate areas of high correspondence. An anterior view of the pelvis is shown on the
top, with two additional views showing the left and right acetabulum.

end=47◦) of α-angles exceeding 50◦ remain. Even though a surface comparison map between

the pre-operative and post-operative right femur (fig. 68c) will be influenced in its registration

by the cam lesion, it does produce a clear visual presentation of the cam.

Through both the WOMAC (0% represents painless and functioning hip) and NAHS (0%

represents painless and functioning hip)questionnaires, the patients reported improved outcomes

post surgery. The WOMAC score was 12.5% pre-surgery and reduced (by 4.2%) to 8.3% post-

surgery. The NAHS score was 80.0% pre-surgery and increased (by 10.0%) to 90% post-surgery.
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Figure 68: 3D α-angles compared between MRI and CT: (a) right femur, (b) left femur.
3D α-angles are plotted radially in 360◦ around the femoral neck, with the anterior position normalised
to 3hrs for both the left and right femur. The right femur’s cam lesion was surgically resected
between the CT and MRI scans. A threshold line (red) at 50◦ was added for viewing convenience.
(c) Visual representation of cam lesion. The surface map between the pre- and post-operative
femur clearly shows the location of the cam. Please note that the accuracy of the registration will
be compromised by the cam area (mean deviation=-0.34mm; mean absolute deviation=0.49mm;
RMS deviation=0.58). Furthermore, the cam area exceeds the error scale (with a deviation of
approximately -4.3mm).
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6.7 Discussion

The present findings appear promising and support the feasibility of using MRI-derived bone

models as a diagnostic for cam-hip impingement. Although with only 1 included patient, caution

should be taken not to over-interpret these findings. That said, using 3D shape-analysis (with

MRI) has great potential to evaluate surgical outcomes, and specifically whether a cam has

been over- or under-resected. There is a growing concern in the literature about repeated CT

exposure being associated with increasing cancer risk (Sodickson et al., 2009; Brenner and Hall,

2012). For this reason, alternative imaging modalities that eliminate the ionising radiation are

being sought, and according to our findings MRI shows great promise to be that technique. To

our knowledge, this is the first study comparing human CT-derived and MRI-derived proximal

femur bone models to each other. In addition, we believe it is the first study to measure 3D

α-angle 360◦ around the femoral neck using MRI, and comparing those results to pre-operative

CT scans.

Exploring deviations between models Using a CT resolution of 0.75x0.75x1.00mm and a

MRI resolution of 0.70x0.66x0.66mm, we detected 0.55mm RMS deviations between both left

femora bone models. On average (-0.45mm) the MRI based model was smaller than the CT

based model. These findings are comparable to van den Broeck et al. (2014), who found that

CT on average overestimates the bone contour, with a average error of -0.50±0.23mm (RMS

error=0.55mm), while MRI slightly underestimates the bone contour with an average error of

0.04±0.55 (RMS error=0.56mm).

Moreover, by evaluating the interactive 3D models in figure 65 it can be recognised that the

surface smoothness is variable between different areas of the femur. This partly corresponded to

the clarity of tissue delineation varying between regions. Cartilage covering the femoral head

has a strong MRI signal, and thus appears bright next to black cortical bone (e.g. see fig. 64),

consequently the clearly visible bone contours facilitate precise segmentation. However, around

the trochanteric area the bone soft-tissue interface is continuously changing between tendons,

muscles and ligaments, with the bone contours appearing less clearly.

Conversely, our results do not correspond with findings from White et al. (2008). In their

study the anatomy of MRI and CT derived bone models were compared to the actual bone

anatomy, with the purpose of using the models for patient specific guides in total knee arthroplasty.

Ten cadaveric femoral sheep bones were first scanned with MRI and CT, and then cleaned of

soft-tissue. Both MRI and CT models were 3D printed, and a set of pre-defined anatomical

distances were measured using callipers. They argued that MRI models were visible inferior,

with reported absolute differences with cleaned bone of 0.61mm (CT) and 2.15mm (MRI).

Changes in scanning and segmentation protocols could explain why their findings differed from

the current study. White et al. (2008) attempted to use a combination of automatic segmentation

approaches, even though this is often not feasible with MRI image parameters. During manual

segmentation, as was used in the current study, anatomical knowledge can help with precise

segmentation in regions of poor tissue contrast (McRobbie et al., 2006). Moreover, their MRI

resolution (cubic voxel area=0.47±0.02mm3) was inferior to their CT resolution (cubic voxel

area=0.13±0.09mm3), which will impact the overall accuracy of the MRI model. The level of

185



Chapter 6

accuracy needed is partly decided by the intended use of 3D models. For shape analysis having

a slightly irregular surface is not necessarily problematic, whereas higher precision might be

required might when printing surgery guides. That said, by applying smoothing to MRI models,

in addition with increasing the image resolution, we think it is feasible to have MRI-derived

bone models that are equivalent to those derived using clinical CT protocols.

Comparing pelvic models Comparatively, the pelvic MRI scan had a lower resolution

(1.50x0.83x0.83mm), although this was coupled with an increased field of view (to include

the pelvis in its entirety) as well as reduced acquisition time (6min as opposed to 16min).

Nevertheless, the deviations only increased incrementally to RMS deviations of 0.87mm (mean

deviations=-0.10mm). Reviewing the pelvic surface map shows that the deviations seem to

increase near the sacrum and iliac crest (the top), this could be in part related to transmitter

coils being centred on the hips, with the iliac crest being at the edge of the field and consequently

having a weaker signal.

Comparing the aforementioned results to previous findings on the pelvis by Akiyama et al.

(2013), shows that our reported deviations are similar to theirs. Akiyama et al. (2013) pre-

liminary compared 3 healthy right hemi-pelvises between CT (0.7x0.7x1.0mm) and 1.5T MRI

(1.0x1.0x1.0mm), with absolute differences of 0.86±1.16, 0.93±0.83 and 0.92±0.89 in the three

subjects. Moreover, the imaging resolutions used are comparable to those used in the current

study.

Comparing 3D α-angles pre- and post-operatively To our knowledge this was the first

study measuring 3D α-angles using MRI-derived bone models. Moreover, we have showed the

potential of comparing post-operative MRI scans with pre-operative CT scans. Hip arthroscopy

has a reduced view of the femoral head and acetabulum during surgery (Hellman et al., 2014).

And as a result, insufficient removal of the cam is the main reason for revision surgery (Ross

et al., 2015b). The post-operative 3Dα-angle could help determine whether the cam was removed

sufficiently. And with MRI, there is no concern about repeated exposure to ionising radiation.

Nevertheless, future studies should explore this possibility using more patients, as it is a limitation

that we only were able to compare bone models for 1 subject.
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Conclusions and future work

Initially, when the etiology of hip impingement was first postulated by Ganz et al. (2003),

the cam and acetabular rim were considered the prime factors causing clinical impingement

symptoms during combined deep flexion and internal rotation. In view of cumulative studies,

there appears to be a shift towards an understanding that confounding factors, and especially

pelvic posture and mobility play an essential role in its etiology.

Throughout this PhD project, we aimed to improve our understanding of asymptomatic cam

hips, and specifically when and why these progress to symptomatic hip impingement. This was

achieved by exploring and comparing movement patterns as well as bone morphology between

pre-operative patients and healthy controls. Within the thesis, we successfully identified several

factors that could be involved in the complex etiology of hip impingement, and these key finding

are presented below.

7.1 Altered kinematics during normal walking

Walking is a cyclical repetitive movement essential to our daily lives, and according to previous

reports the movement patterns associated with it might be altered for pre-operative hip impinge-

ment patients (Hunt et al., 2013; Rylander et al., 2013; Hetsroni et al., 2015; Diamond et al.,

2016b; Brisson et al., 2013). For this reason, we first explored movement patterns for walking at

a comfortable speed. Although contrary to previous studies we differentiated between hip angles,

as well as pelvic and femoral orientation relative to the world coordinate system. This allowed us

to explore the relative contributions of each segment to the expected (and previously reported)

differences in sagittal hip motion (i.e. flexion and extension). Intriguingly, we established that

the reported change in hip angles is a combined result, with both significantly altered pelvic

orientation (increased anterior tilt) and significantly altered femoral orientation (reduced peak

extension) characterising a patient’s gait.

Avoidance of hip extension might be a compensatory mechanism to prevent further damage

to the hip, and could help elucidate why impingement symptoms are common in long-distance

runners (Loudon and Reiman, 2014). Either head migration into the initial defect as proposed

by Eijer and Hogervorst (2017), or anterior edge loading as suggested by Masjedi et al. (2013b)

could explain why hip extension is avoided, and should be explored in future studies.

This finding highlights that posterior edge-loading as a secondary mechanism of injury should
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be explored in future studies, as it could play a pivotal role in elucidating why impingement

symptoms are common in long-distance runners (Loudon and Reiman, 2014).

Postural pelvic orientation relates to functional acetabular positioning With about

half of the previous motion studies investigating lower limb kinematics in hip impingement

patients (see section 3.4, p. 88) not reporting pelvic angles, it is less surprising that increased

postural anterior pelvic tilt during gait is a novel finding. Moreover, sagittal pelvic plane

kinematics have been implicated previously during stair climbing and squatting activities.

Functional orientation of the acetabular socket can change dramatically due to changes in

pelvic orientation. As such, if future studies can replicate and confirm these findings, it can

have a positive impact on future diagnosis and treatment of hip impingement. For example,

physiotherapy to improve posture could lead to reduction in symptoms, or early intervention

could potentially reduce the risk of progressing to clinical symptoms. Increased anterior pelvic tilt

could clarify why FAI patient frequently complain of lower back problems, as it is well-established

that pelvic orientation influences the organisation of the lumbo-thoracic spine (Barrey et al.,

2007). Moreover, it could explain the increased association between hip impingement and sports

(e.g. American football and rugby) that position athletes in excessive anterior tilt.

7.2 Altered kinematics during deep flexion

The main limitation when investigating walking is that hip flexion angles remain well below the

limit (≈120◦) of potential flexion movement (Kapandji and Honoré, 1970). This is especially

relevant because deep hip flexion is implicated with the hip damage causing ‘abutment’ (i.e

between the cam and acetabular rim) typical of hip impingement. For this reason, we found

it important to explore movement patterns during deep flexion activities. The deep squat is a

well-known activity that can be recorded in a controlled laboratory environment, and mimics

many activities present in every day life (e.g. sitting down in a chair).

Could reduced relative posterior tilt contribute to the development on clinical

impingement? Our kinematic squat outcomes confirmed earlier findings (Lamontagne et al.,

2009; Ng et al., 2015; Bagwell et al., 2016b) of altered relative posterior pelvic tilt during a deep

squat. Nonetheless, our method of extracting the ROM using the minimum in the hold phase

is novel, and distinct from sagittal pelvic ROM overall as used by Lamontagne et al. (2009)

and Ng et al. (2015). Even though pelvic ROM overall and pelvic ROM hold are undoubtedly

related, indeed even using the same maxima, they are not interchangeable. Pelvic ROM hold

specifically measures relative posterior tilt at peak squat, whereas differences in pelvic ROM

overall could be due to either of two processes: relative posterior tilt, or the difference between

the starting pelvic orientation during standing and peak anterior tilt achieved during the squat.

The relative posterior tilt (pelvic ROM hold) when holding a deep squat was reduced by 10◦

in the patient group. It is hypothesised that this relative posterior tilt facilitates greater femoral

flexion angles for the control group. Moreover, when the controls were regrouped into CAM- and

NORM-, the difference persisted and was largest between asymptomatic cams and symptomatic
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cams. Taken together, this strongly supports the hypothesis that having a (hyper)mobile pelvis

in the sagittal plane could act as a protective factor against clinical impingement symptoms.

Pelvic mobility as a diagnostic tool Pelvic mobility has great potential to be used as

a diagnostic tool for hip impingement, although future large scale studies should prioritise

establishing categories for stiff, mobile and hyper-mobile pelvic types first. Using lateral

view radiographs acquired in both standing and sitting position, overall pelvic mobility can

be approximated efficiently. For instance, DiGioia III et al. (2006) already measured pelvic

orientation this way, and detected large inter-individual variation. That said, ionising radiation to

pelvic region should be avoided. Alternatively, 2D kinematics can be acquired using photography

or video equipment with markers on pelvic landmarks aiding in measuring and visualising pelvic

tilt. These markers can be as simple as double-sided tape on table tennis balls. Nevertheless,

with marker positioning the data’s accuracy will be reduced when compared to radiographs.

Even so, the potential as diagnostic tool is further increased with both methods facilitating

characterisation of postural pelvic tilt, which was found to be increased for patients during the

walking trails.

Avoidance of internal rotation as a compensation mechanism Intuitively, one would

assume that the hip goes into increasing external rotation while descending into a squat. Instead,

similarly to Bagwell et al. (2016b), we detected increasing internal rotation angles, with the peak

reduced for the patient group. This is due to a known kinematic coupling that exists between

sagittal plane pelvic movements and transverse plane hip movements: increasing anterior pelvic

tilt is coupled with increasing internal rotation (Khamis and Yizhar, 2007). Nevertheless, in

patients significantly increased anterior pelvic tilt was combined with significantly reduced peak

hip internal rotation relative to controls.

There are two possible explanations for reduced hip IR angles. The first possibility is that

the cam creates a mechanical constraint that limits rotation movement within the acetabulum.

The (not-significant) step-wise reduction in peak IR angles when going from NORM- (11◦) ,

CAM- (18◦) to CAM+ (21◦) support this theory, especially when considering that a similar

(significant) step-wise increase in radial cam width exists (no cam→ 26◦ → 67◦). That said, the

role of soft-tissues in relation to this restraint are unclear. Alternatively, the second possible

explanation for reduced hip IR angles is as a compensatory mechanism. By reducing hip IR,

the to cam is positioned further away from the acetabular rim which could prevent further hip

damage through ‘abutement’.

7.3 Exploring morphology of the hip joint

There is limited data available comparing morphometrics between controls with a spherical

femoral head (NORM-), asymptomatic cams (CAM-) and symptomatic cams (CAM+; Bouma

et al., 2015; Ng et al., 2015), which means our morphological 3D exploration contributed positively

to expanding the shape information available. Moreover, neither of the two previous studies

included female subjects, or measured morphometrics using MRI-derived 3D bone models.
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Comparing dimensional accuracy of MRI and CT derived 3D bone models Patients

had CT scans available as part of their clinical care, although we were reluctant to expose

controls to ionising (carcinogenic) radiation, especially to the pelvic region. For this reason,

we 1 developed an optimised MRI scanning protocol producing high-resolution images of the

hip joint. This facilitated a comparison of bony anatomy between MRI-derived (HVs) and

CT-derived (patients) 3D bone models. Nonetheless comparing models created using different

imaging modalities could affect the validity of our morphometric findings. Therefore to justify

the methodology we compared the dimensional accuracy between multi-modal bone models in a

case-study.

Despite MRI being known to produce high-resolution and accurate geometrical models, it is

not conventionally used to reconstruct 3D bone models. This is mainly because cortical bone

itself does not produce a detectable MRI signal2 due to its low hydrogen density coupled with

an extremely short relaxation time. Fortunately, bone can still be imaged indirectly by using

signal from neighbouring tissues (Horch et al., 2010). Even so, with changing bone interface (e.g.

cartilage, tendons, muscles) combined with each tissue having distinct signal intensity, precise

bone contour recognition is difficult. For this reason, accurate automated segmentation protocols

are non-existent. Nevertheless, during manual segmentation anatomical knowledge can help

with precise segmentation in regions of poor tissue contrast (McRobbie et al., 2006). All things

considered, through optimisation of the imaging protocol, including increasing the resolution

to supra-CT levels, we have attempted to make MRI-derived bone models equivalent to those

derived from CT.

Surprisingly, to our knowledge only two previous reports comparing the accuracy of MRI

and CT derived human bone models in vivo exist; one reporting differences for 3 knee joints

(incl. distal femur and proximal tibia; mean deviation=-0.15mm; Moro-oka et al., 2007) and the

other one reporting absolute differences for 3 right hemi-pelves (absolute deviations=0.90mm;

Akiyama et al., 2013). This implies that our subject is the 7th in vivo human dataset, with

very promising deviations of -0.45mm (RMS error=0.55mm) for the femur, and -0.10mm (RMS

error=0.87mm) for the pelvis.

Another 3 studies, using cadaveric bones, have previously reported < 1mm deviations

between MR and CT derived models, as well as when compared to ‘gold standards’ (i.e. optical

or mechanical scanning of cleaned bones; Lee et al., 2008; Rathnayaka et al., 2011; van den

Broeck et al., 2014). With RMS errors of < 1mm for both models, coupled with literature

findings, we conclude that MRI and CT derived bone models are sufficiently comparable to

warrant the multi-modal morphometric comparison study we have performed. Moreover, with

ever-advancing high-field imaging, improving acquisition protocols, and evolving automatic

segmentation protocols, it is feasible that MRI will soon outperform CT as the modality of

choice for bone reconstructions.

Without the problem of increasing the life-time accumulation of carcinogenic radiation, it will

be possible to collect more scans for each patient. By optimising scan parameters, different tissues

can be visualised using MRI, and subsequently these various soft-tissues could be registered to the

1In collaboration with experienced radiographers Lesley Honeyfield (Senior Research Radiographer at the
Imperial College Healthcare trust) and Karyn Chappell (Research radiographer at Imperial College London).

2That is, using conventional MRI protocols.
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bone models, facilitating an improved understanding of the role of the labrum, capsule and other

soft-tissues implicated with hip impingement. Moreover, registering patient-specific parameters

from imaging to motion-analysis would drastically improve the accuracy of musculoskeletal

models. And finally, post-operative scans could become the norm, which would allow clinicians

to better understand the effects of over- and under-ressection of the cam on surgical outcomes.

Using 3Dα-angles to explore symptomatic and asymptomatic cam lesions In this

thesis we have extensively discussed the limitations of using planar (or limited-planes radial)

methods to quantify the cam. 3D shape analysis of cam lesions is a relatively novel technique,

that is still being optimised. Nevertheless, through our robust and semi-automatic approach

we have shown that 3D α-angles can be acquired in 360◦ around the femoral neck, using both

MRI-derived and CT-derived bone models. Furthermore, for 1 patient we combined pre-operative

CT-derived 3D α-angles with post-operative MRI-derived α-angles which showed promise for

using the metric to explore surgical outcomes, specifically with regard to over- and under-

ressection of the cam.

3D α-angles can help to fully appreciate the intricacies of bony cam lesions. Comparing

symptomatic and asymptomatic cams revealed significant differences in vam lesions. Firstly,

patient’s cam reached supra-threshold α-angles 1hrs (at 0:30hrs) superiorly when compared to

CAM- (at 1:28hrs). Similarly, radial width spanned an additional 82min on the clock-face when

compared to controls. Retrospectively, including a measure of cam surface area would have been

beneficial for this study. Furthermore, with inter-subject variance being greatly reduced for

inferiorly measured α-angles, it shows that the variation predominantly occurs within the AS

quadrant implicated with cams.

From this work, we can conclude that using a single dichotomising threshold (i.e. α-

angle>50.5◦ on AP radiographs) to define hips at risk greatly simplifies the underlying com-

plexities of the impinging hip. 3Dα-angles could facilitate surgical planning to improve surgical

outcomes. Additionally, a better understanding of the difference between symptomatic and

asymptomatic cam lesions could help distinguish between cams at risk of clinical impingement,

and those not at risk.

Should morphometrics rely on conventional reference planes? Using cross-sectional

methods (e.g. radiographs) to asses the shape of a three-dimensional structure is an inherently

flawed method. 3D shape analysis using reconstructed bone models allows for a substantially

improved appreciation of the complex morphology of the hip joint. Using a landmark-based

approach to 3D analysis, shape attributes are defined using discrete and identifiable points (i.e.

landmarks), and simplified into measurable units (e.g. angles, lengths and areas; Hallgrimsson

et al., 2015). That being said, the anatomical variability that we aim to investigate also

complicates its accurate and repeatable quantification. It is ambiguous whether current reference

planes have a consistent anatomical relationship between subjects, and this implies that shape

variation could be lost within the definition of these planes. The importance of this came to

light with our significant difference in the 6 APP&TPP between groups.

By using a reference plane, measurements become independent of spatial orientation, which

facilitates comparison and integration of results between studies. For the pelvis, the APP plane
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is conventionally used in surgical planning for positioning of total hip replacements (Dandachli

et al., 2006), whereas the TPP measures pelvic orientation in motion-analysis studies (Baker,

2003). The relationship between both reference planes and functional pelvic position (e.g. during

standing) are unclear, which severely limits the usefulness of these reference planes.

To fully appreciate the intricacies of shape and function, we envision research methods

that combine morphometrics and motion data to become conventional. From a biomechanical

perspective, measuring the acetabular orientation during standing or sitting would provide far

more valuable information, than acetabular orientation respective to an arbitrary plane. To

name an example of its usefulness, it would enable subject-specific positioning of hip implants

to correspond with functional pelvic position.

Exploring the relationship between the APP and TPP The primary reason that we

choose to compare the 6 APP&TPP between groups is that it would facilitate better comparison,

and possible integration with the collected motion data. However, after measuring a significant

difference between groups we wanted to further explore what this relationship could signify. We

detected a moderate and significant correlation between 6 APP&TPP and acetabular orientation

[version (r=0.5) and inclination (r=0.4) respective to the APP plane] as well as with planar PI

(r=0.4). Together, these findings suggest that 6 APP&TPP is in part related to the functional

orientation of the pelvis, we assume that the TPP could be functionally locked together with

the lumbar spine.

Finally, with a morphological difference (+5◦) as well as a postural difference (+3◦) between

the patients and controls, both corresponding to increased anterior tilt, the need for studies

exploring the interplay between shape and function is highlighted. Moreover, with pelvic bone

shape only finalising post-puberty, there is even a possibility that the prolonged postural position

influenced pelvic shape, along the same lines as increased loading during puberty is know to

influence cam shape development (Agricola, 2015).

Reduced NSA and increased CEA In the current study, the NSA was significantly reduced

(-6◦, p<.01) for patients. Moreover, asymptomatic cams (124◦) had a significantly reduced NSA

when compared to both NORM-(134◦) and CAM-(1129◦) groups. In addition, second only

to the α-angle, it appeared to be the best metric capable of distinguishing between controls

and patients. Figure 69 demonstrates how reduced neck-shaft angles can decrease the relative

distance between the acetabular rim and head-neck junction making clinical impingement more

likely.

Nevertheless, with the step-wise decrease between groups, it is unclear if a reduced NSA

is associated with the cam-type shape, impingement symptoms or possibly both. With scarce

literature comparing NSA angles between asymptomatic cams and symptomatic cams, we would

recommend future studies to further explore its potential as a diagnostic tool. We believe that

using 3D shape analysis, incorporating an iterative approach to determine the neck-axis, is the

most robust version of this metric.

Following a similar mechanism (see fig. 69), an increased CEA could also increase the

likelihood of clinical impingement. The CEA is conventionally measured using a specific point (in

line with the APP) on the acetabular rim, which means it represents local acetabular overhang.
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Instead, we measured the CEA using an acetabular rim plane (i.e. best-fit circle to points

placed on the acetabular rim), implying that our version better represents global overhang.

Retrospectively, it would have been useful to map the acetabular rim in 360◦ along the same

location planes as the 3D-α-angles. Regardless, the CEA was 4◦ increased in the patient group.

Moreover, the CEA had a strong correlation with femoral head coverage, supporting the concept

the used version represents global overhang.

Figure 69: Proximity between acetabular rim and head-neck junction. On the left, average
values for the NSA (125◦) and acetabular overhang (CEA:30◦) are shown schematically in frontal view.
The radial distance between the head-neck junction and acetabular rim is geometrically deduced to
be 95◦, disregarding the width of the femoral neck and possible cam lesions. On the right, the NSA
is reduced to 115◦ and the CEA increased to 35◦. As a cumulative effect, the radial proximity is
reduced by 15◦ to 80◦. Duplicate from figure 42b (p. 124).

Approximate joint clearance predicting symptoms Approximate joint clearance was

estimated by subtracting the femoral diameter from the acetabular diameter. We found a

significant 2mm decrease (p<.001) for the patients, which persisted when subjects were regrouped

according to morphology. CAM+ had a significant 2mm decrease when relative to both CAM-

and NORM-. Cartilage degeneration can occur before the onset of symptoms (Pollard et al.,

2010), which suggest that joint clearance could act as a late marker for symptom development.

As it can be measured semi-automatically from 3D bone models, the precision and repeatability

of the metric are assumed to be good.

The severity of cartilage damage is associated with poorer outcomes following surgery.

Therefore waiting for clinical symptoms to arise might negatively effect the outcomes following

surgery. Nevertheless, with a substantial number of cam hips never progressing to symptomatic

impingement the surgery is too intrusive to warrant over-treatment. Using approximate joint

clearance as a late marker could help determine the need and urgency of surgical intervention.

7.4 Suggestions for future studies

Exploring positional head-offset The femoral head-centre is typically shifted (≈1mm)

posteriorly, although substantial inter-individual variation exists. Ellis et al. (2011) discovered

that cam-type (possibly asymptomatic) cadaveric femurs had a significantly increased posterior

positional head-offset when compared to spherical-type femurs. For this reason, we had hoped
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to include positional head-offset as a outcome variable. Unfortunately due to an error in the

prototype FAI modeller software (which was only discovered after processing was complete)

the metric was omitted from the study. We hypothesised that increasing positional posterior

head-offset could be a protective shape characterising asymptomatic cams. With limited data

available on positional head offset, it is recommended that future studies explore this feature.

Moreover, the effect of the head centre position on the measured 3D α-angles could be explored.

Combined femoral and acetabular anteversion Femoral version was also not included in

the current study due to unforeseen technical difficulties. Because of limited slices around the

knee in the CT dataset, and reduced image resolution around the knee for the MRI datasets,

it was challenging to identify the medial and lateral epicondyles, which limited the robustness

of the knee axis. Increased femoral version and increased acetabular version are thought to

increase the relative distance between the head-neck junction and the acetabular rim, through

a similar process (see fig. 69) as described for the NSA and CEA (Brunner et al., 2010; Wyss

et al., 2007). Therefore, we would recommend future studies to incorporate these metrics for a

complete characterisation of FAI.

Move towards gender specific analysis and treatment For both kinematics, as well as

morphological shape there is a clear gender dimorphism, which could have introduced variation

to our datasets, and in that way reduced the statistical power of the current study. Previous

studies exploring cam hip impingement using motion analysis have understated the effect that

gender could have on movement patterns. For this reason, in combination with recruitment

being difficult, we choose to include both male and female candidates.

Movement patterns were not compared between genders in the current study, although

we assume gender-related variation was present. There are reports showing that women have

different motion patterns from men during certain activities (Malinzak et al., 2001), moreover

known variations in morphology could influence joint loading. For example, increased pelvic width

impacts hip joint contact stresses (Kersnič et al., 1996). The current study was underpowered

to detect gender differences, nevertheless we did explore morphometrics unrelated to the cam

lesion itself. We detected a significant reduction (-5mm) of both femoral head diameter, as well

as acetabular diameter. Although more interesting was the increase in acetabular version (+5◦)

for females, because acetabular orientation is implicated in the etiology a cam hip impingement.

Regarding cam lesions themselves, although not explored statistically we did note a clear trend

in reduced peak cam lesions size for females, notable male patients had a max α-angle of 75±11◦,

as compared to 55±9◦ for female patients. This supports the use of gender-specific dichotomising

thresholds for the cam. We postulate that for females confounding factors have an increased

influence on the likelihood that an individual will progress to clinical impingement, even though

we do not have strong evidence to support this statement. Future studies should address the

influence of gender on anatomy and movement patterns.
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measurement planes in femoroacetabular impingement. Clinical orthopaedics and related

research, 467(3):660–665, 2009.

K. Rathnayaka, T. Sahama, M. A. Schuetz, and B. Schmutz. Effects of ct image segmentation

methods on the accuracy of long bone 3d reconstructions. Medical engineering & physics, 33

212



References

(2):226–233, 2011.

K. Rathnayaka, K. I. Momot, H. Noser, A. Volp, M. A. Schuetz, T. Sahama, and B. Schmutz.

Quantification of the accuracy of mri generated 3d models of long bones compared to ct

generated 3d models. Medical engineering & physics, 34(3):357–363, 2012.

P. R. A. Rego, V. Mascarenhas, F. S. Oliveira, P. C. Pinto, A. Gaspar, J. Ov́ıdio, and D. G. Col-

lado. Morphologic and angular planning for cam resection in femoro-acetabular impingement:

value of the omega angle. International orthopaedics, pages 1–7, 2015.
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1 Gait analysis appendices

The following appendices are supplementary to chapter 3 (p. 65 onwards). The search strategy

used for the literature review is outlines in table 43.

↓ Search terms → Cam hip FAI Coxa
Recta

Hip impingement

Motion analysis 37 65 1 170

Kinematics 48 100 2 250

Gait 19 42 1 70

Biomechanics 22 34 1 94

Table 43: Literature review search strategy Search terms concerning hip impingement (see
top row) AND concerning motion analysis (see first column) were combined, with 24 searches on the
PUBMED database in total. The individual search hits (n) are included. In total 514 unique studies
were found.

1.1 Testing assumptions for statistical tests

Spatio-temporal variables and group demographics were tested for normality and equality of

variance (see table 44).

Shapiro-Wilk results Levene’s results

W-
statistic

p-value
F-
statistic

p-value

Age during testing 0.98 .69 0.96 .33

Height (cm) 0.98 .72 0.23 .64

BMI (kg/m2) 0.98 .75 0.03 .87

Walking Speed (m/s) 0.99 .99 6.27 .02

Time of toe-off (%) 0.96 .22 0.32 .57

Stride length (m) 0.97 .60 2.56 .12

Table 44: Testing data variance and distribution of group demographics and spatio-
temporal parameters. Normality and data variance were tested using the Shapiro-Wilk test and
Levene’s test respectively. Significance was set at p<.05, with significant results highlighted in italic
blue.

Hip pain and function were assessed with the non-arthritic hip score (Christensen et al., 2003)

and the WOMAC (Bellamy et al., 1988). Hip pain within the previous 6 months was an exclusion

criteria for the HV group. Therefore, as WOMAC scores and NAHS scores were assumed to be

different, normality was tested for both groups separately. Skew and kurtosis scores are also

provided (see table 45).

All kinematic variables (from the walking trials) were tested for normality using the Shapiro-Wilk

test. Results are shown for saggital plane (X) kinematics in table 46, frontal plane (Y) kinematics

in table 47, and transverse plane (Z) kinematics in table 48. Because of the conservative nature

of the Shapiro-Wilk test, the skew (i.e. measure of symmetry of distribution) and kurtosis (i.e.

measure of tailed-ness of distribution) scores were reviewed (see table 49) for cases when the

test indicates a possible violation of normality. Z-scores between -1.96 to 1.96 were considered

indicative of a normal distribution (Field, 2013).
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Shapiro-Wilk results Skew Kurtosis

W-statistic p-value z-scores z-scores

WOMAC PRE 0.94 .31 0.69 -0.32

HV 0.45 <.001 2.36 4.34

NAHS PRE 0.91 .14 -0.70 0.02

HV 0.36 <.001 -2.80 6.51

Table 45: Normality results for hip pain questionnaires. Normality was tested separately
for both groups using the Shapiro-Wilk test, with significance set at p<.05. If Shapiro-Wilk results
indicated possible violation of normality, Skew and kurtosis scores were reviewed. Z-scores between
-1.96 and 1.96 are indicative of a normal distribution. Non-normal distributions are highlighted in
italic blue.

Shapiro-Wilk results Levene’s results

W-
statistic

p-value
F-
statistic

p-value

Max 0.96 .23 7.06 .01

Pelvis kinematics (◦) Min 0.98 .65 6.70 .01

ROM 0.97 .29 0.50 .49

Max 0.97 .41 0.17 .68

Thigh orientation (◦) Min 0.99 .91 0.14 .71

ROM 0.96 .16 4.26 <.05

Max 0.97 .41 1.14 .29

Hip kinematics (◦) Min 0.99 .93 1.87 .18

ROM 0.96 .18 11.45 <.01

Max 0.97 .32 0.66 .42

Knee kinematics (◦) Min 0.98 .77 3.15 .09

ROM 0.97 .37 3.64 .07

Max 0.98 .67 0.08 .78

Ankle kinematics (◦) Min .99 .96 2.55 .12

ROM 0.98 .72 0.65 .43

Table 46: Testing data variance and distribution of saggital kinematics during gait.
Normality and data variance were tested using the Shapiro-Wilk test and Levene’s test respectively.
Significance was set at p<.05, with significant results highlighted in italic blue.

1.2 Joint angles during gait

The group mean and individual subject joint angles are provided in all three planes, for all

segments included in the lower limb model (see fig. 70 to 74).
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Shapiro-Wilk results Levene’s results

W-
statistic

p-value
F-
statistic

p-value

Max 0.98 .65 0.14 .72

Pelvis kinematics (◦) Min 0.93 .02 na na

ROM 0.95 .09 0.46 .50

Max 0.96 .17 0.65 .43

Thigh orientation (◦) Min 0.98 .65 0.29 .59

ROM 0.99 .94 3.38 .07

Max 0.98 .69 1.50 .23

Hip kinematics (◦) Min 0.97 .44 0.06 .81

ROM 0.98 .78 0.92 .34

Max 0.98 .55 1.85 .18

Knee kinematics (◦) Min 0.97 .30 0.03 .86

ROM 0.98 .54 1.39 .25

Max 0.97 .30 0.18 .68

Ankle kinematics (◦) Min 0.98 .64 1.17 .29

ROM 0.98 .62 0.58 .45

Table 47: Testing data variance and distribution of frontal (about the Y-plane) kine-
matics during gait. Normality and data variance were tested using the Shapiro-Wilk test and
Levene’s test respectively. Significance was set at p<.05, with significant results highlighted in italic
blue.

Shapiro-Wilk results Levene’s results

W-
statistic

p-value
F-
statistic

p-value

Max 0.85 <.01 13.86 <.01

Pelvis kinematics (◦) Min 0.94 .04 0.06 .81

ROM 0.91 <.01 1.53 .23

Max 0.98 .66 0.36 .55

Thigh orientation (◦) Min 0.98 .82 2.44 .13

ROM 0.97 .30 0.68 .42

Max 0.96 .16 0.54 .47

Hip kinematics (◦) Min 0.97 .39 0.80 .38

ROM 0.97 .31 0.80 .38

Max 0.97 .54 0.75 .39

Knee kinematics (◦) Min 0.98 .73 0.00 .97

ROM 0.99 .92 1.16 .29

Max 0.98 .58 0.87 .36

Ankle kinematics (◦) Min 0.98 .84 0.25 .62

ROM 0.98 .59 0.01 .92

Table 48: Testing data variance and distribution of transverse kinematics during gait.
Normality and data variance were tested using the Shapiro-Wilk test and Levene’s test respectively.
Significance was set at p<.05, with significant results highlighted in italic blue.

Skew Kurtosis

z-scores z-scores

Pelvis Y-plane kinematics (◦) Min -1.18 3.55

Max 1.39 1.51

Pelvis Z-plane kinematics (◦) Min -0.48 -0.87

ROM 1.03 0.49

Table 49: Skew and kurtosis scores of pelvic kinematics. Because the Shapiro-Wilk test
indicated a possible violation of normality, skew and kurtosis scores were reviewed, with z-scores
between -1.96 and 1.96 indicating a normal distribution. Non-normal distributions are highlighted in
italic blue.
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Figure 70: Pelvic kinematics during gait. The group mean and subject mean joint angles are
compared between 19HVs and 18 cam-type hip-impingement patients. For each plane, the pelvic
angle curves represents the following movements:

1. Saggital: + = anterior pelvic tilt; - = posterior pelvic tilt.
2. Frontal: + = tilted laterally downwards on studied leg; - = tilted laterally upwards on studied

leg.
3. Transverse: + = ipsilateral pelvis half (of studied leg) rotated backwards; - = ipsilateral pelvis

half (of studied leg) rotated forwards.
For key events, significant differences were only detected within the saggital plane.
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Figure 71: Hip kinematics during gait. The group mean and subject mean joint angles are
compared between 19HVs and 18 cam-type hip-impingement patients. For each plane, the hip angle
curves represents the following movements:

1. Saggital: + = hip flexion; - = hip extension.
2. Frontal: + = adduction; - = abduction.
3. Transverse: + = internal rotation; - = external rotation.

. For key events, significant differences were only detected within the saggital plane.
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Figure 72: Thigh orientation during gait. The group mean and subject mean of the thigh
orientation relative to the laboratory space are compared between 19HVs and 18 cam-type hip-
impingement patients. For each plane, the thigh angle curves represents the following movements:

1. Saggital: + = thigh flexion; - = thigh extension.
2. Frontal: + = adduction; -= abduction.
3. Transverse: + = internal rotation; - = external rotation.

. For key events, significant differences were only detected within the saggital plane. Note reduced
variance when compared to hip joint angles.
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Figure 73: Knee kinematics during gait. The group mean and subject mean joint angles are
compared between 19HVs and 18 cam-type hip-impingement patients. For each plane, the knee angle
curves represents the following movements:

1. Saggital: + = knee flexion; - = knee extension.
2. Frontal: + = adduction; - = abduction.
3. Transverse: + = internal rotation; - = external rotation.

For key events, significant differences were only detected within the frontal plane.
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Figure 74: Ankle kinematics during gait. The group mean and subject mean joint angles are
compared between 19HVs and 18 cam-type hip-impingement patients. For each plane, the ankle
joint angle curves represents the following movements:

1. Saggital: + = ankle dorsiflexion; - = ankle plantar flexion.
2. Frontal: + = inversion; - = eversion.
3. Transverse: + = toe-in; - =toe-out.

For key events, significant differences were only detected within the frontal plane.
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2 Squat analysis appendices

The following appendices are supplementary to chapter 4 (p. 108 onwards). Only 5 squatting

trials were collected during the motion analysis session to avoid aggravating existing hip problems.

Occasionally, poor marker visibility (e.g. obstructed from camera view) would make a trial

unusable. Furthermore squats reaching an inadequate depth (<25% of leg length) were excluded.

The number of available squat trials per subject are included in table 50. For further analysis,

the deepest available squat was used for each subject.

HV PRE

ID
No. of tri-
als

ID
No. of tri-
als

01 5 06 -

02 5 09 5

03 - 10 5

04 4 11 4

05 5 12 3

07 5 13 1

08 5 14 4

18 2 15 5

21 4 16 4

24 5 17 5

25 3 19 5

26 5 20 5

28 5 22 3

29 5 23 5

30 2 27 4

31 5 32 5

33 5 36 3

34 1 37 4

35 5

Table 50: Available squat trials per subject.

2.1 Testing assumptions for statistical tests

Squat variables were tested for normality and equality of variance. If the Shapiro-Wilk test

detected a possible violation of normality, skew (i.e. measure of symmetry of distribution) and

kurtosis (i.e. measure of tailed-ness of distribution) scores were reviewed, with z-scores between

-1.96 to 1.96 indicative of a normal distribution (Field, 2013). Normality and variance results

for spatio-temporal variables and group demographics are included in table 51, for saggital

kinematics in table 52, frontal kinematics in table 53, and transverse kinematics in table 54.

2.2 Joint angles during a deep squat

Frontal squat kinematics for the pelvis, hip, knee and ankle are shown in figure 75.
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Shapiro-Wilk results Skew Kurtosis Levene’s results

W-
statistic

p-value z-score z-score F-statistic p-value

Age during testing
(y)

0.97 .51 na na 0.60 .44

Height (cm) 0.98 .62 na na 0.32 .58

BMI (kg/m2) 0.99 .90 na na 0.00 .96

Squat depth (%) 0.93 .02 0.29 -1.30 8.29 <.01

Squat duration (s) 0.94 .04 0.76 0.04 0.01 .92

Stance width (%) 0.95 .10 na na 0.81 .38

Toe-out angle (◦) 0.98 .71 na na 0.01 .92

Table 51: Testing data variance and distribution of squat group demographics and
spatio-temporal parameters. Normality and data variance were tested using the Shapiro-Wilk
test and Levene’s test respectively. When the Shapiro-Wilk test indicated possible violation of
normality, skew and kurtosis scores were reviewed. Significance was set at p<.05, and significant
results are highlighted in italic blue.

Shapiro-Wilk results Skew Kurtosis Levene’s results

W-score p-value z-score z-score F-score p-value

Pelvic max (◦) 0.97 .54 na na 8.51 <.01

Pelvic min (◦) 0.89 <.01 -1.33 2.00 na na

Pelvic ROM all (◦) 0.98 .63 na na 1.42 .24

Pelvic min hold (◦) 0.97 .33 na na 20.36 <.001

Pelvic ROM hold (◦) 0.94 .06 0.60 -0.46 3.99 .054

Hip max (◦) 0.99 .91 na na 1.05 .31

Hip min (◦) 0.94 .04 -0.89 1.15 1.69 .20

Hip ROM (◦) 0.98 .63 na na 0.16 .69

Knee max (◦) 0.92 .01 -0.01 -1.50 1.51 .23

Knee min (◦) 0.97 .34 na na 0.05 .83

Knee ROM (◦) 0.93 .03 0.19 -1.35 0.70 .41

Ankle max (◦) 0.97 .34 na na 0.04 .84

Ankle min (◦) 0.92 .02 -0.85 1.40 3.78 .06

Ankle ROM (◦) 0.99 .97 na na 1.32 .26

Table 52: Testing data variance and distribution of squat saggital kinematics. Normality
and data variance were tested using the Shapiro-Wilk test and Levene’s test respectively. When the
Shapiro-Wilk test indicated possible violation of normality, skew and kurtosis scores were reviewed.
Significance was set at p<.05, significant results are highlighted in italic blue.

Shapiro-Wilk results Skew Kurtosis Levene’s results

W-score p-value z-score z-score F-score p-value

Pelvic max (◦) 0.96 .22 na na 0.15 .70

Pelvic min (◦) 0.98 .87 na na 1.32 .26

Pelvic ROM (◦) 0.96 .21 na na 0.60 .44

Hip max (◦) 0.95 .09 0.74 0.02 3.12 .09

Hip min (◦) 0.98 .81 na na 3.74 .06

Hip ROM (◦) 0.93 .02 0.68 -0.09 4.71 .04

Knee max (◦) 0.93 .03 -0.06 -1.42 0.16 .70

Knee min (◦) 0.98 .74 na na 1.57 .22

Knee ROM (◦) 0.97 .45 na na 0.10 .76

Ankle max (◦) 0.99 .90 na na 3.66 .06

Ankle min (◦) 0.98 .71 na na 0.92 .34

Ankle ROM (◦) 0.98 .81 na na 0.32 .58

Table 53: Testing data variance and distribution of squat frontal kinematics. Normality
and data variance were tested using the Shapiro-Wilk test and Levene’s test respectively. When the
Shapiro-Wilk test indicated possible violation of normality, skew and kurtosis scores were reviewed.
Significance was set at p<.05, significant results are highlighted in italic blue.
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Shapiro-Wilk results Skew Kurtosis Levene’s results

W-score p-value z-score z-score F-score p-value

Pelvic max (◦) 0.96 .19 na na 0.21 .65

Pelvic min (◦) 0.97 .57 na na 0.36 .56

Pelvic ROM (◦) 0.96 .29 na na 3.85 .06

Hip max (◦) 0.96 .17 na na 0.84 .37

Hip min (◦) 0.98 .88 na na 1.53 .23

Hip ROM (◦) 0.96 .16 na na 0.07 .79

Knee max (◦) 0.98 .76 na na 0.36 .55

Knee min (◦) 0.97 .32 na na 0.20 .66

Knee ROM (◦) 0.88 <.01 0.95 0.04 0.75 .39

Ankle max (◦) 0.96 .31 na na 0.46 .50

Ankle min (◦) 0.98 .74 na na 0.01 .91

Ankle ROM (◦) 0.96 .25 na na 4.11 .051

Table 54: Testing data variance and distribution of squat transverse kinematics. Nor-
mality and data variance were tested using the Shapiro-Wilk test and Levene’s test respectively.
When the Shapiro-Wilk test indicated possible violation of normality, skew and kurtosis scores were
reviewed. Significance was set at p<.05, significant results are highlighted in italic blue.
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Figure 75: Frontal plane kinematics during a deep squat. Each joint angle curve represents
the following movements:-

1. Pelvis: + = tilted laterally downwards on studied leg; - = tilted laterally upwards on studied
leg.

2. Hip: + = adduction; - = abduction.
3. Knee: + = adduction; - = abduction.
4. Ankle: + = inversion; - = eversion.

There were no significant differences in key events for the pelvis, hip, knee or ankle. Though frontal
ankle ROM was statistically interesting (p=.07), and potentially reduced in the patient group by
2.6◦ (95%CI: -5.4 to +0.2◦, d=0.64).
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3 Bone morphology appendices

The following appendices are supplementary to chapter 5 (p. 123 onwards).

3.1 Testing assumptions for statistical tests

All morphological variables were tested for normality using the Shapiro-Wilk test. As patients

are scheduled for a cam osteotomy, groups were assumed to be different with measures relating

to the cam. As such, all 3D α-angles and related measures were tested within both the PRE and

HV groups (see table 55). All other morphometrics were tested for normality grouped together

(see table 56).

Group Sample Shapiro-Wilk results

size (n)
W-
statistic

p-value

Max α-angle AS (◦) PRE 18 0.97 .81

HV 19 0.96 .56

Location max α-angle AS (◦) PRE 18 0.95 .35

HV 19 0.97 .68

Start supra-threshold cam (◦) PRE 16 0.90 .07

HV 11 0.90 .21

End supra-threshold cam (◦) PRE 16 0.95 .43

HV 11 0.97 .92

Width supra-threshold cam (◦) PRE 16 0.93 .21

HV 11 0.91 .23

α-angle at 12hrs (◦) PRE 18 0.92 .13

HV 19 0.96 .52

α-angle at 1hrs (◦) PRE 18 0.97 .81

HV 19 0.96 .53

α-angle at 2hrs (◦) PRE 18 0.94 .25

HV 18 0.94 .25

α-angle at 3hrs (◦) PRE 17 0.81 <.01

HV 18 0.96 .25

α-angle at 4hrs (◦) PRE 17 0.49 <01

HV 18 0.93 .22

α-angle at 5hrs (◦) PRE 18 0.67 <.01

HV 19 0.96 .47

α-angle at 6hrs (◦) PRE 17 0.88 .04

HV 19 0.92 .13

α-angle at 7hrs (◦) PRE 18 0.95 .44

HV 19 0.94 .24

α-angle at 8hrs (◦) PRE 17 0.97 .87

HV 19 0.94 .28

α-angle at 9hrs (◦) PRE 16 0.92 .17

HV 18 0.90 .07

α-angle at 10hrs (◦) PRE 18 0.94 .29

HV 18 0.96 .64

α-angle at 11hrs (◦) PRE 18 0.94 .32

HV 19 0.94 .29

Max α-angle of 12 hour positions PRE 18 0.94 .31

HV 19 0.95 .41

Table 55: Shapiro-Wilk normality results for 3D α-angles. Significance was set at p<.05,
with significant results highlighted in italic blue. The group sample sizes (n) are provided in third
column, with 18:19 (PRE:HV) representing the complete data set.
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Sample-
size

Shapiro-Wilk results

(n)
W-
statistic

p-value

NSA (◦) 37 0.97 .50

Femoral Diameter (mm) 37 0.97 .34

Acetabular Diameter (mm) 37 0.98 .80

Acetabular version (◦) 36 0.95 .11

Acetabular inclination (◦) 36 0.95 .10

CEA (◦) 36 0.98 .89

Coverage (%) 36 0.98 .81

Joint clearance (mm) 37 0.99 .91

6 APP&TPP (◦) 29 0.94 .09

Pelvic incidence (◦) 36 0.09 .20

Table 56: Shapiro-Wilk normality results for morphometrics. All variables not related to
the cam lesion are included. Significance was set at p<.05, with significant results highlighted in
italic blue. The total sample size (n) for each data variable is shown in the second column.

Normally distributed variables were tested for equality of variance between groups (see

tables 57 and 58). Variance was tested between the PRE and HV groups (2 group comparison),

as well as between the regrouped data in the NORM-, CAM- and CAM+ groups. Moreover, all

variables not related to the cam lesion were also tested between genders.

HV and PRE Regrouped Male and female

F-score p-value F-score p-value F-score p-value

Femoral Diameter (mm) 5.3 .03 2.6 .09 0.0 .95

NSA (◦) 0.1 .81 0.1 .92 .5 .47

Max α-angle AS (◦) 2.6 .12 3.1 .06 na na

location max α-angle AS (◦) 2.5 .13 1.5 .24 na na

Start supra-threshold cam (◦) 2.1 .16 na na na na

End supra-threshold cam (◦) 5.9 .02 na na na na

Width supra-threshold cam
(◦)

7.3 .01 na na na na

Table 57: Levene’s test results for femoral morphometrics. Variance was tested between
the patient and HV group (2 group comparison), the regrouped data (NORM-, CAM- and CAM+)
and between genders. Significance was set at p<.05, with significant results highlighted in italic blue.
Note, cam lesion specific variables (i.e. width, start and end location) were only investigated for
patients and HVs with supra-threshold cams.

3.2 Gender based data

Both groups were sub-divided based on gender, with gender-specific group means presented in

table 59 )(femoral morphometrics) and table 60 (pelvic morphometrics).

All morphometrics unrelated to the cam lesion (table 61) were compared, using a two-sided t-

test, between all male (n=25) and female (n=13) subjects, disregarding PRE and HV distinctions.

3.3 Individual 3D α-angles

All untreated 3D α-angles are included below.
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HV and PRE Regrouped Male and Female

F-score p-value F-score p-value F-score p-value

Acetabular Diameter (mm) 3.2 .08 1.5 .23 0.1 .79

Acetabular version (◦) 0.0 .99 0.8 .47 3.8 .06

Acetabular inclination (◦) 0.1 .72 0.9 .43 0.2 .67

CEA (◦) 0.2 .64 0.8 .45 0.7 .41

Coverage (%) 0.0 .95 0.7 .49 0.0 .86

Joint clearance (mm) 0.3 .61 0.3 .73 1.1 .31

6 APP&TPP (◦) 0.3 .59 0.2 .79 0.7 .42

Pelvic incidence (◦) 0.0 .91 0.1 .87 0.7 .40

Table 58: Levene’s test results for pelvic morphometrics. Variance was tested between the
patient and HV group, the regrouped data (NORM-, CAM- and CAM+) and between genders.
Significance was set at p<.05, with significant results highlighted in italic blue.

Male Female

HV
(mean±STD)

PRE
(mean±STD)

HV
(mean±STD)

PRE
(mean±STD)

Femoral diameter (mm) 13:12 48.5±4.0 49.8±1.1 6:6 43.2±1.9 45.9±3.3

NSA(◦) 13:12 131.5±6.3 125.5±5.9 6:6 130.5±4.3 124.6±4.2

Max α-angle AS (◦) 13:12 60.9±8.4 75.1±10.7 6:6 52.5±7.6 55.2±9.0

Location max α-angle AS (◦) 13:12 57.8±9.7 52.4±20.6 6:6 48.7±16.0 44.3±14.2

Start supra-threshold cam (◦) 8:11 49.0±9.2 7.8±24.2 3:5 30.3±15.4 29.2±8.1

End supra-threshold cam (◦) 8:11 69.8±13.0 93.8±29.9 3:5 66.7±11.7 52.4±16.8

Width supra-threshold cam (◦) 8:11 21.8±17.1 87.0±40.2 3:5 37.3±18.6 24.2±13.3

Table 59: Femoral morphometrics by gender. Both the patient group and healthy control
group were sub-divided based on gender. For each gender, the adjusted group sizes (HV:PRE) are
provided.

Male Female

HV
(mean±STD)

PRE
(mean±STD)

HV
(mean±STD)

PRE
(mean±STD)

Acetabular diameter (mm) 13:12 53.6±4.1 52.7±1.9 6:6 47.6±2.0 48.7±3.7

Acetabular version (◦) 13:11 18.6±6.6 17.5±7.4 6:6 25.1±1.7 21.2±5.5

Acetabular inclination (◦) 13:11 57.0±3.5 56.9±4.2 6:6 56.7±3.4 56.8±3.6

CEA (◦) 13:11 23.7±5.3 28.8±5.1 6:6 24.6±4.1 25.4±6.6

Coverage (%) 13:11 69.7±6.5 73.5±6.7 6:6 71.6±6.1 69.0±6.0

Joint clearance (mm) 13:12 5.1±0.9 2.9±1.4 6:6 4.4±1.2 2.7±0.6

6 APP&TPP (◦) 9:11 -1.1±5.2 -4.7±7.0 5:6 -1.0±3.2 -9.8±6.5

Pelvic incidence (◦) 13:11 55.7±12.5 51.3±12.6 6:6 50.9±10.7 42.2±6.2

Table 60: Acetabular morphometrics by gender. Both the patient group and healthy control
group were sub-divided based on gender. For each gender, the adjusted group sizes (HV:PRE) are
provided.
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Male
(mean±STD)

Female
(mean±STD)

difference in means
(95% CI)

p-
value

NSA(◦) 128.6±6.7 127.6±5.1 -1.0(-5.5 to 3.4) .644

Femoral diameter (mm) 49.1±3.0 44.6±2.9 -4.5 (-6.6 to -2.4) <
.001

Acetabular diameter (mm) 53.1±3.2 48.1±2.9 -5.0 (-7.2 to -2.8) <.001

Acetabular version (◦) 18.1±6.8 23.2±4.4 5.1 (0.7 to 9.5) .025

Acetabular Inclination (◦) 56.9±3.8 56.8±3.3 0.2 (-2.8 to 2.4) .899

CEA (◦) 26.1±5.7 25.0±5.2 -1.1 (-5.1 to 2.9) .592

Coverage(%) 71.5±6.7 70.3±5.9 -1.2 (-5.9 to 3.5) .613

Joint clearance (mm) 4.0±1.6 3.6±1.2 -0.5 (-1.5 to 0.6) .374

6 APP&TPP (◦) 5.1±5.4 6.2±6.7 1.1 (-3.6 to 5.8) .631

Pelvic incidence (◦) 53.7±12.5 46.6±9.5 -7.1 (-15.4 to 1.2) .092

Table 61: Morphometrics compared between genders. All morphometrics unrelated to the
cam lesion, were compared (using a two-sided t-test) between all male (n=25) and all female (n=12)
subjects. Significance was set at p<0.05, with significant results highlighted in italic blue. Note, due
to missing data some variables had a smaller group size, with version, inclination and CEA having
an adjusted count of 24:12 (M:F), and 6 APP&TPP having an adjusted count of 19:10 (M:F).
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(a) PRE-14R (b) PRE-16R

(c) PRE-22R (d) PRE-23R

(e) PRE-27R (f) PRE-36R

Figure 76: Female patients individual 3D α-angles were calculated using a 2.5% stepwise
(dotted lines) increase in the fitted sphere. The 5% sphere-increase data was further processed (–) for
subsequent data analysis. The maximum α-angle (?) and the 50◦ cut-off (dashed line) are included
in the graph.
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(a) HV-4R (b) HV-25R

(c) HV-26R (d) HV-30R

(e) HV-31R (f) HV-35R

Figure 77: Female HVs individual 3D α-angles were calculated using a 2.5% stepwise (dotted
lines) increase in the fitted sphere. The 5% sphere-increase data was further processed (–) for
subsequent data analysis. The maximum α-angle (?) and the 50◦ cut-off (dashed line) are included
in the graph.
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(a) PRE-6R (b) PRE-9L

(c) PRE-10R (d) PRE-11R

(e) PRE-12R (f) PRE-13L

Figure 78: Male patients individual 3D α-angles (part 1/2) were calculated using a 2.5%
stepwise (dotted lines) increase in the fitted sphere. The 5% sphere-increase data was further
processed (–) for subsequent data analysis. The maximum α-angle (?) and the 60◦ cut-off (dashed
line) are included in the graph.
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(a) PRE-15R (b) PRE-17R

(c) PRE-19L (d) PRE-20L

(e) PRE-32L (f) PRE-37L

Figure 79: Male patients individual 3D α-angles (part 2/2) were calculated using a 2.5%
stepwise (dotted lines) increase in the fitted sphere. The 5% sphere-increase data was further
processed (–) for subsequent data analysis. The maximum α-angle (?) and the 60◦ cut-off (dashed
line) are included in the graph.
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(a) HV-1R (b) HV-2R

(c) HV-3R (d) HV-5R

(e) HV-7R (f) HV-8R

Figure 80: Male HVs individual 3D α-angles (part 1/3) were calculated using a 2.5% stepwise
(dotted lines) increase in the fitted sphere. The 5% sphere-increase data was further processed (–) for
subsequent data analysis. The maximum α-angle (?) and the 60◦ cut-off (dashed line) are included
in the graph.
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(a) HV-18R (b) HV-21R

(c) HV-24R (d) HV-28R

(e) HV-29R (f) HV-33R

Figure 81: Male HVs individual 3D α-angles (part 2/3) were calculated using a 2.5% stepwise
(dotted lines) increase in the fitted sphere. The 5% sphere-increase data was further processed (–) for
subsequent data analysis. The maximum α-angle (?) and the 60◦ cut-off (dashed line) are included
in the graph.
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Figure 82: Male HVs individual 3D α-
angles (part 3/3) were calculated using a 2.5%
stepwise (dotted lines) increase in the fitted sphere.
The 5% sphere-increase data was further processed
(–) for subsequent data analysis. The maximum
α-angle (?) and the 60◦ cut-off (dashed line) are
included in the graph.
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