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Abstract 

 

Evidence for the importance of bodily cues for emotion recognition has grown over 

the last two decades. Despite this growing literature, it is underspecified how observers view 

whole bodies for body expression recognition. Here we investigate to which extent body-

viewing is face- and context-specific when participants are categorizing whole body 

expressions in static (Experiment 1) and dynamic displays (Experiment 2). Eye-movement 

recordings showed that observers viewed the face exclusively when visible in dynamic 

displays, whereas viewing was distributed over head, torso and arms in static displays and in 

dynamic displays with faces not visible. The strong face bias in dynamic face-visible 

expressions suggests that viewing of the body responds flexibly to the informativeness of 

facial cues for emotion categorisation. However, when facial expressions are static or not 

visible, observers adopt a viewing strategy that includes all upper body regions. This viewing 

strategy is further influenced by subtle viewing biases directed towards emotion-specific 

body postures and movements to optimise recruitment of diagnostic information for emotion 

categorisation.  
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1. Introduction 

The ability to recognise emotional state in others is essential for social interaction and 

has been shown to predict better social adjustment, mental health and workplace performance 

(Carton, Kessler, & Pape, 1999; Izard, Fine, Schultz, Mostow, Ackerman et al., 2001; 

Norwicki & Duke, 1994). Whilst facial expressions are considered to be the strongest 

predictors for emotional state within social interaction distance (Adolphs, 2002; Ekman, 

1992), in daily life we also receive other emotional cues from the person, such as posture, 

gestures, vocalisations and emotion tone in speech. These cues can be aligned, thereby 

facilitating recognition of an emotion, or they can be in conflict and lead to confusion in 

emotion perception. For instance, a frightened  person (expressed in bodily cues) with a 

happy facial expression is categorised more often as frightened compared to when both facial 

and bodily cues indicate a happy emotional state (Conty, Dezechache, Hugeueville, & 

Grèzes, 2012; Jensen & Kotz, 2011; Kokinous, Tavano, Kotz, & Schröger, 2017; Kreifelts, 

Ethofer, Shiozawa, Grodd, & Wildgruber, 2009; Meeren, Hadjikhani, Ahlfors, Hämäläinen, 

& de Gelder, 2008; Müller, Havel, Derntl, Schneider, Zilles, et al., 2011; Nelson & 

Mondloch, 2017; Stekelenburg & Vroomen, 2007; Yeh, Geangu, & Reid, 2016). To date, 

emotion research has focused predominantly on facial and vocal cues for investigating 

unimodal and multimodal emotion perception, whereas the role of bodily cues has received 

relatively less attention. Yet body cues provide critical information when the face is not 

clearly visible (de Gelder, 2009; de Gelder, de Borst, & Watson, 2015) or when facial 

expressions are ambiguous (Aviezer, Trope, & Todorov 2012) and emotional postures have 

been shown to modulate judgements from facial or vocal cues when perceived at the same 

time (Jensen & Kotz, 2011; Yeh et al., 2016). Moreover, body expressions have been found 

to activate action-related neural structures, suggesting that they are critical for judging action 
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intentions and for response preparation (de Gelder, 2013; Engelen, Zhan, Sack, & de Gelder, 

2018; Grezes, Pichon, & de Gelder, 2007; Meeren, Sinke, Kret, & Tamietto, 2010). 

The salience of the body for human observers in social cognition is further reflected in 

the way viewers divide their attention over the face and the body. When viewing social 

scenes to identify a person, people tend to spend approximately 40% of the time looking at 

the body (Bindemann, Scheepers, Ferguson, & Burton, 2010). In addition, body movement 

(e.g. gait) has been shown to attract observers’ attention when they view people for person 

identification (Rice, Phillips, Natu, An, & O’Toole, 2013). However, viewing of whole 

bodies for emotion recognition has not been investigated in great detail. A few results 

highlight the importance of bodily cues for perception of threat (Kret, Stekelenburg, Roelofs, 

& de Gelder, 2013). Using still images of people within a social context or alone, Kret et al. 

(2013) found that observers tend to view both the face and the body when they are visible in 

the images. Attention to the body increases when the emotions signalled by the body (threat) 

and face (happy) were incongruent, suggesting that bodily cues became more important when 

the emotional state is ambiguous (Kret et al., 2013). A similar effect of face cue ambiguity 

has been demonstrated in person identification (Rice et al., 2013), reflected in increased 

viewing of the body when the face is less informative for identity recognition. Several 

findings further suggest that the body is even more informative when movement is added in 

dynamic displays (Grezes et al., 2007; O’Toole, Phillips, Weimer, Roark, Ayyad, et al., 2011; 

Stoesz & Jakobson, 2014). For instance, compared to static images, dynamic displays of 

bodies with faces not visible increases person identification performance more than when 

motion is added to face stimuli alone (O’Toole et al., 2011). Moreover, compared to the face, 

the body is attended more often during free-viewing of dynamic social scenes compared to 

static images of these scenes (Stoesz & Jakobson, 2014). To date, it is not yet known whether 

a similar increase in attention to the body will emerge in viewing dynamic compared to static 
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body expressions for emotion categorisation. To address this question, the present study will 

investigate gaze behaviour in viewing of static images (Experiment 1) or videos (Experiment 

2) of whole body expressions at varying orientations with faces visible or not visible. Based 

on the findings discussed so far, it is expected that the body will attract more attention in 

dynamic compared to static displays and when the face is not visible compared to when it is 

visible.  

Emotional body expressions have been described in terms of unique combinations of 

postures, gestures and muscle movements (Atkinson, Dittrich, Gemmel, & Young, 2004; 

Deal, Mortillaro, & Scherer 2012; Gunes, 2005; Gunes & Piccardi, 2006, Huis In ‘t Veld, van 

Boxtel, & de Gelder 2014). Similar to facial action coding system (FACS) for facial 

expressions, a few studies have developed coding systems for body expressions where each 

emotion is associated with a set of Body Action Units (BAU) (Dael et al., 2012; Gunes et al., 

2006). The description of these BAUs shows considerable overlap across studies. For 

instance, in expressions of anger, people tend to lean forward and shake their fists or point at 

the cameras, whereas expressions of fear involves leaning backward and raising the arms in 

front of the body. For sadness, the head is often dropped and hands or arms are brought close 

to the body and for happiness the posture is upright, with arms raised (Atkinson et al., 2004; 

Atkinson, Tunstall, & Dittrich, 2007; Dael et al., 2012; Gunes et al., 2006). In addition to the 

postural cues, velocity is an important feature for discriminating between two emotions 

(Gunes et al., 2006; Atkinson et al., 2007; Gunes et al., 2015). For instance, movements for 

anger and happiness tend to be fast and jerky whereas movement tends to be minimal and 

slow for sad expressions. It is not yet known whether viewing behaviour is influenced by 

emotion-specific bodily cues in static and dynamic displays of whole body expressions. To 

investigate this question, the present study will record viewing measures separately for 
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different body regions (head, arms, torso and legs) and for different emotions (happy, sad, 

fear, anger and neutral). 

Emotion-specific viewing patterns have previously been observed in viewing of facial 

expressions (e.g. enhanced viewing of the smiley mouth for happy expressions) and are 

consistent with the idea that attention is drawn to facial features that are most diagnostic for 

different emotions (Calvo & Nummenmaa, 2008; Smith, Cottrell, Gosselin, & Schyns, 2005). 

A few other findings suggest however that viewing is relatively unaffected by the expressed 

facial expression of varying intensities (Guo, 2012). Guo argues that facial configural 

information (structural information about the spatial relations between local facial features) 

may be more informative to disambiguate subtle expressions. Under these circumstances, the 

use of a uniform viewing strategy that includes all facial regions may be more optimal (Guo, 

2012). The importance of configural information in body expression recognition has 

previously been demonstrated in both static (Stekelenburg & de Gelder, 2004) and dynamic 

displays (Atkinsons et al., 2007). Atkinson et al. (2007) found for example that accuracy for 

fully lit dynamic body expressions (with faces covered) was reduced by inversion and 

reversion of the videos clips, suggesting that the processing of structural relations between 

body regions and temporal sequencing in body movements was disrupted. However, accuracy 

was still above chance in reversed and inversed videos suggesting that other information, 

such as emotion-specific body signals, remain important for body expression recognition 

(Atkinson et al., 2007). The results of the present study will reveal whether viewers focus 

more on bodily cues uniquely associated with different emotion categories, which would be 

reflected in emotion-specific viewing patterns, or whether viewers will adopt a more uniform 

viewing strategy to optimise information seeking for emotion categorisation. Body posture, 

such as forward lean for anger or a backward lean for fear, are expected to provide relevant 

diagnostic information in still images and may therefore draw attention to the body region 
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when faces are not visible (Dael et al., 2012; Gunes et al., 2006). In contrast, attention may be 

drawn more to the diagnostic movements of the arms in dynamic displays given the 

diagnostic information they provide (i.e. pronounced movements in happy and angry 

expressions, minimal movement in sad and neutral displays) (Atkinson et al., 2004; Atkinson, 

Tunstall, & Dittrich, 2007; Dael et al., 2012; Gunes et al., 2006). 

In summary, it is not yet known how observers view dynamic whole body expressions 

for emotion categorisation responses. The aim of the present study is to fill this gap by 

presenting observers with still and dynamic stimuli of whole body expressions of emotions 

with faces either visible or not visible. Based on previous findings, it is expected that the 

body will attract more attention in dynamic displays (Rice et al., 2013; Stoesz & Jakobson, 

2014), and that attention is drawn to emotion-specific bodily cues (Dael et al., 2012, Gunes et 

al., 2006). 

 

2. EXPERIMENT 1: Static body expressions 

2.1 Methods 

2.1.1 Participants 

Forty-one young adults (17 males, age = 20.1 ± 0.24 (Mean ± SEM) years; 24 

females, age = 19.9 ± 0.22 years) were recruited via the Subject Pool of the School of 

Psychology at the University of Lincoln. This sample size was based on previous research in 

the same field and was comparable to those published reports (e.g., Guo, 2012; Shaw & Guo, 

2015; Pollux, Hall, & Guo, 2014). The suitability of the sample size was confirmed by power 

analysis using G*power software (Faul, Erdfelder, Lang, & Buchner, 2007). In our previous 

study the effect size (ƞ2) for the effect of Emotion on categorisation accuracy was .3 and for 

Emotion × ROI (region of interest) in viewing time analysis was .42 (Pollux et al., 2014). A 

sample of 22 participants in this study would have been large enough for an effect size of .3 
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to be detected with a power of .95 at alpha level .05 in a repeated measures design with 5 

emotions to be categorised.  

Informed written consent was obtained from participants and from the actors recruited 

for the videos and images. All participants had normal or corrected to normal vision. Ethical 

approval was obtained from the Ethics Committee in the School of Psychology, University of 

Lincoln. All procedures complied with the British Psychological Society ‘‘Code of Ethics 

and Conduct’’ and with the World Medical Association Helsinki Declaration as revised in 

October 2008. 

 

2.1.2. Materials and Equipment 

Recording: Six Caucasian final year student actors (3 men, 3 women, age = 20 ± 0.21 

years) in the Drama and Theatre Studies course at the University of Lincoln were recruited 

for the recording of whole body expression videos. All actors gave written consent for the use 

of their videos for the purpose of research. Their clothing consisted of a grey t-shirt, dark 

trousers and grey socks. Shoes and jewellery were removed. All women had long hair tied 

back in a ponytail. All men had short hair and no facial hair. The actors were positioned 

against a black background. Visibility of postural and movement cues generally varies from 

different viewpoints. For instance, a forward or backward lean is likely to be more visible 

from a profile viewpoint whereas sideway movements (e.g. in fear) may be more observable 

from a frontal viewpoint. To optimise visibility of diagnostic cues for each emotional 

expression, recordings were made with three cameras; one camera was facing the actors (0˚), 

the other two cameras were positioned at a 45˚ and 90˚ angle (to the right hand side of the 

actors) at a distance of 3 meters. The emotional expressions were guided by scenarios read 

out to the actors before each recording. In all videos, the actors started with a neutral position: 

Arms were held loosely next to the body and they were facing forward with neutral facial 
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expression. Actors were encouraged to express intense emotions and not to walk more than 

one small step in any direction from their starting position. In order to capture natural 

expressions of emotions as much as possible, no other instructions were given. The emotions 

included for the present study were happy, sad, angry, fear and neutral. For angry 

expressions, all actors leaned or stepped forward and made rapid arm movements (e.g. 

pointing). For happy expressions, all actors raised their arms, 68% raised their arms above the 

head, 20% jumped up and down. For sad expressions, 68% either crossed or held their arms 

over their abdomen, 12% touched their lower neck, 68% put their hands together and all 

actors dropped their heads at some point during the video. For fearful expression, 83% either 

crouched slightly or leaned backward and/or sideways and 83% raised their arms up away 

from the body. The expressed emotions fit well with previous descriptions of body action 

units for each emotion category (Dael et al., 2012, Gunes et al., 2006). The recordings from 

the three cameras (Nikon D90, resolution 1280 × 720 pixels) were synchronised in time, grey 

scaled and further processed to remove any small features drawing attention in the 

background. A second set of the same videos was created with the faces pixelated. The 

duration of the final videos were either 4 seconds (neutral condition) or 5 seconds (emotion 

conditions). The frame rate of the videos was 25Hz. 

Still Images: Selection of the frames for still images was guided by the highest 

intensity of both the body and the facial expression within one frame. The same frames were 

used for the images with pixelated faces. While actors were instructed to direct their 

emotional expression to the frontal view camera and their gaze was directed to the frontal 

camera in all images, head and/or body orientation could deviate slightly from centre in the 

images. The images were further processed to reduce any background noise and were re-sized 

to ensure that the height of the different actors was the same (13°) in the starting position. 
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The width of the bodies varied between 6° and 13° due to the different positions of the arms 

across emotion.  

 

2.1.3. Procedure  

The still images of the six actors were presented on a non-interlaced gamma-corrected 

colour monitor (30 cd/m2 background luminance, 100 Hz frame rate, Mitsubishi Diamond 

Pro 2070SB) with a resolution of 1024 × 768 pixels. At a viewing distance of 57 cm, the 

monitor subtended a visual angle of 40 × 30°. During the experiment the participants sat in a 

chair with their head restrained by a chin-rest, and viewed the display binocularly. To 

calibrate eye movement signals, a small red fixation point (FP, 0.3° diameter, 15 cd/m2 

luminance) was displayed randomly at one of 9 positions (3 × 3 matrix) across the monitor. 

The distance between adjacent FP positions was 10°. The participant was instructed to follow 

the FP and maintain fixation for 1s. After the calibration procedure, the FP was presented at 

the centre of the screen for 500ms before it was replaced by one of the 180 images (six 

models × five emotions × three body orientations × two face visibility conditions). Images 

were presented in random order with restrictions on repetitions of actors for a specific 

expression. Participants were instructed to press the space bar as soon as they recognised the 

emotion for the purpose of recording reaction time. Once the space bar was pressed, the 

image disappeared and the five different emotion categories (i.e. happy, sad, angry, fear and 

neutral) were presented on the screen. Participant selected one of five keys to indicate their 

selected emotion label (See Figure 1). This procedure was chosen to reduce the influence of 

variability in working memory demands on response times. Once a response was selected, the 

instruction “on a scale of 1-9, how confident are you about your response?” appeared on the 

screen. Once the participant gave a verbal response, the next instruction on the screen asked 

for a rating of intensity “on a scale from 1-9, how intense was the emotion?”. The experiment 
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was paced by the experimenter and the responses of the participants. Pauses were included 

after every 30 trials. 

                        

Figure 1: Illustration of trial events in Experiment 1. 

 

During the experiment, horizontal and vertical eye positions from the self-reported 

dominant eye (determined through the Hole-in-Card test or the Dolman method if necessary) 

were measured using a Video Eyetracker Toolbox (a camera-based system tracking pupil 

centre and cornea reflection) with 50 Hz sampling frequency and up to 0.25° accuracy 

(Cambridge Research Systems, UK). The software developed in MATLAB computed 

horizontal and vertical eye displacement signals as a function of time to determine eye 

velocity and position (Guo, Mahmoodi, Robertson, & Young, 2006). The location of gaze 

points within each video frame was extracted from the raw data. To determine gaze allocation 

within body regions, each body was divided into five regions of interest (ROI) (Deal et al., 

2012): face region, torso (from the base of the neck to the hips, which aligned with the 

bottom of the t-shirt), arms (from the point where the end of the clavica meets the top of the 

humerus), hands (from the wrist) and the legs (including feet) (see Figure 2). Viewing time 

allocated to each ROI was normalised in proportion to the total viewing time sampled in that 

trial (referred to as proportion viewing time).  



13 
 

                              

Figure 2: Example of still images and regions of interest (ROI) 

 

All measures were averaged for the three body orientations to ensure that the 

orientations with optimal visibility of emotion-specific postural cues were included in the 

average. Viewpoint was not analysed further given the variability in deviation of head 

orientation from straight ahead in the still images. Behavioural measures (proportion correct 

responses, confidence ratings and intensity ratings, response times (the response to indicate 

recognition of the emotion) and total viewing times were analysed using ANOVA with the 

factors Face visibility (face visible or not visible) and Emotion (happy, angry, sad, fear, 

neutral). The intensity ratings were not analysed for the trials that participants perceived as 

neutral. Total viewing times (Experiment 1) refers to the sum of fixation durations on all 

ROIs (total viewing duration of the person). Proportions of viewing time for each ROI were 

calculated with reference to the total viewing times. ROI was added for the analysis of 

proportion viewing times (head, torso, arms, hands, legs). Greenhouse-Geisser was used for 

sphericity corrections. Generalised eta squared (ƞ2) was used to indicate effect sizes and 

Tukey’s HSD test was used for pair-wise post-hoc comparisons.  
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3. Results  

3.1 Behavioural measures:  

3.1.1. Accuracy (percentage correct responses) was high and varied with Emotion 

[F(2,58) = 13.4; p < 0.001, ƞ2 = 0.17], Face visibility [F(1,40) = 25.01; p < 0.001, ƞ2= 0.02] 

and Emotion × Face visibility [F(4,138) = 11.21; p < 0.001, ƞ2 = 0.04] (See Figure 3). When 

the face was not visible, accuracy reduced significantly for fearful, happy and sad expressions 

compared to when faces were visible (all p’s ≤ 0.05). When the face was visible, accuracy 

was significantly higher for happy, angry and neutral compared to fearful and sad expressions 

(p’s ≤ 0.001). For images with faces not visible, accuracy was highest for angry expressions 

(angry>happy/neutral>sad/fear: p’s ≤ 0.05).  

3.1.2. Confidence ratings also varied as a function of Emotion [F(3,116) = 11.2; p < 

0.001, ƞ2 = 0.07], Face visibility [F(1,40) = 33.3; p < 0.001, ƞ2 = 0.04] and Emotion × Face 

visibility [F(3,99) = 5.7; p = 0.002, ƞ2 = 0.01]. Confidence ratings were significantly lower 

for all expressions when faces were not visible (p’s ≤ 0.05). When faces were visible, the 

highest confidence ratings were associated with happy and neutral expressions (happy > 

sad/fear/angry: p’s ≤ 0.004; neutral > sad/fear: p’s < 0.001). For images with faces not 

visible, happy, angry and neutral expressions were associated with higher confidence ratings 

compared to fearful and sad expressions (happy/angry/neutral > sad/fear: p’s ≤ 0.05).   
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Figure 3: Experiment 1: Behavioural measures as a function of Emotion and Face Visibility. 

 

3.1.3. Intensity ratings varied as a function of Emotion [F(3,115) = 29.2; p < 0.001, ƞ2 

= 0.22], Face visibility [F(1,40) = 21.5; p < 0.001, ƞ2 = 0.004] and Emotion × Face visibility 

[F(3,95) = 7.3; p < 0.0005, ƞ2 = 0.006]. Pixilation of faces reduced intensity ratings 

significantly for happy and fearful expressions (p’s < 0.001). When faces were visible, happy 

expression attracted the highest intensity rating followed by angry and fearful, and then by 

sad expressions (happy>angry/fear> sad, p’s ≤ 0.05). When faces were not visible, intensity 

ratings were highest for angry and happy expressions, followed by fear, and ratings were 

lowest for sad expressions (happy/angry>fear>sad: p’s ≤ 0.05). Average intensity rating 
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across the six actors varied between 5.8±0.19 and 6.3±0.21 and the range of the ratings 

(maximum-minimum rating) varied between 4.1 and 5.03 for the different actors. 

3.1.4. Response times: Significant effects were found for Emotion [F(4, 143) = 11.8; p 

< 0.001, ƞ2= 0.13; mean RTs were 1575±0.11ms, 1729±0.11ms, 1970±0.13ms, 1840±0.14ms 

and 1518±0.09ms for happy, sad, fear, angry and neutral expressions, respectively], Face 

visibility [F(1,40) = 16.38; p < 0.001, ƞ2=0.03; mean RTs were 1650±0.10ms and 

1803±0.12ms when faces were visible and not visible, respectively] and Emotion × Face 

visibility [F(4,129) = 2.45; p = 0.04, ƞ2 = 0.01]. Face visibility reduced response times for 

happy, fear and neutral expressions (p’s ≤ 0.03). When faces were visible, RT was shortest 

for neutral and happy expressions (anger/fear/sad>happy/neutral: p’s ≤ 0.026). When faces 

were not visible, RT was longest to fearful expressions (fear>angry/happy/sad>neutral; p’s ≤ 

0.02).  

 

3.2. Viewing times: 

3.2.1. Total viewing times: Across all the trials, on average each participant spent at least 93% 

of image presentation time to explore the displayed actor or actress. Significant effects were 

found for Emotion [(4,128) = 16.3, p < 0.001, ƞ2 = 0.04], Face visibility [F(1,40) = 13.7, p < 

0.001, ƞ2 = 0.006] and Emotion × Face visibility [F(4,140) = 7.3, p < 0.001, ƞ2 = 0.007; Fig. 

4]. The effects for viewing time were the same as for RTs: When faces were not visible, total 

viewing times were longer compared to when they were visible for happy, fearful and neutral 

expressions (p’s ≤ 0.01). When faces were visible, angry, fearful and sad expressions 

attracted longer viewing time than happy and neutral expressions 

(angry/fear/sad>happy/neutral: p’s ≤ 0.001). When faces were not visible, fearful expressions 

attracted the longest viewing time, followed by angry, happy and sad expressions, and then 

by neutral expressions (fear>angry/happy/sad>neutral: p’s ≤ 0.04). 
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Figure 4: Experiment 1: Total viewing times (in milliseconds) as a function of Emotion and 

Face visibility. 

 

 

3.2.2. Proportion viewing times: Viewing time allocated at different local body 

regions was significantly influenced by Emotion and Face visibility, as reflected in 

significant effects of Emotion × ROI [F(5,199) = 19.94, p < 0.001, ƞ2 = 0.04], Face visibility 

× ROI [F(4,140) = 71.9, p < 0.001, ƞ2 = 0.06] and Emotion × Face visibility × ROI [F(7,283) 

= 4.9, p < 0.001, ƞ2 = 0.005]. Figure 5 shows that viewing patterns were qualitatively similar 

for all expressions. Proportion viewing times of the head and body were higher compared to 

viewing of arms, legs and hands (all p’s ≤ 0.017). The head was also viewed more than the 

body for all expressions when faces were visible (p’s ≤ 0.002) but this difference was only 

significant for happy expressions when faces were not visible (p = 0.03). Emotion-specific 

effects were revealed in comparisons of proportion viewing times separately for each ROI. 

The arms were viewed more for happy and fearful expressions (Face visible: 

happy/fear>angry/sad/neutral: p’s ≤ 0.035, Face not visible: happy/fear> sad/neutral: p’s ≤ 

0.018), the body was viewed more for sad and fearful expressions (for both face visibility 

conditions sad/fear>happy/angry: p’s ≤ 0.04), whereas the head was viewed more for happy, 
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angry and neutral expressions (Face visible: happy/angry/neutral>sad/fear: p’s ≤ 0.001; Face 

not visible : happy>angry: p = 0.02 and happy/angry/neutral>sad/fear: p’s ≤ 0.001). Hands 

and legs received little attention, although hands were viewed more in sad and fearful 

expressions, particularly when faces were not visible (sad/fear>happy/angry/neutral: p’s ≤ 

0.01).  

 

 

Figure 5: Experiment 1: Proportion viewing times as a function of Emotion, Face Visibility, 

and Region of Interest (ROI). 

 

4. Summary of results: Analysis of behavioural measures showed that accuracy and 

confidence ratings were high for all expressions and that these measures reduced significantly 

for most expressions when faces were not visible. Overall, accuracy and confidence tended to 

be the highest for happy, angry and neutral expressions. Intensity ratings were the highest for 

happy, angry and fearful expressions and were overall affected less by face visibility than 



19 
 

accuracy and confidence ratings (only intensity ratings of happy and fearful expressions were 

reduced). While the gaze distribution over the different body regions was similar for the five 

expressions, several emotion-specific patterns were observable. For instance, the arms were 

viewed more for happy and fearful expressions whereas the body was viewed more for sad 

and fearful expressions. The results of Experiment 1 will be discussed after Experiment 2 

where viewing of dynamic body expressions will be investigated. 

               

 

5. EXPERIMENT 2: Dynamic body expressions 

5.1. Methods  

5.1.1. Participants 

Twenty four participants (5 men (22.1 ± 0.17 years) and 19 women (21.6 ± 1.15 

years)) were recruited via the Subject Pool of the School of Psychology at the University of 

Lincoln. This sample size was determined by checking the effect size reported in previous 

comparable studies. For instance, Nelson and Mondloch (2017) report an effect size of .4 in 

proportion viewing time (dynamic displays) for the interaction between Emotion and ROI. 

With a more conservative effect size of .3, a sample size of 22 would be large enough for this 

effect to be detected with a power of .95 at alpha level .05. Informed written consent was 

obtained prior to the testing and all participants had normal or corrected to normal vision.  

 

5.1.2. Procedure 

The experimental procedure and the participants’ task were similar to those used in 

Experiment 1. In Experiment 2, videos of 4 actors (two men and two women) were selected 

from six actors described in Experiment 1. The videos (14 × 15°) were presented on a black 

window (23 × 17°). The actor was in the centre of the window with 2° distance from the head 
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to the top of the window and from the feet to the bottom of the window in the starting 

position. Eye-movements were measured using the Video Eyetracker Toolbox (Cambridge 

Research Systems) via GazeTracker software (http://www.eyetellect.com/gazetracker-

software-interface-analysis/). After initial calibration, each trial started with a FP for 2 s, 

followed by the presentation of a body expression video. Participants were instructed to 

watch the video until the end before identifying verbally which emotion was expressed. 

Following their response, participant were required to rate confidence and intensity verbally. 

All responses were entered by the experimenter. To reduce potential memory effects, videos 

with faces visible or not visible were presented in separate blocks with a break in between. 

The order of face visible and face not visible blocks was counterbalanced whereas the order 

of the videos within each block was pseudorandomised. In total 120 videos were presented (4 

actors × 5 emotions × 3 body orientations × 2 face visibility conditions). The looking zones 

(ROIs) created for Experiment 2 used the same regions as in Experiment 1. Based on the 

observation that little attention was allocated to the hands in Experiment 1, arms and hands 

were now combined in one ROI. The size and location of each ROI was adjusted on a frame-

to-frame basis using the GazeTracker software. Viewing times were extracted from the 

number of gaze points at each ROI per video frame and were then normalised with reference 

to the total tracked viewing time for each video (referred to as proportion viewing times).  

 

6. Results  

6.1. Behavioural measures:  

6.1.1. Accuracy analysis revealed significant effects of Emotion [F(3,62) = 8.1, p < 

0.001, ƞ2 = 0.18], Face visibility [F(1,22) = 13.6, p < 0.001, ƞ2 = 0.03] and Emotion × Face 

visibility [F(2,43) = 14.1, p < 0.001, ƞ2 = 0.15] (see Fig. 6). Face pixilation only reduced 

accuracy for sad expressions (p < 0.001). When faces were visible, accuracy was the lowest 

http://www.eyetellect.com/gazetracker-software-interface-analysis/
http://www.eyetellect.com/gazetracker-software-interface-analysis/
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for fear (happy/sad/anger/neutral>fear: p’s ≤ 0.02), whereas when faces were not visible 

accuracy was the lowest for sad expressions (angry/happy/fear/neutral>sad: p’s ≤ 0.019).     

                                                             

 

Figure 6: Experiment 2: Behavioural measures as a function of Emotion and Face Visibility. 

 

6.1.2. Confidence ratings: Significant effects were found for Emotion [F(3,48) = 

24.11, p < 0.001, ƞ2 = 0.23], Face visibility [F(1,22) = 29.8; p < 0.001, ƞ2 = 0.1] and Emotion 

× Face visibility [F(3,69) = 10.5, p < 0.001, ƞ2 = 0.06]. Face pixilation reduced confidence 

ratings for angry, happy and sad expressions (p’s < 0.001). Confidence was the highest for 

happy, angry and neutral expressions and the lowest for sad expressions (Face visible: 



22 
 

happy/angry/neutral>fear/sad: p’s ≤ 0.005; Face not visible: happy/neutral>angry/fear>sad: 

p’s ≤ 0.01).   

6.1.3. Intensity ratings: The analysis revealed significant effects for Emotion [F(2,30) 

= 19.9, p < 0.001, ƞ2 = 0.23], Face visibility [F(1,22) = 20.7, p = 0.002, ƞ2 = 0.02] and 

Emotion × Face visibility [F(4,80) = 7.9, p < 0.001, ƞ2 = 0.009]. Face pixilation reduced 

intensity ratings significantly for angry, happy and sad expressions (p’s < 0.001). Happy and 

sad expressions were associated with the highest and lowest intensity ratings, respectively 

(Face visible: Happy>fear/angry>sad: p’s ≤ 0.04; Face not visible: Happy>fear/angry>sad: 

p’s ≤ 0.03). Average intensity ratings across the actors varied between 5.9±0.20 and 6.4±0.25 

and the range of the ratings per actor (max-min rating) varied between 4.2 and 5.2. 

 

6.1.4. Comparison of behavioural measures of Experiment 1 and 2: 

To analyse the effect of body movement (still image vs dynamic video display), an 

additional ANOVA was conducted with the factors of Experiment and Face visibility. In 

addition to the expected Face visibility effects for all three behavioural measures (F(1,62) > 

36.9, p’s < 0.001, ƞ2  > 0.08), the effect of Experiment was significant for accuracy [F(1,62) 

= 6.18, p = 0.02, ƞ2 = 0.08] and confidence ratings [F(1,62) = 9.18, p = 0.004, ƞ2 = 0.12] with  

higher measures for dynamic video displays. Intensity ratings were unaffected by movement 

and no significant interaction effects were found. 

 

6.2. Proportion viewing times:  

Across all trials, on average each participant spent at least 92% of video presentation 

time to view the displayed actor or actress. Viewing time allocated at local body regions were 

influenced by Emotion and Face visibility. Significant effects were found for Emotion × ROI 

[F(5,110) = 16.5, p < 0.001, ƞ2 = 0.11], Face visibility × ROI [F(2,29) = 457.7, p < 0.001, ƞ2 
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= 0.84] and Emotion × Face visibility × ROI [F(6,120) = 8.8, p < 0.001, ƞ2 = 0.06]. Figure 7 

shows that whilst viewing patterns were fairly similar across emotions, they were different 

when the face was visible or not visible. Viewers looked mostly at the face when it was 

visible whereas other regions received little attention (head>body/arms/legs: p’s < 0.001 for 

all expressions). When the face was not visible, the head was viewed more than the other 

regions for all expressions except fear (anger/happy/sad: head>body/arms>legs: p’s < 0.001; 

neutral: head>body>arms>legs: p’s < 0.001). For fear, the body was viewed more than the 

other regions (body>head>arms>legs; p’s ≤ 0.01). Additional emotion-specific effects were 

revealed in the comparisons between expressions for each ROI. When faces were visible, 

arms were viewed more for happy expressions (happy>angry/neutral/sad: p’s ≤ 0.04) and the 

head was viewed more for angry expressions (angry>fear/happy/sad: p’s < 0.001). When 

faces were not visible, arms were viewed more for angry expressions 

(angry>fear/happy/sad/neutral: p’s ≤ 0.04; fear/happy/sad>neutral: p’s < 0.001), whereas the 

body was viewed more for fearful expressions (fear> angry/happy/sad/neural: p’s < 0.001; 

sad>angry: p = 0.03) and the head was viewed less for fearful expressions 

(angry/happy/neutral/sad>fear; p’s< 0.001).      
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Figure 7: Experiment 2: Proportion viewing times as a function of Emotion, Face Visibility, 

and Region of Interest (ROI). 

 

 

7. General discussion 

The aim of the present study was to investigate gaze strategies in viewing of static and 

dynamic body expressions with faces either visible or not visible for expression 

categorisation. Categorisation accuracy and confidence ratings were higher for dynamic 

compared to still displays, whereas intensity ratings were not significantly affected by body 

movement. Face pixilation reduced accuracy more in still displays (affecting all expressions) 

than in dynamic displays (affecting only sad expressions) suggesting that bodily cues were 

more informative for emotion recognition in the dynamic videos. The eye movement data 

revealed that in viewing of still images, observers attended the head, the torso and the arms 

(whether the face was visible or not visible) and the body was attended more when the face 

was not visible. A similar viewing pattern was associated with viewing of dynamic body 

expressions with faces not visible, suggesting that viewers adopted a relatively uniform gaze 
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strategy to optimise information seeking in these three conditions. Conversely, attention was 

almost exclusively allocated to the face when they were visible in dynamic displays. In 

addition, small variations in viewing patterns were associated with different expressions in all 

conditions, suggesting that allocation of attention was influenced by emotion-specific 

postures and movements in the stimuli.   

The strong face bias observed in viewing of dynamic body expressions with visible 

faces is surprising given that the body is generally viewed more in dynamic compared to 

static displays in different task demands (Rice et al., 2013, Stoesz et al., 2015). A plausible 

explanation is that the dynamic facial expressions were more informative for emotion 

categorisation than the static facial expressions. Consistent with this idea, a few studies have 

shown that facial expression recognition is enhanced for dynamic compared to static displays 

(Harwood, Hall, & Shinkfield, 1999), particularly when expressions are subtle (Ambadar, 

Schooler, & Cohn, 2005). Moreover, in viewing of static images viewers attended faces more 

when they were visible compared to when they were not, yet in both conditions attention was 

still allocated to all upper body regions to recruit more diagnostic information. Overall, the 

pattern in proportionate viewing of face and body in both experiments suggests that viewing 

for emotion categorisation responds flexibly to the informativeness of facial cues in whole 

body expression recognition. This finding aligns with those eye-tracking studies investigating 

person identification, where viewing of the body was found to increase when it was a better 

indicator for identity than the face (Rice et al., 2013). Interestingly, the head region was still 

viewed most when the face was not visible in dynamic displays and received as much 

attention as the body in viewing of still images, suggesting that the position and  movement 

of the head provided useful cues for emotion recognition (Atkinson et al., 2007; Dael et al., 

2012; Gunes et al., 2006).  
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 When presented with static images and videos with faces pixilated, observers viewed 

the head, the torso and the arms whereas the legs were almost entirely ignored in all 

conditions. This finding is consistent with the observation that leg movements are not often 

identified as diagnostic for body expressions (Dael et al., 2012) and have previously been 

shown to receive less attention compared to the upper body when the body is viewed for 

emotion recognition (Kret, 2013). The upper body bias may have been partly influenced by a 

general, task independent, centre of gravity effect, previously demonstrated as the allocation 

of attention to the centre of a scene (Bindeman et al., 2010) or to the centre of faces 

(Bindeman et al., 2009) in the first fixation. However, consistent with the literature 

highlighting emotion-specific gestures in different body expressions (Dael et al., 2012; Gunes 

et al., 2006; Huis in‘t Veld et al., 2014), viewing was also characterised by subtle emotion-

specific gaze patterns in the present study, likely resulting from a combination of factors, 

such as the presence, visibility and the duration of emotion-specific facial or bodily cues. The 

most noticeable emotion-specific effect was associated with fearful expressions in dynamic 

displays when faces were not visible, where the body was viewed more than the head 

whereas the head region was viewed most for all other expressions. Changes in body postures 

evolved relatively slowly in dynamic displays of fearful expressions, which may have 

contributed to prolonged viewing of the body in these displays. Moreover, in the comparisons 

of proportion viewing times between different expressions for each body region separately, 

the arms were found to be viewed more for happy and fearful expressions in all still displays 

and for happy and angry expressions dynamic displays when faces were visible and not 

visible, respectively. The finding that viewers allocated their attention to all upper body 

regions in static images and in dynamic displays with faces not visible suggests however that 

viewers did not rely on the presence of just one diagnostic gesture (e.g. pointing for angry 

expression) and attended all body regions to optimise information seeking. Interestingly, 
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emotion categorisation accuracy was still high when faces were not visible in both 

experiments, which is consistent with previous studies showing that information from the 

body can be sufficient for above chance expression categorisation (Atkinson et al., 2004, 

2007; de Gelder, 2009). Face visibility did increase behavioural measures, but this effect was 

not consistent for all expressions and conditions.  

One limitation of the present study is that a face-alone (without body) condition was 

not included in the design, thereby prohibiting a direct comparison of performance based on 

only body or only facial cues. The inclusion of a face-alone conditions would also be relevant 

to further investigate the assumption that proportionate viewing of the body is dependent on 

the informativeness of facial emotion cues in categorisation of whole body expressions. A 

second limitation is that the frames for static images in Experiment 1 were selected from the 

videos, based on their proximity to the apex of the body expressions and the clarity of the 

facial expression. Although these images have high ecological validity and ensure a 

meaningful direct comparison with video stimuli, creating the still images in this way may 

have inevitably resulted in some variability in luminance or image quality and in variability 

in facial expression intensity. The results of the present study show however that average 

intensity ratings were high for most whole body expressions in both experiments (particularly 

for happy, angry and fearful expressions), suggesting that the actors expressed high intensity 

emotional states in the images. In addition, both categorisation accuracy and viewing of facial 

expressions has recently been shown to be quite resilient to reduced image quality (Guo, 

Soornack, & Settle, 2018).  Guo et al. (2018) showed for example that accuracy in expression 

categorisation and viewing measures were unaffected when pixel resolution was reduced to 

as low as 48 × 64 pixels. Moreover, previous eye-tracking results have shown that gaze 

allocation in viewing of faces and social scenes is more guided by top-down (task-driven) 

information than low-level features and visual saliency (Birmingham, Bischof, & Kingstone, 
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2009; Malcolm, Lanyon, Fugard, & Barton, 2008). It is therefore unlikely that the quality of 

the images could have been responsible for differences in behavioural measures and viewing 

patterns between still and dynamic displays in the present study. Nonetheless, further studies 

will be necessary to specify the relationship between the intensity of facial expressions, 

image quality and the amount of viewing that the body receives for whole body expression 

categorisation.  

A second limitation could be raised based on the effect sizes for statistical effects in 

the analysis of viewing measures for static and dynamic displays. The results show however 

that smaller effects sizes were predominantly associated with Experiment 1 whereas effect 

sizes were moderate or large in Experiment 2, suggesting increased consistency in viewing of 

dynamic stimuli. This finding is in line with previous studies showing that movement in a 

scene can reduce variability in eye-movements when observers are engaged in free viewing 

of dynamic compared with static displays (Carmi & Itti, 2006; Dorr, Martinetz, Gegenfurtner 

& Barth, 2010). In the present study facial and body movements constitute important 

diagnostic emotion cues for the task at hand and attention is therefore strongly guided by top-

down processes (Birmingham, Bischof, & Kingstone, 2009; Malcolm, Lanyon, Fugard, & 

Barton, 2008; Aviezer et al, 2012; Kret et al, 2013). Future studies are however needed to 

systematically investigate the influence of low level saliency effects associated with 

movement in viewing of the dynamic body expressions.  

Comparison of behavioural measures for static and dynamic displays showed that 

accuracy and confidence ratings were higher for dynamic compared to static displays whether 

faces were visible or not. Whilst this result should be considered with some caution given that 

a smaller number of stimuli were used in Experiment 2, the trend in this analysis suggests 

that the addition of movement in face and body improved whole body emotion categorisation. 

An outstanding question is which information in dynamic displays is responsible for this 
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behavioural improvement. Previous studies have shown that inversion of dynamic facial 

expressions (Calder, Young, Keane, & Dean, 2000; Calder & Jansen, 2005; Ambadar et al., 

2005,) and dynamic body expressions (Atkinson et al., 2007) reduces emotion categorisation 

judgments, suggesting that motion benefits processing of configural information for both. 

Ambadar et al. (2005) showed however that the effect of inversion was the same for static 

and dynamic facial expressions, suggesting that the motion benefit could not be entirely 

attributed to additional configural information. Instead, they argued that the change in the 

composition of features from neutral to an emotional state provided the most crucial 

additional information in dynamic displays. Consistent with this idea, Ambadar et al. (2005) 

found a comparable benefit of videos and the sequential presentation of the first and last 

frame of the video compared to static expressions, suggesting that the temporal sequential 

presentation of the changes was less relevant than the perceived change from neutral itself. 

For body expressions, Atkinson et al. (2007) showed that performance was still above chance 

for videos in the inverse condition and argued that emotion-specific gestures may have been 

sufficiently recognisable for above chance expression recognition. Interestingly, the videos in 

the present study (and in Atkinson et al., 2007) showed the actors in the neutral position at 

the start of the video. As such, it could be that the perceived change from neutral may have 

provided crucial information in face covered dynamic body expressions in the present 

experiment. Future studies could further specify the relative importance of additional 

configural information and the perceived change from neutral in dynamic displays of whole 

body expressions using similar methodologies.  

Conclusion: The aim of the present study was to investigate gaze strategies in viewing 

of dynamic and static whole body expressions of emotions. The findings revealed a stronger 

face-bias in dynamic compared to static displays when faces were visible. When faces were 

not visible or when observers viewed static images, viewing was distributed over the head, 
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torso and the arms. Viewing was also subtly influenced by emotion-specific gestures. 

Together, these findings suggest that viewers adopt a uniform gaze strategy for optimal 

recruitment of diagnostic information in viewing of whole body expressions for emotion 

categorisation. 
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