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ABSTRACT 

 

The research presented in this thesis is funded by the European Union and addresses 

the relationship between people and automated decision support in the context of 

Traffic Management. Given that automation might not always be 100% reliable, the 

first research question to be addressed is what effect does automation reliability have 

on human decision making? User trials contribute to addressing the question of, how 

can user interfaces be designed to cope with the effects of different levels of 

automation reliability. The thesis is developed around the concept of Content (the 

users’ information requirements), Format (the paradigm of interaction and 

communication protocols) and Form (how information is presented to the users). 

Results demonstrate that, even in the absence of explicit feedback, users are sensitive 

to automation reliability and can adapt their information search and decision making 

strategies accordingly. The user’s decision on whether or not to seek further 

information cannot be attributed only to information availability or accessing costs, 

but the visual appearance of the user interface can have a higher influence on user 

behaviour. These observations and conclusions led to the refinement of the 

Content/Format/Form concept to a broader sociotechnical design framework.  
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CHAPTER 1 INTRODUCTION 

 

This chapter outlines the motivation of the work undergone as 

part of the PhD. It shows how it fits in with previous research 

and, more importantly, how it advances knowledge in the area of 

Human-Automation Systems (HAS). The PhD is centred around 

investigating the issues related to the communication between 

humans and computers in the context of complex human-

automation systems. The state of the research done prior to this 

work is presented, followed by the advancements which this PhD 

brings to the state-of-the-art and the contributions to the body of 

knowledge in the area of Human-Automation systems. 

 

1.1 Research Questions 

1. What effects does automation reliability have on human decision making? 

2. How can we design user interfaces to help users cope with these effects? 

1.2 Motivation 

Automation has seen a tremendous increase in adoption over the last few years 

(Onnasch et al., 2014). Bainbridge, (1983), Greengard (2009), Parasuraman and 

Riley (1997), to name a few, have illustrated the pitfalls of extreme automation. 

Computers operate based on the model of the world that has been programmed into 

them. However, one must remember that models are an approximation and the model 

is not the world with which the computers interact. In many cases, the model is good 

enough to predict the behaviour of the system that automation is aiming to control. 

Nevertheless, there are countless variables that could interfere with the proper 

functioning of that system. Even though the computer may be able to deal with some 

of those, having a finite number of inputs (sensors), it cannot yet respond to all, even 

assuming some sort of advanced on-line learning and prediction capabilities. Despite 

that, in the case of Big Data, where capabilities of automation are largely increased, 

the ability to draw knowledge and respond to novel situations is still limited due to 



2 

 

the challenges presented by data capture, availability, analysis and visualisation 

(Ahrens et al., 2011). This is, perhaps, largely due to the fact that computers are 

increasingly “CPU-heavy but I/O-poor” (Philip Chen and Zhang, 2014). This is to 

say that computing speeds have massively increased, while the modes of interaction 

with it have remained relatively the same for the past few decades (screen, mouse, 

keyboard). This further poses the problem of how the generated knowledge can be 

acted on and effectively communicated to humans. 

Furthermore, it seems like there is a debate of who or what would be best suited for 

performing specific tasks between humans and automation. Probably, these are the 

same kind of arguments that Fitts was faced with back in 1951 when he came up 

with the HABA-MABA list (humans are better at, machines are better at – see Table 

1.1) (Human engineering for an effective air-navigation and traffic-control system, 

1951). The important issue is not a measuring of force between humans and 

computers, but rather the question of how the two would best complement each other 

(Bainbridge, 1983; Hoc, 2000; Hoc and Debernard, 2002; Parasuraman and Riley, 

1997). How could they share their strengths and put them to good use at solving 

complex problems together? By assuming that computers are the solution to every 

problem, one immediately excludes the possibility of a human being extending the 

computer’s reach in the real world, possibly acting like a sensor or an actuator for 

the entire system. As part of this PhD, the DIR-CE (Grenoble) Traffic Management 

control room has been studied. During observations, we witnessed the automatic 

obstacle detection system triggering multiple alerts. It turned out that the vehicle 

stopped on the side of the road was performing scheduled maintenance work. Even 

though the traffic operators knew about this in advance, there was no means by which 

they could inform the automated system.  

Equally, by taking the opposite stance, that humans would outperform automation in 

any situation, one is not considering the potential benefits of the computer 

augmenting human cognition by offering the ability to search large databases, 

quickly implement complex algorithms and detect patterns from multiple large data 

streams. So, rather than being drawn into debates of whether humans are better than 

computers at doing specific jobs, this present work is looking to identify how humans 

and automation could work together in order to make use of the strengths of both. 
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Table 1.1 - Fitts' List (Human engineering for an effective air-navigation and traffic-control 

system, 1951) 

If we were to reiterate Fitts’ List today, in the age of Big Data, perhaps it would look 

a bit different. For instance, computers have surpassed humans in the amount of data 

they can store and access, as well as the number of variables they can handle at any 

one time (virtually unlimited for computers vs around four for humans (Halford et 

al., 2005)). Moreover, it can be argued that, thanks to Big Data, computers have also 

gained the ability to reason inductively. However, humans still hold an advantage 

over computers when encountering novel situations (Lee, 2008), thanks to their 

ability to adapt and improvise. So, while the situation has changed since Fitts first 

formulated the famous HABA-MABA list, humans still have a place alongside 

complex automation, their joint work proving beneficial in the face of complex and 

uncertain scenarios (Parasuraman and Wickens, 2008). Therefore, it is important to 

investigate how this collaboration between humans and automation can be made 

more effective and efficient.  

1.3 Interacting with Imperfect Automation 

Researchers have investigated the implications of having humans work alongside 

automation (Hancock and Scallen, 1996; Hoc, 2001; Hollnagel, 1987; Lee and See, 
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2004; Parasuraman and Riley, 1997). The potential benefits that they have uncovered 

stand as motivation for the work undertaken in this PhD. When considering the 

design of a human-automation (HA) system, the immediate concern is with how the 

interaction between the two agents should be managed. In other words, how should 

the two agents exchange information? In order to answer such a question, one must 

consider how one chooses to define such a system. A human-automation system can 

be seen as construct comprising of two independent agents working on separate 

tasks, for the purpose of solving a shared problem. An example of such a view is the 

Mueller et al. (2011) Visual Analytics Process (see Figure 1.1). Alternatively, a 

human-automation system can be regarded as a unity, where the two agents are 

bound together, describing some sort of symbiotic relationship, as Licklider (1960) 

envisaged. Licklider’s idea of man-computer symbiosis is somewhat loosely defined, 

but could potentially fit the former view, where the human and the computer work 

closely together as separate agents on a shared task, provided that communication 

(i.e. information sharing) is established with ease. Of course, when Licklider put 

forth his idea (1960s), it took a computer scientist working for a considerably 

wealthy institution to operate a computer. However, today, the availability of and 

accessibility to computers is no longer an issue and research in this direction is 

therefore, not only possible but also due. So then, the question that remains to be 

answered is how this collaboration between the human and the computer in human-

automation system should be designed in order to, so to speak, blur the lines between 

the two agents, having them operate as an effective unit.  

Figure 1.1 - The Visual Analytics Process (Mueller et al., 2011) 
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The key points that require investigation in view of the correct operation of the 

Human-Automation system are: communication, task allocation, authority and 

responsibility. In this context, authority refers to which of the two agents ‘has the 

final say’ with regard to a specific action. Assuming that computers and humans both 

work in parallel at solving a particular problem, there may be some instances where 

the two generate, not only different, but conflicting solutions. This is not unlikely, 

as they rely on different information sources, may have different underlying 

assumptions about the world they interact with and different models of how the 

system they are trying to control works (Morar et al., 2015a; CHAPTER 3). The 

question of how one could settle these conflicts arises. Flemisch et al. (2011) see this 

as a matter of balancing the key factors of authority of control, ability to respond, 

and responsibility (see Figure 1.5). Perhaps the issue of ability can be settled by 

following the guidelines of the Fitts’ List (see Table 1.1), with some adaptations 

depending on the work domain in question and the state of the art. Through Figure 

1.2, Flemisch et al. (2011) propose that authority for making a decision should not 

be higher than the ability to make that decision, that responsibility should be directly 

proportional to the level of control a particular agent has and that a higher degree of 

control should be given to the agent with higher ability and authority for a given task. 

 

Figure 1.2 - Relations between ability, authority, control and responsibility (Flemisch et al., 

2011) 

However, one prominent issue in work domains which have recently undergone an 

increase in automation is the fact that, while the authority of control shifted from 

humans to the computer, responsibility for correct action remains still in the hands 

of the human agent (Lyons and Stokes, 2011). Moreover, the outputs of automation 

are rarely associated with explanations as to how they were computed, thus justifying 

them to the human operator. This puts the human in a very difficult situation. He 

may be forced into taking responsibility for an action performed by what is, 

essentially, a ‘black-box’ system. It may be argued, however, that even though this 
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is the case, the solution would be to give the human operator the ‘final say’, that is, 

the ultimate authority of either following the computer’s output or his own derived 

answer. This issue is explored in CHAPTER 4. Nevertheless, the human may not be 

given the means to form a judgement of the situation or to appraise the computerised 

output, as a result of being deprived of such key factors as, for example, contextual 

information (Bainbridge, 1983).  

Inagaki (2003) suggests that authority in human-automation systems should always 

sit with the human. However, one cannot assume that giving the human the final 

authority over automation would be the best approach in all situations. Take, for 

example, the recent Germanwings disaster (“Germanwings crash,” 2015). Is it safe 

then to assume that the human will make the ‘right’ decision, whatever ‘right’ is 

defined as, irrespective of the situation? This example suggest that this may not be 

the case. However, the assumption that the computer is able to always make the 

correct decision is just as moot for many reasons, discussed in the first part of this 

section.  

Therefore, in order to allow for shifts in authority and thus, responsibility, one must 

provide for a clear understanding of the momentary situation to be acted upon and 

also for an unobstructed exchange of information, such as the appearance of 

unexpected factors, working assumptions and possible steps to arriving to a 

particular solution.  

1.4 Allocation of Function 

Allocation of Function in human-automation systems is closely linked to the issue 

of ability, control and responsibility. Allocation of Function (AoF) is a Human 

Factors method which describes the ‘who-does-what’ of a multi-agent system 

(Hancock and Scallen, 1996). More specifically, considering a list of functions 

attributed to a system, AoF specifies to which of the agents the control over of each 

function is assigned.  

Over the past decades several guiding criteria for task allocation have been put forth. 

One of the most famous being Fitts list or “HABA-MABA” (Humans Are Better At 

– Machines Are Better At) (Human engineering for an effective air-navigation and 

traffic-control system, 1951) (see  Table 1.1). However, this criteria has been 
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criticised as it is considered to be useful only to the extent that humans are compared 

with automation (Helander et al., 1997) and does not offer any resolution in cases 

where both humans can computers can perform at a similar standard.  

A more modern criteria for task allocation can be seen in Figure 1.3. Some tasks 

(such as analysing large databases, polling sensors, etc.) are evidently better 

performed by automation, other tasks (such as formulating hypotheses, insight 

gaining, etc.) better match human capabilities (Morar et al., 2015a). Figure 1.3 also 

illustrates the existence of a task space where both agents would perform equally 

well. This further complicates the allocation of function issue. The question that 

arises is to which of the agents the functions associated with this task space should 

be assigned.  

HUMAN
Performance

AUTOMATION
Performance

Satisfactory

Satisfactory

task

 

Figure 1.3 - Criteria for Task Allocation (adapted from Sheridan (2000)) 

As a potential solution to this issue, some researchers have proposed the idea of task 

trading and task sharing (Figure 1.4) (Sheridan, 2002). Task trading means that 

during process of solving a task, control shifts from the human to computer (or the 

other way around). Now, this can be triggered automatically (as a result of an 

increase in workload, by the occurrence of an unexpected situation, etc.), or simply 

manually (as a result of one of the agents explicitly requesting control over, or help 

with a task) – relates more to top (automation performance – highly satisfactory, 

human performance - highly  unsatisfactory) and bottom areas (automation 
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performance – highly unsatisfactory, human performance - highly  satisfactory) of 

Figure 1.3. 

Task sharing refers to the scenario where the computer (automation) and the user 

work on the same task simultaneously. This can either happen when the task can be 

split into subtasks that do not require sequential solving or when the two agents 

collaborate continuously on a task. Sharing would probably work better in area in 

the middle of Figure 1.3 (where automation and humans perform equally well at 

solving the tasks). 

TRADING

SHARING

human

computer

controlled process

human

computer

controlled process

 

Figure 1.4 - Trading and sharing tasks (reproduced from Sheridan) [8, Figure 3.5] 

Past research (Byrne and Parasuraman, 1996; Hancock and Scallen, 1996; Hoc, 

2000; Hoc and Debernard, 2002; Hollnagel, 2001, 1987; Johnson et al., 2014; Lee 

and Moray, 1992; Parasuraman et al., 1996; Parasuraman and Riley, 1997) addressed 

the possibility of implementing an Allocation of Function that changes. This variety 

of AoF, where the control would dynamically shift from one agent to another (i.e. 

computer to human and vice-versa) was named Dynamic (or, Adaptive) Allocation 

of Function. The implications of adopting this dynamic AoF (DAoF) in the design 

of human-automation systems have shown the approach to be a welcome alternative 

to complex systems design. The use of a DAoF has shown to reduce complacency 

and fatigue, increase situation awareness, lead to better management of trust, and to 

increase the overall reliability of the human-computer system (Johnson et al., 2014, 

2014; Lee, 2008; Lee and See, 2004; Lee and Moray, 1992; Parasuraman et al., 2009, 

1996; Parasuraman and Manzey, 2010). It has also been found that adopting this 

dynamic shift in task control can lead an increase in spotting automation errors and 
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overall to better operator skill retention (Byrne and Parasuraman, 1996; Greef et al., 

2009; Johnson et al., 2014; Parasuraman et al., 2009, 1996). Moreover, “cooperation 

between human operators and autonomous machines in dynamic situations implies 

need for dynamic allocation of activities between the agents” (Hoc and Debernard, 

2002). 

Adaptive allocation of function can be employed either explicitly (when operators 

specifically delegate tasks to the computer) or implicitly (when tasks are delegated 

automatically based on metrics such as workload) (Vanderhaegen et al., 1994). It has 

been investigated how this shift in task control could be triggered by 

psychophysiological cues (Rani et al., 2007; Sims et al., 2002; Vanderhaegen et al., 

1994). However, this tends to only one side of the issue, that is, increases in mental 

workload or changes in the human’s psychophysiological state. This achieves an 

implicit communication in one direction, from the human (user) to the computer 

(automation). However, one can imagine tasks being delegated from the computer 

to the human on data bus overload or when sensor errors are encountered, for 

example.  

Although Vanderhaegen et al. (1994) found a clear performance increase in the 

implicit allocation of function mode as compared to the explicit mode, the human 

operators were less appreciative of the implicit mode. “They reported that they were 

very anxious to keep control over the entire situation” (Hoc and Debernard, 2002). 

This, perhaps, was because that although control and authority shifted to the 

computer in situations of high workload, the responsibility for correct operation of 

the entire system remained with the human. This creates a problem, as the human is 

held accountable for actions of the system not under his control. For example, the 

1996 Washington Metro accident happened because of inappropriate management 

of authority (Parasuraman and Riley, 1997). The automated speed control system 

received erroneous data from track speed sensors that were covered with ice and 

snow and even though the operator became aware of the danger and requested 

manual control, he was refused it, resulting in a crash with another train at the end 

of the line. 

Hoc and Debernard (2002) propose that a solution would be for the human to hold 

Authority in delegating tasks and for the computer to intervene in case it finds a 
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potential error with the solution given by the operator. They call this Dynamic 

Function Delegation. This seems like a good compromise between the two extremes 

of full automation and no automation as it aims to solve the confusion of “who’s in 

charge”. This would, perhaps, best fit the augmentative form of cooperation, in 

which the human is the task coordinator, and, therefore, has authority of the system 

and responsibility for its proper functioning (Schmidt et al., 1991). However, this 

approach is limited because it presupposes that responsibility will always sit with the 

human, even though it was found that human operators tend to see themselves less 

responsible for the tasks performed by the automation (Hoc and Lemoine, 1998) (see 

also CHAPTER 4). Moreover, while there is some value in having authority always 

sitting with the human (Inagaki, 2003), it can cannot be treated as independent from 

responsibility (Dekker, 2002; Flemisch et al., 2011; Woods, 1985; Woods and Cook, 

2002). This issue becomes more apparent when dealing with examples of the nature 

of the Germanwings disaster (Willsher, 2015). Perhaps, a resolution of this problem 

could be brought about by the sharing of authority and responsibility between the 

human and automation. 

AoF relates directly to the authority of control. One can imagine the responsibility 

for control actions taken to follow the dynamic shifts in function allocation. In this 

way, most responsibility for an action sits with the agent that holds more control over 

it, thus being coherent with the Flemisch et al. (2011) guidelines (see Figure 1.5). 

The experiment presented in CHAPTER 4 looks at how humans understand 

responsibility when faced with imperfect automation. In trying to balance 

responsibility, authority, ability and control when designing Human-Automation 

systems, one encounters the following challenges: how can one evaluate which agent 

is more able and, thus, more suited to control a particular situation; should this 

evaluation be performed by the human or by automation; and, finally, what happens 

when automation performs unreliably in situation where it has the most control? For 

the scope of this thesis, we will look at how humans interact with imperfect 

automation. Specifically, we will investigate whether humans can accurately judge 

automation reliability in uncertain situations and in the absence of performance 

feedback (CHAPTER 3; CHAPTER 4; CHAPTER 5), thus mimicking the 

probabilistic nature of the world we live in. Provided that they can, this would 

suggest that Inagaki's (2003) approach of giving the humans the final authority might 
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be more desirable than having authority dynamically shift between the agents. 

Moreover, this would also mean that humans will rely on automation only when 

appropriate, i.e. only in cases where it is highly reliable.  

 

Figure 1.5 - Balance of responsibility and authority of control (Flemisch et al., 2011) 

1.5 Trust and Reliance on Automation 

Trust has been considered as one of the main elements that determine reliance on 

automation. This is shown by the large body of literature that examined trust in the 

context of automation (Dzindolet et al., 2003; Lee and See, 2004; Lee and Moray, 

1992; Parasuraman and Riley, 1997). It has been suggested that the key to 

understanding automation misuse and disuse might rely on understanding which 

factors cause over-trust and under-trust (Lee, 2008; Lee and See, 2004). 

Trust is defined as the willingness to be made vulnerable to another party’s actions 

with the expectation of positive outcomes (Mayer et al., 1995). Any HA system 

comprises at least two agents. For the system as a whole to achieve its goals, each 

agent needs to perform its tasks correctly. Moreover, for the system to function 

without interruption or replication of effort, each agent needs to trust that the other 

will perform its tasks as expected. Even though many factors have been found to 

influence reliance (workload, boredom, expertise, situation awareness, etc.) 

(Cummings et al., 2013; Lee and Moray, 1994; Masalonis et al., 1999; Parasuraman 

and Manzey, 2010; Sheridan, 2002), trust is seen as a prime factor (Parasuraman and 

Riley, 1997). Most accidents are considered to have been caused by either under- or 

over-reliance on automation (Greengard, 2009) both of which are forms of misuse 

(Parasuraman and Riley, 1997).  

Many terms have been used interchangeably with trust: cooperation, confidence and 

predictability, to name a few (Mayer et al., 1995). Ajzen and Fishbein (1980) 
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developed a framework that can help distinguish between the different terms. They 

proposed that beliefs be considered as the information base. Beliefs are influenced 

by the person’s past experiences and the information available at the time of making 

the decision. Beliefs, in turn, influence attitudes and attitudes form intentions. 

Intentions, ultimately determine behaviours. As a parallel to this framework (Lee 

and See, 2004), proposed that reliance on automation is seen as the behaviour and 

trust as the attitude (Figure 1.6). However, there are many other factors that can 

affect reliance, such as self-confidence, workload, boredom, complacency, etc. 

(Cummings et al., 2013; Lee and Moray, 1994; Masalonis et al., 1999; Parasuraman 

and Manzey, 2010). 

Belief Attitude

Intention

Behaviour

Belief Trust

Intention

Reliance

 

Figure 1.6 - Trust as Attitude  

In this work, I do not talk about trust directly, but I am more interested in reliance 

for number of reasons. Firstly, reliance is the key factor which ultimately shows 

whether and how often automation is used. Secondly, measuring subjective trust 

through questionnaires proves rather distracting, invasive and disruptive to users 

(Kaniarasu et al., 2012). Finally, users’ confidence in automated responses can be 

inferred from how they choose to interact with the system (i.e. do users follow the 

computer advice or not, do they look for more information) and this translates to 

reliance.  

While trust in automation is an important issue in the design of HA systems, it is a 

research field in itself and its study is far beyond the scope of this thesis. In their 

review of trust in automation, Hoff and Bashir (2015) propose that the relationship 

between trust and reliance is not directly linked, but that other factors influence the 

strength of this relationship, namely: complexity of automation, novelty of situation, 

ability to compare automated performance to manual and the operator’s degree of 

decisional freedom (see Figure 1.7). They suggest that trust plays a role in human 
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behaviour in uncertain situations, when automation is more complex, when users 

cannot evaluate automation reliability, when they are not given the opportunity to 

formulate their own judgement and when their authority is lower than that of 

automation. In other words, humans are ‘forced’ to rely on automation when they do 

not have enough information to veto it. Hoff and Bashir (2015) call these factors 

environmental conditions, however it can be argued that all, except ‘novelty of 

situation’, are inherent in the design of the HA system (complexity of automation – 

automation design; operator’s ability to compare automated performance to manual 

and operator’s degree of decisional freedom – UI design). In order to be able to use 

reliance as a proxy for trust, work has been done in the experiments in order to ensure 

a strong relationship between trust and reliance. Specifically, i) users have been 

given the possibility to make their own decisions (access to data), ii) they have been 

given the authority over the final decision, iii) novelty of situation and iv) complexity 

of automation are kept constant. 

 

Figure 1.7 - Factors influencing the relationship between trust and reliance [from (Hoff and 

Bashir, 2015)] 

The measure of reliance, in this present work, is defined as the percentage of times 

the user does what the computer suggests. In the experiments presented in the later 

chapters (CHAPTER 4; CHAPTER 5), this measure of reliance is called ‘decision 

match’.  

1.6 User Interface Design and Evaluation 

The second matter that the present work is addressing is, how can user interfaces be 

designed to ensure appropriate reliance on automation? In other words, how do 

different designs affect user behaviour under different automation reliability levels? 
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Research has shown that UI design (Kammerer and Gerjets, 2010; Kim and Moon, 

1998), and the way in which automated outputs are communicated to the human have 

an effect on their trust in automation (de Visser et al., 2012). This points to the fact 

automation reliance cannot be discussed independently from the user interface, 

which is the main means of interaction between the human and the computer (Figure 

1.1). It is important, then, to asses how UI design can affect user behaviour, 

specifically, how we can design UIs that support and reflect our goals regarding AoF, 

authority, responsibility and reliance.  

Research has been undertaken in many areas regarding automation use. Some works 

have focused on the Allocation of Function aspect (Hancock and Scallen, 1996; Hoc 

and Debernard, 2002; Parasuraman et al., 1996; Sheridan, 2000), others on 

producing interfaces in line with the work domain (Borst et al., 2017; Burns et al., 

2011; Flach et al., 1998; Vicente, 1999; Vicente and Rasmussen, 1992; Zhang and 

Norman, 1994). Some have focused on how humans can help overcome automation 

failure (Meyer et al., 2003; Parasuraman et al., 1996; Parasuraman and Manzey, 

2010; Rasmussen and Vicente, 1989) and others have looked at which factors 

influence humans’ trust and reliance on automation (de Visser et al., 2012; Lee and 

Moray, 1994; Madhavan and Wiegmann, 2007; Mayer et al., 1995; Merritt et al., 

2013; Muir, 1987; Parasuraman and Manzey, 2010, 2010; Wickens et al., 2015). 

However, to the researcher’s best knowledge, there is no systematic means of 

integrating this large body of work so that it can inform the design of HA systems.  

In the design of generic User Interfaces, the display of the required information 

(physical information regarding the status of system components) is prioritised, with 

little thought given to how they are going to be used (Ham and Yoon, 2001). These 

interfaces increased operators’ workload by requiring them to search and integrate 

information (Vicente and Rasmussen, 1990), while “[a]n effectively designed 

display reduces operators' cognitive loads and helps them to cope with complexity 

in dynamic systems” (Ham and Yoon, 2001). The user interface is not only the single 

means of communication between humans and automation (Figure 1.1), but it is also 

a representation of the system running in the background. It has been shown that 

when this representation matches the mental model of the operator interacting with 

it, this leads to better performance in terms of both decision time and accuracy in 

spotting automation failure (Ham and Yoon, 2001; Jamieson and Vicente, 2001; 
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McIlroy and Stanton, 2015; Vicente et al., 1995). UIs which support operators 

control goals and match their mental model of the system are called ‘Ecological 

Interfaces’. Vicente and Rasmussen (1992) have developed ‘Ecological Interface 

Design’ (EID), which is a framework for designing Ecological UIs. 

cognitive effort

Skills

automatic routines

Rules

IF this THEN that 

reasoning

Knowledge

analysis in the case of 

an unusual situation

Analytical Processing

Perceptual Processing

 

Figure 1.8 - SRK Framework 

The ecological approach to UI design proposes that not only the constraints of the 

technological system and the human should be reflected in the design, but also the 

constraints that arise from the job description and the environment in which the 

interface is to be used. Ecological Interface Design, developed from Cognitive Work 

Analysis (CWA) (Vicente, 1999), is based on the SRK (skills-rules-knowledge) 

taxonomy (Vicente and Rasmussen, 1992). CWA is a methodology that consists of 

a number of steps that aid in the analysis of a socio-technological system’s purpose 

and functions, the agents’ (human and automation) abilities and responsibilities, 

strategies and workflow dictated by regulations of the work domain and constraints 

inherent to agents. The outputs of this analysis help build what is called an 

Abstraction Hierarchy (a framework that relates properties of the integrated work 

domain to the design of user interfaces (Vicente and Rasmussen, 1992). The SRK 

taxonomy is a framework that helps to relate the way in which information is 

presented to the different processing mechanisms of human operators (Vicente, 

1999). Figure 1.8 shows the distinction between the three manners of processing and 

the cognitive effort associated with information processing. The SRK framework is 

based on Gibson (2014) notion of direct perception, which states that, as tasks move 

from requiring a knowledge-based approach to a rules- and, finally, skill-based 

approach, they require a decreasing cognitive effort. This is also in line with how 
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Rasmussen described the tendency for learned behaviour to move from being 

knowledge-based towards being skill-based (Sheridan, 2002). 

In an attempt to extend the application of EID, Upton and Doherty (2008) integrated 

Data Scale Analysis (Stevens, 1946) and Visual Scale Matching (Bertin, 1983) in 

the design process of User Interfaces. Stevens (1946) proposed that all data fall into 

one of the following four categories: nominal, ordinal, interval and ratio. The 

addition of Visual Scale Matching (Table 1.2) was motivated, partly, by research 

showing that correctly matching data to visual variables leads to better performance 

of some cognitive tasks (Zhang and Norman, 1994). The User Interface Design 

Methodology that Upton and Doherty (2008) proposed can be seen in Figure 1.9. 

 

Table 1.2 - Visual Scale Matching (Upton and Doherty, 2008) 

The addition of Data Scale Analysis and Visual Scale Matching brings the designer 

a step closer, from the analysis of the work domain, which outputs the information 

requirements (IR), to the realisation of an actual UI. More specifically, these extra 

considerations of how raw data should be treated (i.e. showed to the user) are 

constraints that ensure users accurately extract the information presented to them. 

The methodology still leaves the Design Space as a rather mysterious and infinite 

‘desert’ in which the User Interface designer is left to work his ‘magic’. 
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Figure 1.9 – User Interface Design Methodology  

Bennett et al. (2012) suggest that, in the design process of User Interfaces, designers 

should aim at solving the issues of ‘correspondence’ and ‘coherence’. The term 

‘correspondence’ is used in reference to the link between the work domain and the 

user interface, and translates into the information content of the interface. This notion 

is consistent with the Upton and Doherty (2008) methodology and refers to the left-

hand side of Figure 1.9. The ‘coherence problem’ addresses the mapping of the 

visual interface to the mental model of the human operator. Coherence deals with 

the issue of how information sources are displayed to the user and is closely related 

to human visual perception. Upton and Doherty (2008) begin to address this issue by 

the addition of Data Scale Analysis and Visual Scale Matching. 

However, when designing UIs, we need a way to work out the effect of design 

choices on user behaviour. User Evaluation is limited to comparing user performance 

when using different designs (Ham and Yoon, 2001; Jamieson and Vicente, 2001; 

McIlroy and Stanton, 2015; Vicente et al., 1995), without having a means of working 

out which changes in UI design will lead to the user’s change in behaviour; in other 

words, without a means of quantifying differences between interfaces. The aspects 

of a UI which can be modified need to be identified and categorised, thus reducing 

the domain and ambiguity of the design space, making it clearer. Each UI and UI 

component can be thought of as having three dimensions: Content (the informational 

load, i.e. what information is shown), Format (the means of interaction with it, i.e. 

how can the user interact with the UI) and Form (the way in which it is displayed, 

i.e. graphically, textually, as absolute/relative values etc., and where it is placed). A 

first step would be to specify the particularities of UI components in terms of 
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Content, Format and Form. This makes the designer aware of what he is changing 

on a UI and whether this change affects multiple aspects of the UI. For example, we 

may want to change an information source from a textual to a graphical form and 

this may impact on the position of the information source as well. However, the way 

in which the user can interact with it may also change and this matter relates to 

Format.  

Furthermore, there is a considerable body of literature which has looked into one 

aspect or another of UI design (Ahn et al., 2011; Bennett and Flach, 2011; Cook and 

Thomas, 2005; Cossalter et al., 2011; Ellis and Dix, 2006; Griethe and Schumann, 

2006; Kammerer and Gerjets, 2010; Kim and Moon, 1998; Rovira et al., 2014; 

Wanner et al., 2015). Thinking of UIs in terms of Content, Format and Form allows 

for the inclusion of this large knowledge-base into the process of design. This gives 

the designer a taxonomy in terms of which he can classify and make use of the 

previous findings in an informed and tractable manner.  

Content links directly to Bennett et al.'s (2012) notion of ‘correspondence’, while 

Form relates to the issue of ‘coherence’. However, there is the additional aspect of 

Format, which defines and describes user interaction with the interface. Perhaps, 

Bennett et al. (2012) would regard Format to be related to ‘coherence’, saying that 

“user’s tasks are defined by that domain rather than by the visual characteristics of 

the display itself”. However, one can argue that user interaction with the UI is rather 

an emerging property of the interplay between the work domain, the information 

content of the interface and the way in which this information is displayed. One can 

identify aspects of a UI which can influence interaction, such as the placement of UI 

components, company politics reflected in automation design (AoF, the issue of 

authority, responsibility and control), the action required for control as defined by 

the work domain (define operational bounds, set absolute values, manage alerts, etc.) 

and the action required for control as defined by the UI component (i.e. move slider, 

type in value, drag element, etc.). In what follows, the proposed CFF taxonomy is 

described in more detail. 

1.6.1 Content 

Content refers to the information requirements of the user-environment. This, 

naturally, depends on the type of decisions that need to be made, however, Content 
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is also dictated by less obvious factors such as company politics, legislation and user 

preferences. For example, the control room was equipped with very large wall-

mounted screens showing multiple live video feeds of the Grenoble ring road. The 

operators did not use them, but instead they preferred to look at one camera view at 

a time on their desk-mounted screens (Kibangou et al., 2015). Cognitive Work 

Analysis (CWA) (Vicente, 1999) has been used in the scope of the SPEEDD project 

in order to identify requirements for the information content. More details can be 

found in CHAPTER 2 and SPEEDD report D5.4 (Baber et al., 2014). More simply 

put, a consideration of Content aims to answer the question of what data should be 

shown to the user. 

1.6.2 Format 

The second dimension, that of Format, refers to the protocols of communication 

between the human and automation, or the paradigm of interaction. Format looks at 

the actions which users can perform in order to control, set bounds on automated 

operations and determine outcomes using a UI and how he can achieve these actions. 

User interaction with automation is defined and determined by AoF, authority, 

responsibility and control.  

Investigating the influence of the order of response of the two agents to a specific 

flagged issue and the factor which triggers a response from either of the agents are 

also important matters that relate to the Format of the UI (explored in CHAPTER 4). 

Another important consideration around Format could be whether interaction 

between the agents should be continuous, or only prompted by the appearance of 

error. Debernard et al. (2002) have investigated the application of the latter 

paradigm. Furthermore, should the human have ultimate authority over the 

functioning of the system, or should authority be shared? This also brings to question 

the problem of who is responsible for improper functioning of the system. These 

issues have been investigated by Dekker (2002), Inagaki (2003) and Woods and 

Cook (2002), while the study presented in CHAPTER 4 discusses the matter further, 

showing that users may feel less responsible for the correct operations of the system 

in high automation reliability scenarios.  

In terms of UI design, however, these questions translate into “how do users 

understand their role in relation to automation and how do changes in design alter 
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their understanding of how they should interact with the automated system?” Being 

aware of which UI components and aspects have a bearing on operators’ interaction 

with automation, better informs the interface designer of how to establish a coherent 

relationship between goals regarding AoF, authority, responsibility and control and 

operators’ understanding of their role and position in the system. 

1.6.3 Form 

CWA (Vicente, 1999) provides the designer with the information requirements, 

which define the Content of the UI, while interaction modes are given by the 

consideration of Format. So far, the designer knows what data to display, and how 

users should interact with it, however there is no indication of how the data should 

look and where it should be displayed. Form is the third and final dimension of UI 

design and it refers to the way in which information is displayed to the user.  

CWA does not inform UI designers of how information should be placed on the 

interface (i.e. should multiple information sources be integrated, should they be 

grouped together, etc.), nor does is specify how each information bit should look. In 

aid of these issues come the Proximity Compatibility Principle (PCP). 

The concept of ‘task proximity’ (Wickens and Carswell, 1995) states that 

information sources which need to be used by the operator for a specific task should 

be spatially grouped together or integrated. Multiple studies reported that 

consideration of PCP leads to superior operator performance (C. Melody Carswell, 

1992; Carswell and Wickens, 1987; Wickens and Carswell, 1995) and that layout 

influences human interaction with UIs (Kammerer and Gerjets, 2010). An 

assumption that could be made is that differences in information accessing costs 

arising from changes in layout (including higher/lower ‘task proximity’) would lead 

to differences in how operators access and use the information displayed to them in 

order to complete the same task. This matter has been investigated in CHAPTER 5. 

The notion of ‘display proximity’, along with, Principles of Ecological Interface 

Design (EID) (Burns et al., 2011; Flach et al., 1998; Gibson, 2014; McIlroy and 

Stanton, 2015; Rasmussen and Vicente, 1989; Vicente and Rasmussen, 1992) can be 

used for producing UIs that match operators’ understanding of the system they need 

to control. Display proximity states that visual objects (i.e. display components) 

which have similar appearance will be processed together. Therefore, physical 
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proximity of information sources (or display components) is not the only matter 

affecting user integration of information sources and that visual appearance can also 

influence user behaviour in term of decision time and accuracy. Moreover, UI design 

(Kim and Moon, 1998) and the way in which automated outputs are communicated 

to users (de Visser et al., 2012) can affect their trust in automation and, thus, reliance 

on it. Form raises the question of how the chosen visual representation of the required 

information and its placement relative to other UI components affects user 

behaviour.  

The SRK framework (Skills-Rules-Knowledge)(Vicente and Rasmussen, 1992), on 

which the concept of Ecological Interface Design is based, also gives promising 

input regarding Form. It shows that, as cognitive effort required for extracting 

information and decision making is reduced, that is, as analytical processes shift to 

perceptual processes (see Figure 1.8), human performance in terms of accuracy of 

response and decision time is increased (Flach et al., 1998; McIlroy and Stanton, 

2015; Rasmussen and Vicente, 1989). This implies that the Form in which 

information is communicated plays a big role in the overall performance of the HA 

system. While EID is very good at producing a list of Information Requirements and 

emphasising the importance of the UI matching the mental model of human 

operators, it does not provide a clear methodology for arriving at an ‘Ecological 

Display’. Upton and Doherty (2008) have extended EID through the introduction of 

Data Scale Analysis and Visual Scale Matching (Table 1.2), which say of what type 

the data are and what are the possible visual representations of those data, 

respectively. This takes the designer a step closer to an actual UI.  

1.7 Content/Format/Form – Conceptual Example 

1.7.1 Version 1 

Let’s consider a relatively simple system designed for indoor ambient temperature 

control. Now, let’s imagine how would a user interface for such a system look like. 

In terms of Content, the UI would need to display the temperature value in degrees 

Celsius. In terms of user functions, operators could be expected to be able to turn on 

and off a heating system. In the dimension of Form this would, possibly, translate 

into two buttons for turning the heating system on and off, respectively and the 

display of the temperature value as a number. In terms of Format, the user would be 

able to click the two buttons to control the heating system. See Figure 1.10, below. 
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Figure 1.10 - UI v1 

1.7.2 Version 2 

Let’s assume now that the system’s complexity was increased by the addition of a 

cooling system. This would affect UI Content as it would the display of the status of 

the cooling system in addition to that of the heating system and the ambient 

temperature value. This relatively simple change has affected what the user is 

able/required to do (from turning the heating on and off to keeping a stable 

temperature by using both heating and cooling systems) and has increased the 

number of possibilities in the dimensions of Format and Form. Following from the 

previous UI version (keeping Form and Format constant, i.e. on/off buttons), a new 

interface could look like the one in Figure 1.11.  
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Figure 1.11 - UI v2 

1.7.3 Version 3 

Adding automation that decides whether to turn the heating or cooling system on or 

off depending on target temperature and current ambient temperature would further 

change the UI of this control system. Users of this system might be expected to 

merely set a target temperature based on the current temperature and whether they 

feel hot or cold. Thus, one instantiation of this UI in the dimension of Format could 

be limited to the ability to increase or decrease the target temperature by clicking one 

of two buttons. In this scenario, Content may be limited to the display of the current 

and target temperatures, along with buttons that increase and decrease the target 

temperature, respectively. In terms of Form, temperatures can be shown as numerical 

values and the actions of increasing and decreasing the target temperature may be 

offered by two +/- buttons lateral to the displayed value. See figure Figure 1.12, 

below. 
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Figure 1.12 - UI v3 

Alternative UI Formats could be given by presenting the user with an input box or a 

slider for changing target temperature, instead of the two buttons lateral to the value. 

For these changes, Content would stay the same, but Format and Form would change. 

1.7.4 Version 4 

Increasing the level of automation even further, such that the target temperature is 

decided upon by the automated system (so that optimum operation parameters are 

ensured) can change the function and the UI of the human-automation system even 

further. The user may no longer need to control the ambient temperature at all, and 

his job would change from performing a control task to performing a monitoring 

task. In terms of Format, the display would no longer need to support user interaction 

with the heating or the cooling system, nor would it need to allow for changes in 

target temperature. These changes also affect Content, as no buttons would need to 

be displayed on the UI. 

Moreover, the user would need to be able to determine whether the automation is 

performing well (change in Content). Therefore, he would need to check whether the 
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automation control decision (turn heating/cooling system on/off) is correct in 

relation to current and target ambient temperatures. One version of the UI could look 

like this (Figure 1.13): 

 

Figure 1.13 - UI v4 

1.7.5 Version 5 

In terms of Content, the UI in Figure 1.13 provides all the information required by 

the user to appropriately spot errors in automation performance. By applying the 

Proximity Compatibility Principle (PCP), a change in the dimension of Form that 

may improve user performance is the grouping together of alike components 

(temperatures and control systems) (Figure 1.14).  
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Figure 1.14 - UI v5 

1.7.6 Version 6 

Furthermore, the above Control System component can be integrated so as to support 

non-integrative processing, thus reducing cognitive effort and, therefore, decision 

time even further (see Figure 1.15). 
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Figure 1.15 - UI v6 

1.7.7 Version 7 

Moreover, the Form of UI v6 (Figure 1.5) is purely textual. Textual information may 

take much longer than graphical information to decode. Therefore, while UI versions 

4-6 (Figure 1.13 - Figure 1.16) may satisfy the functional requirements, they may 

still not deliver the best results in terms of decision time, for the task at hand. The UI 

in Figure 1.15 could be further improved in the dimension of Form by drawing on 

the knowledge provided by SRK framework. SRK shows that cognitive effort and, 

thus, decision time is reduced by as tasks move from analytical to perceptual 

processing, i.e. from rules to skills (Figure 1.8). The UIs shown until now, draw 

heavily on user skills as the user need to perform a series of if-then reasoning 

processes (i.e. if target temperature is lower than current temperature then the correct 

action would be to turn cooling on and heating off). An improved version of this UI 

could be (Figure 1.16): 
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Figure 1.16 - UI v7 

The colour of the current temperature value shows its status relative to the target 

temperature. Red signifies that the current temperature is higher than the target. The 

blue arrow pointing down signifies that cooling is turned on, i.e. action to reduce the 

current temperature is being taken. The fact that the colour of the arrow matches the 

colour of the target temperature value, confirms to the user that the correct action is 

being taken by the automation. Stability of the system would be illustrated by having 

both temperature values shown in green and the absence of the arrow. All of the 

above (Figure 1.13 - Figure 1.16, i.e. the application of PCP and SRK) mark changes 

in Form, whilst Content and Format remaining constant.  

1.7.8 Version 8 

However, from a Human Factors perspective, UI v7 (Figure 1.16) is far from being 

the ideal one as it takes the human operator out of the control loop, leaving him 

unable to intervene in case of an automation error. To amend this issue, one can add 

a button below the arrow to toggle the heating/cooling systems. This change in 

Format, also changes the UI Content and Form (addition of the toggle button). 

However, this Format change can be implemented without any further change in 
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Content or Form from Figure 1.16. The UI can simple allow the user to override the 

automated decision by clicking on the arrow. This would cause the arrow to change 

orientation and the underlying heating/cooling systems to change status, accordingly.  

1.7.9 Format, Form, Function – Disambiguation  

Let us reconsider the thermostat discussed above (1.7.1-1.7.8), where the user can 

set the desired temperature. The UI of the thermostat may have two buttons (labelled 

‘+’ and ‘-’) to change the desired temperature, so that if the user wants to lower the 

temperature, he clicks on the ‘-‘ button and vice-versa. If the Form of the user 

interface was changed from the two on/off buttons to a text input box, then the 

Format would also change requiring the user to type in the desired temperature value. 

In both cases, the function of the thermostat would still be to allow the user to set the 

desired temperature, but the way in which the user accomplishes this goal is different 

(i.e. clicking buttons vs typing in a value). 

To reiterate, Form relates to how UI components look, while Format relates to how 

users interact with them. In this scenario, it is not evident how Format differs from 

Form, as changing the Form of the UI (on/off buttons to text input) also determines 

user interaction (Format). However, let us consider Version 8 (1.7.8). Here, UI Form 

is the same as Version 7, while Format is different (arrow now clickable) due to the 

change in function in Version 8 to allows users to override automated decision. 

Therefore, it can be seen that Format is neither equivalent to Form nor equivalent to 

function, as we have seen instances when Format changes independently from both. 

However, Format can be affected by changes in both Form and Function. 

1.7.10  Summary 

From the previous design exercise, we have seen that:  

- Content, Format and Form may interact. In Version 2, the addition of a 

Cooling System (Content) which the user was required to control, also 

impacted on UI Format, as the UI had to provide a means for this control 

(on/off buttons). 

- Function may affect Content, Format and Form (Version 4) 

- Form may change independently of Content and Format (Version 4 (Figure 

1.13) - Version 7 (Figure 1.16)) 
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- Format of the UI can change even when the defined user function stays the 

same (Version 8 and Version 3)  

- Format and Form can change without altering UI Content (Version 3, last 

paragraph) 

- Format can be changed without interfering with Content or Form (last 

example in Version 8, last example in Version 3) 

 

1.8 Fitting in Past Research with the Content Format Form (CFF) 

Taxonomy 

CWA and EID provide a methodology for answering the question of what 

information should be displayed to the user. Where it should be placed or how it 

should look has to do with the positioning of information (Wickens and Carswell, 

1995) displays (UIs), the ease of extraction of actionable information (Rasmussen, 

1983) and the type of perception (Bennett and Flach, 2011) required to extract the 

encoded information associated with them. The question of how UIs allow users to 

achieve their goals relates more closely to the to notions of Authority, Responsibility 

and AoF. Answering these questions aims to help designers produce user interfaces 

that reflect the mental model of their users, integrate seamlessly with the work 

domain and achieve a high task fidelity, while at the same time reducing the 

cognitive effort spent in order to extract information. Vicente and Rasmussen (1992) 

have undertaken a comprehensive literature review of the area EID, showing 

promising results for its application. 

 

Figure 1.17 - The “What”, “Where”, and “How” of UI Design 
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Figure 1.17 illustrates what questions UI designers might ask when considering the 

Content, Format and Form aspects. What is rather under-researched is the effect on 

human behaviour of changes in Content, Format or Form of the UI.  

 

Figure 1.18 - Relationship between dimensions of interface design and theoretical concepts 

from past research  

Through careful consideration of the three dimensions of display design (Content, 

Format and Form) we can extend the methodology proposed by Upton and Doherty 

(2008), by allowing for changes in display design to be tracked, thus informing both 

the design and the evaluation process of visual displays (see Figure 1.19). The 

categorisation of visual variables as either pertaining to Content, Format, or Form 

leads to a more clearly defined design space and allows for the elaboration of more 

controlled experiments for the purpose of evaluation of one or more versions of a 

display/interface to automation. Moreover, the CFF (Content/Format/Form) 

taxonomy allows for the consideration of past research providing input regarding 

design procedures, guidelines and other aspects related to UIs and HAS in the design 

process in tractable manner (see Figure 1.18). 
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Figure 1.19 – Extended User Interface Design Methodology  

 

1.9 Summary 

Most sectors of human activity have seen a great increase in automation in the past 

few years. Even though automation is taking over more and more of the tasks 

formerly performed by humans, there still is a place for a human in the loop. 

Researchers have pointed out that the potential pitfalls of extreme automation can be 

avoided by having a human overlooking and/or working alongside automation. 

This chapter presented the issues that arise when humans and automation work 

together at solving tasks. The notions of trust, reliability and AoF have been 

introduced and the importance of appropriate reliance has been emphasised. It has 

also been shown that human reliance on automation is influenced, not only by 

automation reliability, but also by the design of the UI, which sits at the boundary 

between humans and machines and serves as the means of communication between 

them.  

Existing UI design methodologies are very good at defining the information 

requirements, however they do not tell the designer how these information sources 

should be transformed to visual display components. Thinking of displays in terms 

of Content, Format and Form can help in the design and testing/evaluation process, 

thus further advancing existing design methodologies. Moreover, it is shown how 

this approach can be used to keep track of design changes and their effects on aspects 

of Human-Machine Systems, such as, automation reliance and human/system 
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performance. Isolating the aspects of display components in terms of Content, 

Format and Form ensures that changes in the design of a User Interface is done in a 

tractable manner, with awareness of the impact on user behaviour in the design stage 

and with the ability to pin-point differences in human behaviour to changes in design, 

in the process of evaluation.  

The scope of this PhD is limited to a small number of variables in the dimensions of 

Format (order of response, transparency) and Form (display proximity, graphical vs 

textual display of information). The effects of these manipulations of the display 

were investigated in the context of varying automation reliability. The effects of 

varying UI Content have not been investigated due to the large body of literature 

which stresses on the Information Requirements being satisfied and because that this 

has been achieved in the design of the SPEEDD UIs by performing CWA and by 

following EID guidelines (see CHAPTER 2). The questions that are explored as part 

of this work are: 

1. What effects does automation reliability have on human decision making? 

2. How can we design user interfaces to help users cope with these effects? 

These questions are investigated in the context of the EU Project SPEEDD, which is 

introduced in the following chapter. 
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CHAPTER 2 UI DESIGN PROCESS AND 

EVALUATION 

 

The work presented in this thesis is based on real-world use-case 

of Traffic Management, as defined in the European Project 

SPEEDD. This chapter illustrates the relationship between the 

work undergone in this PhD and the SPEEDD Project. The 

SPEEDD Project is succinctly introduced, after which The 

Traffic Management use-case is presented. Moreover, the design 

process of the SPEEDD UIs is presented, along with the 

evaluation methods for these UIs.  

Parts of section 2.3 have been published in [1](Morar et al., 2015a). Sections 4.1 

and 6 in [1] reproduced. 

2.1 Introduction 

This research is funded by the European project SPEEDD1 (Scalable ProactivE 

Event-Driven Decision-making) which aims to bring fully integrated big data 

solutions to the areas of Traffic Management and Credit Card Fraud Investigation. 

Work on the European project was undertaken by partners from:  

• National Centre of Scientific Research 'Demokritos' (Athens, Greece) – on-

line and off-line machine learning, technical development and architecture 

integration 

• IBM Research (Haifa, Israel) – architecture design and implementation 

• ETH Zurich (Switzerland) – Control Theory approach to managing traffic, 

technical development and architecture integration  

• Technion-Israel Institute of Technology (Haifa, Israel) – architecture 

scalability 

• CNRS (Centre National de la Recherche Scientifique, Grenoble, France) – 

developing new approaches to traffic management 

                                                      
1 European Union’s Seventh Framework Programme for research, technological development and 
demonstration under grant agreement no. 619435 
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• FeedZai, Consultoria e Inovação Tecnológica, S.A. (Lisbon, Portugal) – 

providing access to data and expert knowledge in fraud investigation 

• University of Birmingham (Birmingham, UK) – development and evaluation 

of Visual Analytics systems for the two use-cases, technical development and 

architecture integration 

Our work at the University of Birmingham involved developing and testing the user 

interfaces, along with the back-end integration with the systems that the consortium 

produced, as well as evaluating the performance of the overall human-automation 

systems. 

The technology developed as part of the project had the trifold purpose of advancing 

the state-of-the-art in terms of event processing, producing a reusable architecture 

that one can implement in any heavily data-driven domain and of adding value to the 

domains of traffic management and credit card fraud investigation. These goals were 

achieved by producing and integrating automation that makes use of readily 

available data to compute assessments that better inform operators/analysts in the 

process of decision making. The architecture is designed so that it can take advantage 

of the high volume and high velocity of data coming through, being able to produce 

both automated control signals and user recommendations. For the scope of this 

thesis, the discussion will be limited to the Traffic Management use-case. 
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2.2 Human-Machine Systems in the Context of SPEEDD – Traffic 

Management 

 

Figure 2.1 - DIR-CE TM Control Room 

Data collection infrastructures in cities has allowed for Road Traffic Management 

(TM) to extend from congestion management and speed control to pollution 

monitoring or multimodal transport management (Batty, 2013; Townsend, 2013). 

Data in these systems can be captured from a range of data sources, including in-

vehicle Satellite Navigation (SatNav) devices, road-side Closed-Circuit Television 

(CCTV), sensors in the road, and voice communications (via radio from roadside 

personnel or emergency services). As such, ‘big data’ collected from the various data 

sources in Road Traffic Management present an important challenge to humans in 

the loop. Even assuming that the sensors have modest sampling rates and low 

bandwidth, there is still potential for the volume of data to become overwhelming 

for the human operator.  

From observations of the DIR-CE traffic management control room in France, 

operator decision making was into two broad categories. The first concerns the 

management of traffic flow. Road Traffic Control operators can use Variable 

Message Signs (VMS) to manage speed limits in a bid to reduce risk and increase 
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traffic flow. Given the variability in conditions which can influence traffic 

behaviour, the role of the human operator is to judge when and how to use VMS. 

Ideally, the operator would make changes to the signage in anticipation of problems, 

but it is often the case that, rather than being proactive, current operations tend to be 

reactive. This is partly an issue of the nature of data that are available to operators, 

with limited capability to make direct predictions of future state. The SPEEDD 

project demonstrates that it is possible to make congestion predictions several 

minutes in advance of congestion occurring, which could be sufficient time for the 

operator to modify VMS.  

The second category of decision concerns the management of traffic activity through 

the control of intersections, e.g., in terms of controlling the sequences at which traffic 

lights operate. In cases where control of traffic signals is automated, the role of the 

operator is to ensure that the appropriate sequences are being applied and to monitor 

traffic activity in order to intervene as necessary (e.g., in case of accidents). 

Combining these two categories of road traffic management decision making could 

allow congestion on major routes to be managed using traffic signals which control 

ingress and egress on these routes. In this case, automated control would require real-

time data on traffic activity in order to manage traffic light schedules.  

At the beginning of the SPEEDD Project, the DIR-CE traffic managers did not do 

any adjustments to ramp metering rates. These were operating according to 

schedules set in advance and the only control they had was whether to turn traffic 

lights off (i.e. usually late at night) or leave them operating. Apart from this binary 

level of control of traffic lights, operators were able to select from a list of messages 

to display on VMSs. In terms of automation, they had an obstacle detection algorithm 

running on the CCTV feed. This system triggers alerts whenever it can detect 

pedestrians, cyclists or stopped vehicles in the road or on the side of the Grenoble 

ring road. However, this automation was not fully integrated with their system, 

leading to false alarms being triggered in the case of scheduled maintenance on the 

road, for example. The way that operators used this automation was to verify the 

alert the first time it triggered at a specific location by looking at the CCTV feed at 

that location. 
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SPEEDD was looking to add automation to control ramp metering rates of inbound 

ramps (ramps leading traffic onto the ring road). Based on data gathered from sensors 

buried in the road, which were already available to the operators, metrics such as 

ramp occupancy, main road density, average vehicle speeds, average distance 

vehicles could be computed. The challenge, however, was to see how could operators 

make sense of the data. As previously mentioned, these data were available to them 

but they were not using them. Moreover, as management of traffic lights was 

previously an on/off problem, how could automated fine tuning of ramp rates be 

integrated in their work? Should they be able to completely override automated 

control values, set boundaries on the control space, or merely monitor their status in 

order to spot errors in operation? 

From interviews with, and observations of, operators in a road traffic control room 

(Starke et al., 2017), a descriptive model has been developed, using Cognitive Work 

Analysis, of how operators combine information gathering with making a decision. 

This undertaking was a joint effort of the whole team at University of Birmingham 

and can be found in (Baber et al., 2014b). I do not report this process in the thesis. 

 

2.3 Design of the SPEEDD UIs 

Parts of this section have been published in [1](Morar et al., 2015a). Sections 4.1 

and 6 in [1] are reproduced in 2.3.1 and 2.3.2. 

The user interfaces for the two use-cases underwent a very similar development 

process which involved a study of the work environments (CWA)(Vicente, 1999) 

(when possible) and analysis of the tasks that are completed on a daily basis along 

with the procedures for completing them (Baber et al., 2014). The design of the UIs 

also took into consideration the requirements and limitations of the underlying 

technical systems that support these tasks and, finally, previous research on 

appropriate visual representations of data (Upton and Doherty, 2008) and UI design 

(Gibson, 2014; Rasmussen and Vicente, 1989; Wickens and Carswell, 1995). These 

three factors, more specifically, the organisational, technical and perceptual 

characteristics have guided the development of the interfaces and informed different 

aspects of it. Figure 1.19 illustrates the design methodology used in order to design 

the SPEEDD user interfaces. This section also documents what caused the changes 

in UI design and discusses them in terms of Content, Format and Form. To remind 



39 

 

the reader, Content refers to the information displayed on the screen, Format relates 

to layout of information sources and the way in which interaction with the 

information and control of the system in question is achieved, and finally, Form is 

the way in which the information is displayed to the end user.  

Traditionally, the design of user interfaces is done by technical teams as an 

augmentation (or rather, afterthought) (Few, 2013), or terminal to the underlying 

automation developed (technology-centred approach). This very often leads to 

disuse of the entire system (Parasuraman and Riley, 1997) and, where that is not an 

option, to an unnecessary increase in complexity of the end-user’s work (e.g. 

increased workload). The SPEEDD user interfaces have undergone an incremental 

design process in which both social and technological aspects of the work 

environment have been taken into consideration and have informed the final 

prototype designs, presented in this chapter.  

Traditional UI design is merely interested in Form. EID adds and stresses the 

importance of appropriate representation of Content. The user interfaces that have 

been developed as part of the SPEEDD project are not concerned merely with the 

visualisation of the information content for the operator, but also of AoF, reliability, 

responsibility, authority. These aspects relate to Format and the consideration of this 

dimension of UIs, in addition to Content and Form, is what makes this work different 

from other interface design work.  

The design process began with a study of the work environment which provided us 

with an understanding of tasks traffic operators deal with on a daily basis, the 

available resources and usual procedures they follow, which determined the 

informational requirements of the UI, or more specifically, its content. SPEEDD 

deliverable D5.4 (Baber et al., 2014) shows how this study was conducted and 

describes the data gathering process.  

In order to understand the nature of the domain and the decision making that Road 

Traffic Operators are required to perform, we visited Road Traffic Control Rooms. 

This provided an initial perspective on operators’ work and an opportunity to record 

it using Hierarchical Task Analysis (HTA) (Stanton, 2006). From this description, 

one can begin to discern possible strategies that operators could apply in their 

selection of information. A study was conducted in which eye-movement data 
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(Figure 2.2), using Tobii glasses with infra-red markers on monitors to track gaze 

(sampled at 30Hz frequency), were collected in the working control room and these 

data were used to define information search strategies (Starke et al., 2017). It was 

clear that the strategies were influenced by the operators’ experience and by the 

availability of information. However, the strategies were also influenced by the 

priorities set by National policy and local ordinances (in terms of traffic regulations). 

This study of the DIR-CE (Direction Interdépartementale des Routes Centre-Est) 

Control Room, along with previous research (Folds et al., 1993), has allowed us to 

formulate the requirements for the TM use-case. 

 

Figure 2.2 - Collecting eye-tracking data in traffic control room 

2.3.1 Requirements for the Traffic Management Use-Case 

• To ensure minimal congestion in the road network 

• To ensure minimal risk to road users 

• To enable minimal journey times for road users 

• To ensure informed road users 

• To support maintained infrastructure 

• To encourage compliant road users 

• To support immediate response to incidents 

• To produce an auditable record of activity 

 



41 

 

 

2.3.2 Initial Layout  

Following the CWA, an initial layout of for the User Interface was produced. This 

can be seen in Figure 2.3. It contains 8 regions. The following list outlines some of 

the options that are being considered in the design. Items in the list marked * 

correspond to existing information sources in the control room. 

 

1. Road status (traffic conditions): This could also compare current traffic 

conditions with the same time last week, or predicted traffic conditions and 

likely trends; 

2. Values / trends / forecasts: this component could provide operators with 

views of the predicted traffic, or driver behaviour, to allow comparison 

between alternative courses of action; 

3. Road user goals: this UI component could indicate information which might 

be relevant to road user activity, for instance, alternative routes which drivers 

might take if there is congestion; 

4. Driver behaviour and compliance: this UI component could indicate how 

road users are behaving. This could include average speed in each lane or 

average distance between vehicles; 

5. CCTV content / control*: this UI component would present the images from 

the selected CCTV camera to the operator, and allow the CCTV camera to 

be controlled; 

6. Control activity, signage content*: this would show the actions that the 

operator is able to perform and the content which could be presented on 

variable message signs; 

7. Log, open tasks, scheduled events*: this would show the log of the current 

incident that the operator is working on, together with open tasks or any 

scheduled events that need to be dealt with; 

8. Map of road network*: displayed as a map of the ring road (either a schematic 

as in the current design or a more detailed map of Grenoble and the road 

network), with key Objects indicated, e.g., CCTV and sign locations, 

junction (ramps) etc. This could also be used to display the location of 

incidents, such as congestion. 
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Figure 2.3 - Schematic User Interface Layout for TM 

One would assume that transferring this conceptual design to an actual working 

prototype is straight-forward and implies the mere placement of the information in 

individual boxes in Figure 2.3 on a screen. This is also the point where research in 

the area of Ecological Interface Design (EID) stops. After the analysis of the work 

domain is achieved, information requirements are defined a user interface has to be 

then designed according to the identified requirements and there is no methodology 

for achieving this. 

 

2.3.3 Applying Visual Scale Matching 

CWA establishes the information requirements of the UI. Visual Scale Matching can 

be further applied in order find the visual representation requirements of each 

information source/data stream.  

Table 2.1 - Visual Representation Requirements for Information Sources TM 

Visual Representation - Requirements 



43 

 

Data to be 

Visualised 

Associative Selective Ordered Quantitative 

Density Yes  Yes  

Speed Yes  Yes  

Ramp Rate Yes  Yes non-

mandatory 

Ramp 

Occupancy 

Yes  Yes  

Ramp 

Overflow 

Yes Yes   

Predicted 

Ramp 

Overflow 

Yes Yes   

Congestion Yes Yes  non-

mandatory 

Predicted 

Congestion 

Yes Yes   

 

By comparing the requirements shown in Table 2.1 above with the Visual Scale 

Matching presented by Upton and Doherty (2008), I have been able to define the 

most appropriate visual encoding for each data stream/information source (Table 

2.2). 
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Table 2.2 - Visual Encoding of Information Sources for TM 

Data to be 

Visualised 

Visual Encoding 

Density Spatial, Size, Colour 

Speed Spatial, Size, Colour, Brightness 

Ramp Rate Spatial, Size, Colour, Brightness 

Ramp 

Occupancy 

Spatial, Size, Colour, Brightness 

Ramp Overflow Spatial, Brightness 

Predicted Ramp 

Overflow 

Spatial, Brightness 

Congestion Spatial, Size, Colour, Brightness 

Predicted 

Congestion 

Spatial, Colour, Brightness 

 

2.4 Summary of Design Process 

Key to the development of HA Systems is an appreciation of how HA operates in a 

working environment in which other actors will share information with each other, 

or will interact with systems outside the core HA system. This means that it 

important to appreciate the Socio-Technical Infrastructure in which the technology 

will be used. This chapter has attempted to relate information need to information 

visualization. The latter is concerned by how the available information is presented, 

whereas the former shows what information shall be presented. It is proposed that 

the link between them can be the CFF taxonomy. 

In this chapter, so far, we have seen how the outputs of Cognitive Work Analysis 

and principles of Ecological Interface Design are used in order to design the User 

Interface for the SPEEDD project’s Road Traffic Management use-case. 

Understanding operator/analyst tasks and information requirements (in terms of a 
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Socio-Technical Systems) allows us to develop concepts for User Interface designs 

which reflect the job of the operator.  

The extended version of the UI Design methodology proposed by Upton and Doherty 

(2008) (Figure 1.19) was used and the changes in User Interfaces were discussed in 

terms of Content, Format and Form. The first step was to perform CWA. The output 

of this analysis are the user requirements and information requirements. Using the 

IR, a sketch of the UI layout was produced. The next step in the Upton and Doherty 

(2008) method was to perform Data Scale Analysis (categorising the data into 

nominal, ordinal, interval and ratio) and Visual Scale Matching (a method which 

specifies the most appropriate visual representation of information based on data 

type and dimensionality). Evaluation of the User Interfaces was performed, both in 

terms of the social domain (user interviews, subjective evaluation) and in terms of 

the technological domain (architectural constraints, component functionality). 

Changes that resulted from this evaluation and which lead to the final designs, were 

tracked and categorised in terms of Content, Format and Form (see APPENDIX I).  

This approach is different from standard methods of UI design because it gives 

attention to the dimension of Format, in addition to Content and Form. Furthermore, 

CFF provides a taxonomy with the help of which the designer can keep track not 

only of the changes in design, but also of their magnitude and the impact of those 

changes on user behaviour (see next section). In terms of how this approach can 

inform HA design, the categorisation of UI design changes in terms of CFF can help 

the designer understand the effect of each UI element on user behaviour, as opposed 

to merely the effect of an entire UI. This could greatly simplify the design and 

evaluation process by providing more systematic approach to UI and UI component 

evaluation.   
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2.5 Experimental Evaluation 

2.5.1 Introduction 

SME evaluation of the User Interfaces helped solve some of the inconsistencies 

between requirements of the work environment and technology. They ensured that 

‘coherence’ between the architecture and the work environment is achieved. 

However, issues relating to how the use of this technology will effect user 

performance should be explored through experimental evaluation. 

The DIR-CE operators do not have a means of varying ramp metering rates. The 

ramps function on a schedule, i.e. their behaviour is scripted based on the day of the 

week and time. These scripts are fixed and operators have no means of fine-tuning 

ramp metering operation. However, because of the introduction of the automated 

ramp metering system, the goals (derived from CWA) are shared between the two 

entities – the operator and the automation. The task of spotting errors in the data and 

analysis outputs of the ramp metering system is added to the operator’s role. This 

raises the question of how well the operators can detect cases where automation 

produces incorrect answers, either due to corrupt data, or due to errors in 

computation. This issue is explored in CHAPTER 3. Will increasing transparency of 

automation make the operator better at spotting errors (see CHAPTER 4)? A further 

issue that rises from the introduction of automation is how disagreements between 

the two agents should be managed. Who should have the final say (i.e. who should 

have the final authority) and should the agents be left to compute answers for a 

particular problem independently, or should they be allowed take each other’s 

answer into account (CHAPTER 4)? While the previous question related to Format, 

the final question relates to the Form of the interface between user and automation. 

How will different UI designs (i.e. UIs that support integrative vs non-integrative 

processing) affect operator performance in establishing correct ramp metering rates 

and spotting automation errors (see CHAPTER 5)? 

2.5.2 Quantifying the Impact of UI Design on Human 

Performance 

This section presents an overview of the experiments which were run as part of this 

PhD. The motivations for the experiments along with a brief summary of their design 

are given and discussed. Furthermore, some measures for quantifying changes in UI 
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design are proposed and discussed in terms of the dimensions of Content, Format 

and Form, the consideration of which is proposed as an extension of the existing 

methodology for UI Design and Evaluation. 

Four experiments have been designed for the purpose of demonstrating the 

applicability and utility of considering the three dimensions of User Interfaces 

proposed in this PhD. In other words, they show the advantage of thinking about UIs 

in terms of Information Content, Format and Form. Again, to remind the reader, 

Content refers to the information requirements necessary for performing the tasks 

which should be supported by the UI. Format refers to the visual variables that define 

and constrain the interaction, negotiation and information exchange between the 

human operator and automation. Form is concerned with the way in which 

information is presented to the user.  

The User Interface Design Methodology proposed by Upton and Doherty (2008) can 

be extended by the consideration of the Content/Format/Form (CFF) Taxonomy 

(Figure 1.19). Doing this, could bring benefits not only in terms of design, but also 

to the evaluation process. In terms of design, it provides a much clearly defined 

Design Space and a more easily trackable design evolution. In terms of evaluation, 

thanks to the ability to describe User Interfaces in a more specific manner, it allows 

for changes in user behaviour to be linked to changes in Interface design. 

As we are investigating the effects of UI design in the context of Human-Machine, 

or Human-Automation Systems we cannot ignore the issue of automation reliability. 

Past research has shown that automation reliability influences user behaviour, 

potentially leading to over-reliance, complacency, boredom, skill loss, etc. (Bahner 

et al., 2008; Johnson et al., 2014; Parasuraman and Manzey, 2010; Parasuraman and 

Riley, 1997; Woods and Dekker, 2000). Therefore, as part of the experimental 

design, as well as the changes in UI components, one of the independent variables 

will be automation reliability. Apart from the avoidance of such effects as 

complacency and over-reliance, for example, this should also ensure that implicit 

attitudes towards automation (Merritt et al., 2013) are controlled for. 

The experiments presented are developed in the context of the SPEEDD EU Project 

and are designed around one of the use-cases considered by the consortium, 

specifically, Traffic Management. 
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2.5.2.1 Objective Measures 

In order to quantify the effect of changing UI components on human behaviour we 

need to define measures of performance. For the purpose of the experiments 

presented in this thesis the following metrics have been chosen:  

• decision correctness/accuracy: the percentage of correct decisions given by 

the operator 

• decision time: the total time elapsed from the moment an issue is presented 

to the operator until a final decision is given 

• decision match: percentage of decisions given by the user that are the same 

as the computer suggestion/answer – indirect measure of reliance 

• solution source: whether the user sees himself as the source of the decision – 

indirect measure of perceived automation reliability 

• dwell times (eye-tracking): measure of information extraction (see 

CHAPTER 3 section 3.1.2.4) 

• switch count (eye-tracking): measure of information search  

• % viewing time: proportion of time spent of a particular information source 

• modals opened: average number of windows containing extra information 

opened – measure of information search 

When considering the design of User Interfaces, there is virtually an unlimited space 

in which one operates and from which one can pick and choose UI components. This 

poses a problem for evaluation, as well, in that, not only information requirements 

need to be considered but also where this information is placed and in what manner 

it is shown to the user. Mapping the relationship between UI Design Dimensions and 

evaluation metrics allow for a better understanding of the where in the UI could lie 

the change which produced a certain effect in human behaviour. Table 2.3 below 

shows the relationship between these metrics and the dimensions of Content, Format 

and Form. 

 

 

 

Table 2.3 - Relationship between the defined metrics and UI Dimensions 
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Metric 

Effects 

Content Format Form 

decision 

correctness 

The absence of an 

important 

information source 

may reduce the 

likelihood of 

making a correct 

decision. 

Making it difficult to 

communicate an answer to 

the computer, incorrect 

placement of information 

sources (task proximity) 

could lead to an incorrect 

or less accurate result. For 

example, using a slider 

instead of a textual input 

to set a 3- or higher-digit 

number.  

The way in which 

data are presented 

(i.e. relying on 

inappropriate type 

of perception, 

inappropriate 

display proximity, 

may make it 

impossible to 

extract the 

information, which 

negatively affects 

correctness 

decision time The absence of an 

important 

information source 

may increase the 

time of making a 

decision because 

the user is 

searching for the 

missing link. 

Inappropriate input modes, 

or sub-optimal placement 

of information sources 

could increase decision 

time 

The way in which 

data are presented 

may make it 

difficult to extract 

the information, 

which may increase 

decision time 

decision match Match (reliance on 

automation) may 

be higher due to 

impossibility or 

higher effort to 

make an informed 

decision in case of 

absence of an 

important 

information 

source. 

Inappropriate input modes 

could increase reliance on 

automation, resulting in 

higher match levels 

Improper 

presentation or sub-

optimal placement 

of data may lead 

increase reliance on 

automation due to 

inability or 

difficulty to extract 

information 
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solution source Too much 

information/ too 

high information 

content can lead 

the user to select 

the computer as a 

solution source 

more often. 

Difficulty of interaction 

for the purpose of Task 

Delegation (for example), 

or low transparency can 

lead to the user selecting 

himself as the solution 

source more often. 

Difficulty of 

extracting the 

information can 

lead the user to rely 

more on the 

automated response 

(select the 

computer as the 

solution source). 

dwell times Higher dwell times 

may hint to the 

user’s expectation 

of extra 

information to be 

available in the 

area dwelled upon. 

Higher dwell times on 

areas of the UI related to 

communication/interaction 

with the computer may be 

linked with an 

inappropriate mode of 

interaction 

Higher dwell times 

on information 

sources may 

indicate improper 

presentation of data 

(i.e. using graphical 

representation 

where textual is 

more appropriate, 

for example, using 

the area of a circle 

to indicate a single 

number) 

switch count Higher switch 

count could be due 

to the search for 

unavailable 

information 

Higher switch count may 

be due to the fact that the 

possibility of interaction 

with automation is unclear 

to the human. Perhaps the 

computer does not ask for 

assistance appropriately, 

using a mode that humans 

would understand. 

 

Higher switch 

count may indicate 

that the way 

information is 

presented makes it 

hard to remember. 

Alternatively, it 

may mean that it is 

not obvious to the 

user how to decode 

the information 

from the chosen 

representation on 

the screen.  
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Higher switch 

count may indicate 

low task/display 

proximity 

% viewing time Higher % viewing 

time may indicate 

that some 

information the 

user is looking for 

is absent. 

Higher values may 

indicate a difficulty in 

acting on data (control 

tasks). 

Higher values may 

indicate hard to 

decode 

information. 

Higher values may 

indicate important 

information that 

should be made 

available on screen 

(increase task 

proximity) 

 

Where two different user interfaces were employed (CHAPTER 5), user cognitive 

workload and subjective system usability were measured for each of the UIs and 

participants.  

2.5.2.2 Subjective Measures 

2.5.2.2.1 Workload 

While there are many ways to measure the cognitive effort (workload) that people 

experience in performing mentally demanding tasks, a popular set of measures rely 

on participants providing subjective estimates of their workload. These measures can 

be surprising robust, sensitive to changes in demands and correlate well with 

physiological measures. One commonly used subjective workload measure is the 

NASA TLX (Task Load Index) (Hart and Staveland, 1988). This is a rating scale 

with six workload dimensions. It can be administered in either a computer or paper 

based format. The rating scales are presented as questions that the participants scores 

on a scale of 1 (low) to 20 (high). The questions relate to mental demand, physical 

demand, temporal demand, effort, performance and frustration (Figure 2.4).  
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Figure 2.4 - NASA TLX rating form 

[http://humansystems.arc.nasa.gov/groups/tlx/paperpencil.html] 

2.5.2.2.2 Usability 

Usability was measured using the System Usability Scale (Brooke, 1996). SUS is a 

ten-item Likert Scale (score from 1-5, ranging from “Strongly disagree” to “Strongly 

agree”) which is used to evaluate subjective usability. It assesses subjective 

effectiveness, efficiency of and user satisfaction with the system. A score above 68 

indicates above-average usability, while anything below 68 is considered to be below 

average. A paper-based version of the questionnaire (which can be seen in Figure 

2.5) was employed in the study presented in CHAPTER 5. 
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Figure 2.5 - System Usability Scale [https://www.usability.gov/how-to-and-

tools/methods/system-usability-scale.html] 

 

2.5.3 Summary of Experiments 

2.5.3.1 Experiment 1 – Chapter 3: A baseline for Human-Automation Joint 

Decision Making and Implications for UI Design 

The first experiment (presented in CHAPTER 3) is designed around the Traffic 

Management use-case. It revolves around the task of ramp rate and density 

monitoring. This task was not one that operators were performing at the time, 
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however, it is one that they were in the process of adopting and, at the time of writing 

this thesis, it is a task which they are currently performing in some form. Part of the 

objectives of the SPEEDD project involved the design of a system which could aid 

them in performing this task of ramp metering and the investigation of how it is used 

and how it could be improved.  

This experiment employs the first prototype of the User Interface to the SPEEDD 

Traffic Management system. It was developed in order to get a baseline of how 

expert traffic managers would use the system and to compare their performance with 

that of non-expert university students. Moreover, the issue of automation error was 

explored as an incongruence between information sources and the computer 

suggestion. The hypothesis was that users would expect the computer to fail on the 

more complex task of deciding the correct change to a ramp rate, rather than on the 

simpler task of ensuring the correct data source is used in the computation. The 

effects were discussed in the context of the Proximity Compatibility Principle 

(Wickens and Carswell, 1995) and Joint Decision Making (Bahrami et al., 2010).  

A version of this experiment has been published in the Annual Meeting of the Human 

Factors and Ergonomics Society (2015) (Morar et al., 2015b). 

2.5.3.2 Experiment 2 – Chapter 4: Format  

The second experiment (CHAPTER 4) is also designed around the Traffic 

Management use-case and the ramp metering task. The UI with which users 

interacted in this experiment was the UI of the first SPEEDD Traffic Management 

prototype. The study was motivated, in part, by the findings of the first experiment. 

Apart from the issue of varying computer reliability, two aspects related to Format 

are additionally investigated. More specifically, it has been tested whether showing 

the computer suggestion prior to the user’s proposition of the course of action makes 

a difference to his performance. Furthermore, the experiment also investigates the 

issue of Transparency and the effect on the user’s behaviour of requiring 

justifications for the proposed course of action. It was hypothesised that in the high 

reliability condition, the user would copy the computer’s answer even in cases where 

it would be wrong. Moreover it was expected that the addition of the extra task of 

justifying the proposed action would increase user performance in terms of correct 

decisions. The results of this experiment are discussed in terms of Joint Decision 
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Making (Bahrami et al., 2010) and the notions of Authority, Responsibility, 

Transparency and Allocation of Function. 

A version of this experiment has been published in the Annual Meeting of the Human 

Factors and Ergonomics Society (2017) (Natan Morar and Chris Baber, 2017). 

2.5.3.3 Experiment 3 – Chapter 5: Form and Format 

Experiment 3 (CHAPTER 5) is designed around the task of ramp metering in Traffic 

Management. Two versions of the last iteration of the SPEEDD system for Traffic 

Management were tested. The differences between them are given by the 

consideration of task proximity (PCP) in UI2 and, thus, can be confined to the 

dimension of Format. The hypothesis was that user decision time would be higher 

when using UI1 (lower degree of integration) and lower when using UI2 (higher 

degree of integration). Decision correctness was hypothesised to remain constant 

considering that the information available for decision making was constant. 

Differences in user behaviour when using the two UIs are discussed in terms of PCP 

and Joint Decision Making. 

A version of this experiment has been accepted in IEEE Transactions on Human-

Machine Systems (2018). 

2.5.4 Summary of UI Integration and Evaluation Processes 

The technical and user requirements inform, guide and constrain the design of the 

User Interfaces. In order to ensure that an optimal balance between the requirements 

of the technical and social domains is achieved in the instantiations of the UIs, the 

different designs need to be evaluated by Subject-Matter Experts (SMEs) in TM and 

technology. This ensures that the technical and user requirements and met and 

support each other, specifically, that discrepancies in terms of their goals are resolved 

and that they translate into a coherent User Interface. This means that after each User 

Interface version, evaluation is conducted and both user and technical requirements 

are updated. 
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Figure 2.6 - Integration and Evaluation Process  

Evaluation, in the scope of this thesis, has three parts to it. Firstly, interviews with 

SMEs were conducted for each of the UI versions. SMEs comprised of both 

technology experts and domain experts for both use-cases. Secondly, for major 

changes in UIs, the System Usability Scale (SUS) questionnaire was used as part of 

interviews with domain experts. Moreover, SMEs recommendations along with 

design considerations were subjected to experimental evaluation (see section titled 

Experimental Evaluation). This three-fold evaluation process informed the design of 

the SPEEDD User Interfaces. In APPENDIX I changes for each UI design iteration 

are shown. 
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CHAPTER 3 A BASELINE FOR HUMAN-

AUTOMATION DECISION MAKING AND 

IMPLICATIONS FOR UI DESIGN  

 

 

Human monitoring of systems in which sensors provide data to 

automated decision support algorithms create interesting 

challenges for Human Factors. This study explores whether 

people are able to detect two types of automation failure: when 

decisions do not fit the data presented to the operator, and when 

data from different information sources do not agree. For those 

students that performed at a level of ≥ 97% correct (‘high 

performers), checking for both types of failure seemed easy. For 

those students that performed at a level of ≤ 95% correct (‘low 

performers’), checking for erroneous recommendations seems 

straightforward, but checking for information agreement seemed 

to be omitted. One suggestion is that the non-experts expended 

more effort on checking recommendation and ignored the need 

to check congruence across UI components. The implication is 

that the ‘worth’ of the displayed information for one task 

(decision check) outweighed its worth for the simpler task 

(congruence check) for the non-experts. 
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A version of the experiment presented in this chapter has been published in [1] 

(Morar et al., 2015b). Additionally, section 3.7.2 from the SPEEDD Report D8.3 

(Garin et al., 2015) is reproduced in this chapter. 

3.1.1 Summary 

A simulated traffic management task was used to investigate the effect of automation 

failure on operator decision. ‘Failure’ could either arise from an erroneous 

recommendation or from disagreement between elements in the UI (i.e. errors in 

computations or corrupt/incomplete data). The study showed that participants were 

able to spot erroneous recommendations well, but non-experts that performed less 

well (‘low performers’) tended to miss disagreements between information sources. 

This leads to a higher incidence of false alarms in decisions for the non-experts. I 

propose that this indicates differences in the manner in which experts and non-

experts might define the ‘worth’ of information in a UI component. 

In this experiment, the relationship between the reliability of automated decision 

support and operator response is addressed. In order to articulate the research 

question, I was interested not only in varying reliability of the automation but also 

in modifying congruence of the visually displayed information. To this end, the 

experiment reported in this chapter is motivated by the Proximity Compatibility 

Principle (Carswell and Wickens, 1987; Carswell, 1992; Wickens and Carswell, 

1995) and by the Bahrami et al. (2010) experiment of Joint Decision Making. 

We manipulated the reliability of the displayed information (in terms of the 

‘automated’ decision and in terms of the congruence between UI content) in order to 

see how this affected user’s perception of the UI component diagnosticity. One might 

expect expert performance to involve an initial scan of the UI to ensure congruence 

and then a focus on the UI components (panels) which allow them to make a 

judgment on the correctness of the automated decision. In this strategy, all UI 

components have high worth in the first scan, but as this can be determined quickly, 

one would expect limited gaze duration on these. Two UI components (panels 1 and 

3) have high worth on the second scan, therefore, one would expect higher gaze 

duration on these. 

It is hypothesised that users would expect the computer to fail on the more complex 

task of deciding the correct change to ramp metering, rather than on the simpler task 
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of ensuring the correct data source is used. Moreover, it is believed that expert 

performance would match student performance due to the novelty of this task for 

traffic managers. 

3.1.2 Method 

3.1.2.1 Scenario and User Interface 

This study employed a user interface (UI) mimicking a road traffic management task. 

The purpose of the UI was to enable an ‘operator’ to monitor, and potentially 

intervene in, computerised road traffic control decisions. These computerised 

decisions relate to ramp control (i.e., changing the rate at which traffic lights on a 

junction change in order to allow vehicles to join a main road). The scenario was 

derived from the operations of a real-world road traffic management facility (DIR 

Centre Est, Grenoble, France). This study was conducted as part of the SPEEDD 

European project, which aims to bring event forecasting to traffic management. The 

experiment presented in this chapter is a preliminary study which investigates how 

operators might respond to different levels of reliability in the system. As the ramp 

metering algorithms would run on data collected from sensors embedded in the road, 

there are potential problems which might arise from sensors failing, or data being 

lost or corrupted during transmission. While these problems might be dealt with by 

exception handling, it is possible that the recommendation could be based on 

erroneous data. Further, it is possible that the processing time of the algorithms could 

result in discrepancy between the recommendation and other UI components, i.e., 

the UI could show data for the ramp which is the current focus of the system, but the 

automated decision could present results for a different ramp. Thus, the operator 

would need to decide whether the recommendation related to the ramp being 

displayed and whether the computer suggestion was correct. For this experiment, the 

operator would either ‘accept’ the recommendation or ‘challenge’ (i.e., reject) it.  

A custom UI was created in JavaScript. The UI contained four panels in an equally 

spaced 2 by 2 grid layout (Figure 3.1). Panel #1 (bottom-right) contained the operator 

response buttons ‘challenge’ and ‘accept’ as well as details on the computer 

suggestion regarding traffic light settings. Panel #2 (top-right) presented a crop of 

the road network surrounding a queried ramp based on google maps. Panel #3 (top-

left) showed a historical data graph with density on the ramp on the x-axis (number 

of cars waiting to pass traffic light) and rate of the ramp (number of cars passing per 
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second) on the y-axis. The most recent data points are represented by the largest 

bubbles (circles with the largest diameter). Panel #4 (bottom-left) presented a 

schematic grid of 17 ramp meters mimicking part of the instrumented road section. 

For instructions on how use the UI, see section 3.1.2.3 - Experimental design and 

data collection, paragraph 4 and 5.33 
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Figure 3.1 - User interface developed for this study, consisting of four panels 
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3.1.2.2 Participants 

An initial study involved 3 (male) experts in road traffic control, based in DIR-CE 

Grenoble, France. Following this, an experiment was conducted involving 17 

second-year BEng students (mean age 24 years; 4 female and 13 male). All 

participants provided informed consent to participate in the study. This study was 

approved by the University of Birmingham Ethics Panel (Reference Number 

ERN_13-0997). 

3.1.2.3 Experimental design and data collection 

The UI was presented on a 22” monitor (1080p resolution). Details of each response 

were captured for each trial were trial ID, trial start and end time (in ms computer 

time) and the participant response (challenge or accept). These data were stored 

locally in comma separated variable (csv) format. In between each trial a white 

screen with a timer was shown. The timer allowed for synchronisation with an eye-

tracker which was used on a subset of the experimental participants (see below). Start 

time corresponded to the participant clicking the timer on the white screen, while 

stop time corresponded to the participant clicking on either the ‘challenge’ or the 

‘accept’ button. 

Following an explanation of the aims of the experiment and of the function of the UI 

components, participants performed two practice trials, after which they were given 

the opportunity to ask any clarifying questions. After the practice, participants 

performed the study, which consisted of 32 trials and took approximately 2-5 

minutes to complete. Finally, participants were given a questionnaire to fill out. 

Trials were separated into four scenarios based on the following characteristics of 

the displayed information and computer suggestion: 1) Information sources agree, 

suggestion correct (TT); 2) Information agree, suggestion incorrect (TF); 3) 

Information sources disagree, suggestion correct (FT); and 4) Information sources 

disagree, suggestion incorrect (FF). Each scenario was presented 8 times, and the 32 

trials were presented in random order. Participants were asked to “accept” the 

computer suggestion if and only if information sources agreed and the computer 

suggestion was correct (TT). Hence, 3/4 of trials had to be challenged and 1/4 had to 

be accepted. 



63 

 

In order to determine whether the information sources agreed, the participants were 

instructed to check if all four regions of interest (ROIs) referred to the same ramp 

number. To determine whether the computer suggestion is correct or not, the 

participants were instructed to check the graph in ROI 3 (top-left in Figure 3.1). The 

presence of the biggest bubbles in the bottom-right quadrant of ROI 3 (low rate, high 

density) indicated that the rate must be increased. The presence of the biggest 

bubbles in the top-left quadrant of ROI 3 (high rate, low density) meant that the rate 

must be decreased. The presence of the biggest bubbles in either the bottom-left or 

the top-right quadrant (low density, low rate and high rate, high density, respectively) 

meant that the rate must remain unchanged. So, for the trial in Figure 3.1, the correct 

response would be to challenge. 

The rules defined for this experiment are not necessarily the ones used in real-life 

traffic management situations, but have been simplified for the purpose of this task 

while still being illustrative of the real scenario. The ecological validity of the task 

was confirmed by asking road traffic experts from DIR-CE to perform the 

experiment. The three experts responded correctly to 97%, 100% and 97% of the 

trials. This expert performance data served as the threshold for splitting student 

participants into a ‘high-performing’ and ‘low-performing’ group. 

3.1.2.4 Eye tracking 

For a subset of seven participants (five from the ‘low-performing’ group and two 

from the ‘high-performing’ group), eye tracking data were collected. This could not 

be performed for all participants due to calibration issues when wearing corrective 

lenses. A Tobii Glasses v.1 head-mounted eye-tracker was used to record the point 

of gaze at 30 Hz while engaging in the task. Point of gaze was then automatically 

mapped to the four ROIs using custom Matlab (The MathWorks, USA) scripts. 

Mapping was performed based on the position of 16 infrared markers attached 

around the monitor at equally spaced intervals. 

3.1.2.5 Data analysis 

Decision times. For each participant and each trial, decision times were calculated as 

the difference between start and stop time. 
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3.1.2.5.1  Signal detection. Signal detection metrics were calculated based 

on the classification of each response as follows: 

True positive (TP): Response = accept, information = agree, suggestion = 

correct 

False positive (FP): Response = accept, information = disagree and / or 

suggestion = incorrect 

True negative (TN): Response = challenge, information = disagree and / or 

suggestion = incorrect 

False negative (FN): Response = challenge, information = agree, suggestion 

= correct 

Gaze data. From the eye tracking data, scan paths (sequence of attended ROIs) and 

dwell times (duration rested on each ROI per visit) were calculated. For each 

participant and trial, the number of attended ROIs and maximum dwell time per 

attended panel were calculated. For the data analysed above, the independent 

variable was trial category, and the dependent variables were the derived metrics. 

3.1.3 Results 

3.1.3.1 Correctness of responses depending on scenario 

Of 17 student participants, one participant did not engage in the task as instructed 

due to a misunderstanding, a fact confirmed by a subsequent discussion; he was 

hence excluded as a non-representative outlier. The remaining 16 participants had 

performances ranging from 69% to 100 % of trials being assessed correctly. Three 

student participants had performances similar to those of the experts from DIR-CE 

(two with 100%, one with 97% correct trials), with the remaining 13 students 

showing performance < 95%. The performance level of the traffic managers in 

Grenoble was used as a threshold for partitioning the students into two groups: a 

‘high-performing’ group (students that had performances comparable to those of 

experts) and a ‘low-performing’ group (students with lower performances compared 

to experts). 

Decision time data and the number of correct responses were analysed for these 

groups for the four scenarios (TT – information sources agree, automation correct, 

TF – information sources agree, automation incorrect, FT – information sources 



65 

 

disagree, automation correct, FF – information sources disagree, automation 

incorrect). 

 

 

Figure 3.2 - Mean correct responses in terms of scenario for each group 

Results for the different groups are shown in Figure 3.2. All groups easily identified 

cases where automation failed (an incorrect computer suggestion was given – TF and 

FF) or where automation was correct and information sourced agreed (TT). 

However, when information sources disagreed and automation was correct (FT), 

experts and ‘high-performing’ students responded correctly to all trials (σ = 0.57 and 

σ = 0, respectively), while ‘low-performing’ students responded correctly to only 1 

out of 8 trials (σ = 2.4). Furthermore, the ‘low-performing’ student group presented 

a higher standard deviation (σ = 2.3) for the TF case. 

3.1.3.2 Decision times 

Decision times per trial ranged from 1.4 s to 23.5 s across participants. The median 

decision time per participant across all trials ranged from 2.8 s to 10.3 s (median ± 

IQR 4.6 ± 1.9 s). 

Decision times categorised by response category. To examine whether decision 

times varied between different response categories (Figure 3.3), the median decision 
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time was calculated for each participant: a) in terms of four categories for all trials 

classified as TP, FP, TN and FN, b) in terms of response type and c) in terms of the 

4 scenarios specified (see Method). A Kruskal-Wallis test was carried out to examine 

whether decision times differed between purely response types (challenge/accept) 

and between experimental design categories. There was no significant difference in 

decision time between response type (p = 0.931) or experimental design categories 

(p = 0.674). Furthermore, decision times seemed to be similar for all signal detection 

categories. 

 

 

Figure 3.3 - Boxplots for decision times different response categories  

3.1.3.3 Changes in decision times with elapsed trial.  

To examine whether there was a systematic trend for decision times to change as a 

function of elapsed trial, linear regression was performed for each participant with 

trial number as the independent and decision time as the dependent variable.  

Results depended on the participant: on one hand, there was a significant linear 

association between decision time and elapsed trial number for 5 participants, albeit 

very shallow fitted slopes (range of fitted slopes: -0.08 to 0.06, range for R2: 0.38 to 

0.99; range for p: < 0.001 to 0.026). On the other hand, there was no significant 

association for 12 participants (range for R2: 0.00 to 0.18; range for p: 0.059 to 

0.445). 

3.1.3.4 Gaze data 

Dwell times. The median dwell time was calculated for each participant and each 

panel for all trials classified as TP, FP, TN and FN. Results are shown in Figure 3.4, 

a. The two groups show similar median dwell times for ROIs 2, 3 and 4, however, 

on ROI 1, the ‘high-performing’ group dwells for a median of 0.8s, while the ‘low-

performing’ group a median of 1.3s.  
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Number of attended panels. To examine whether the number of attended panels 

varied between different response categories, the median number of attended panels 

was calculated for each participant for all trials classified as TP, FP, TN and FN. 

Results are shown in Figure 3.4, b. There was not much difference between groups 

in terms of number of attended ROIs, medians ranging from 3.5 to 4. 

Switch count. To examine whether the number of switches varied between different 

response categories, the median number of switches was calculated for each 

participant for all trials classified as TP, FP, TN and FN. Results are shown in Figure 

3.4, c. While the ‘low-performing’ group switched between panels an average 

number of close to 5 times for each signal detection category, the ‘high-performing’ 

group switched between a median of 7 panels for the trials labelled TP and 

significantly lower (2) for those labelled FP. 

  

Figure 3.4 - Dwell times per ROI (a), number of attended panels per response category (b) and 

switch count per response category(c) for both student groups 

 

Figure 3.5 - Percentage View Time per region of interest (ROI) for the ‘high-performing’ and 

‘low-performing’ student groups 
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3.1.4 Discussion 

The maximum dwell time per attended panel shows that the maximum time spent on 

a panel was registered for ROI1 for both groups. However, this metric does not say 

what happened across all trials and participants, but that possibly the information in 

ROI1 might have been harder to decode at first for most participants. This offers 

some input in terms of UI Form (see Table 2.3). Perhaps presenting the computer 

suggestion in a more graphical way (e.g. as arrows pointing upwards or downwards 

for suggesting an increase or decrease, respectively and a horizontal line suggesting 

that the rate should not be changed) could make it faster to decode than in textual 

form.  

The strategy adopted by the two groups was different. Figure 3.4 c suggests that the 

‘low-performing’ group applied more or less the same strategy across all trials, the 

switch count being constant (5) for all signal detection categories. The ‘high-

performing’ group, however, seems to have adapted their strategy depending on the 

trial at hand. They switched panels a larger number of times (7) for the TP case and 

a much smaller number of times for the FP case (2). There was no difference between 

the groups in terms of the median number of attended panels, both looking at all 

ROIs, for most trials. However, this does not imply that they have extracted and used 

the information present in the panels in their decision, but that their gaze simply 

passed over them. In terms of UI design, a higher switch count may indicate that the 

way in which information is presented (Form) may be hard to remember, or, 

alternatively, that the information presented in different panels require to be 

processed together and, thus, could benefit from integration (Format). Nevertheless, 

in order to gain an understanding of what information the different groups used, we 

look at % Viewing time per ROI. 

While the task did not present a challenge to Subject Matter Experts, we note that 

the ‘low-performing’ students exhibited an interesting pattern in their response. 

Considering the results, we assume that all participants were able to use the graph 

component (top left of the screen, ROI 3) to apply the rules defined. Hence they 

correctly determined whether the computer suggestion was correct or false. 

However, the ‘low-performing’ students were confused by the FT condition, in 

which the automation was correct, but the information on the UI components 

disagreed). This suggests that they were not checking for component congruence, 
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which was supported by eye-tracking data: the ‘high-performing’ student group 

attributed a similar percentage viewing time to ROI 2 to 4 (Figure 3.5). In contrast, 

the ‘low-performing’ group tended to spend a much larger proportion of their time 

looking at ROI 3 than ROIs 2 and 4 (which are used only to determine UI component 

congruence). ‘High-performing’ students seem to exhibit the same perceived 

importance for ROIs 2, 3 and 4. The discrepancy in percentage view time between 

ROI 1 and the other 3 ROIs is likely an artefact of the Form in which information is 

presented in ROI 1 (i.e. purely textual). Alternatively, this behaviour may be 

explained by the fact that this ROI was both the place where the computer 

recommendation was given and where the user had to give the final answer, thus 

having to return to this window after making each decision.  

The low performance of 13 out of the 16 student participants in the experiment could 

be explained by the findings of the Bahrami et al. (2010) study. The considerably 

low sensitivity (i.e. reliability) of the automation may have been the reason for the 

poor accuracy of decisions of the low performing group. Bahrami explains that the 

mismatch in sensitivity (reliability) between the dyad members (i.e. human and 

automation) leads to worse joint performance than if the member showing the highest 

sensitivity were to approach the task alone. A criticism that could be brought to this 

is the inability of dyad members to communicate. However, more recent research 

found that interaction is not mandatory for the replication of the results of the 

Bahrami et. al. study (Bang et al., 2014; Koriat, 2012). In terms of how this finding 

informs the design of Human-Automation Systems, it might be better for the 

computer suggestion to be hidden in the case of low reliability (or, when the 

computer has low confidence in its decision) and prompt the user to give his response 

first. This may allow for a more careful consideration of data in lieu of the influence 

of the computer recommendation. Perhaps, after the user inputs his response, the 

computer suggestion could also be shown allowing for comparison. The experiment 

presented in CHAPTER 4 further looks into this matter. 

In terms of task proximity, while all participants were presented with the same 

information, the ‘low-performing’ students were not able to judge the ‘worth’ of the 

UI components for congruence checking and focused their attention on the 

automation validation aspect of the task. It is possible that this might be an effect 

akin to change blindness in which relevant information is not attended to on the 
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assumption that it is ‘given’ and does not require checking (Simons and Levin, 

1997). Alternatively, a phenomenon termed ‘satisfaction of search’ is known from 

the medical literature, where diagnosticians terminate visual search after finding the 

first sign of pathology (Berbaum et al., 1994, 1990; Samuel et al., 1995). Similarly, 

participants may have terminated their search after completing the visual evaluation 

that computer suggestion and information held in ROI 3 agreed. Perhaps, the similar 

% Viewing time of ROIs 2, 3 and 4 of the ‘high-performing’ group indicates that 

these information bits have a similar perceived importance and that users could 

benefit from their integration. 

In terms of UI design, it is important to consider not only how information can be 

presented to highlight its ‘worth’ but also how people might seek to extract 

information from UI components. The ‘low-performing’ group may have expected 

the automation to fail on tasks perceived as being more complex, leading to their 

attention being mainly focused on validating the computer suggestion. The findings 

presented in this chapter underline the importance of cueing operators using decision 

support software to make sure they are aware of the context (system state) in which 

they make decisions. One way to achieve this could be to prompt users to 

acknowledge if some components show different views (i.e. show data related to 

different ramps). Alternatively, placing together the UI components requiring 

integrative processing might increase overall decision correctness, by making it 

easier to spot inconsistencies in the input data. 
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CHAPTER 4 FORMAT 

 

 

In this chapter, automation bias in terms of joint decision 

making between humans and automation is explored. In an 

experiment, participants made decisions, and indicated the 

reason for their decisions, in a road traffic monitoring task 

with the aid of automation of varying reliability (i.e., 25% 

or 81%). Reliability level had a clear impact on the user’s 

behaviour: at low reliability, participants ignored 

automated suggestions and relied on their own decision 

making, whereas in the high reliability condition, 

participants tended to accept the automation suggestion 

(even if this was incorrect). Overall, performance is higher 

as a result of the human intervention that would be expected 

from automation alone, i.e., accuracy is in the region of 87-

96% on all conditions. Performance is affected by how 

much detail they are required to provide, but not by the 

order in which the human and automation give their 

answers. These results are considered in terms of a theory 

of joint decision making.
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A version of the experiment presented in this chapter has been published in (Natan 

Morar and Chris Baber, 2017). 

4.1.1 Introduction 

In the previous experiment (CHAPTER 3), computer reliability was kept constant 

(at 25%). This did not allow the control of users’ implicit attitudes towards 

automation (Merritt et al., 2013) (such as automation bias), which could lead to such 

effects as complacency conformance and boredom (Lee and See, 2004; Parasuraman 

and Riley, 1997). Varying the computer reliability will allow for testing whether the 

user is able to judge automation usefulness. Moreover, it will uncover any attitudes 

towards automation that existed prior to the experiment. This could be inferred from 

a relatively constant conformance to the computer suggestion or, conversely, a 

constant disregard of the computer recommendation. 

4.1.1.1 Joint Decision Making 

In a classic study of joint decision making, Bahrami et al. (2010) demonstrate the 

importance of information sharing and (more importantly) of weighting information 

by its reliability. In these experiments, participants were presented with a visual 

detection task (in which they had to spot a target against a background of distractors). 

For each decision, participants worked individually, then they shared the decision 

with another person, and then the two participants discussed the decision until they 

reached consensus. These experiments show that when two (human) decision makers 

have similar levels of reliability (or sensitivity) in a detection task, their combined 

performance is superior to that of either individual, providing they are able to 

communicate freely and indicate their confidence in their own decisions. However, 

when either person has lower reliability, then performance is much worse than that 

of either individual. The model that Bahrami et al. (2010) propose assumes that the 

pair of decision makers are Bayes optimal and exchange their level of confidence in 

their detection decisions. In a recent development of this approach, Koriat (2012) 

removed the requirement to discuss the decision, using the result of the most 

confident member of a pair makers (where confidence was measured using self-

report). In this case, the initial findings of Bahrami et al. (2010) were replicated (i.e., 

relying on the performance of the most confident member of the pair leads to 

consistently superior performance), even in the absence of discussion. If the most 

confident member of the pair was, however, wrong, then performance deteriorates 
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(because the least confident member accepts their partner’s recommendation). This 

suggests that while Bahrami et al. (2010) saw their results, in part, as arising from 

the development of consensus through discussion, Koriat (2012) has demonstrated 

that the relationship between the report of an answer and the confidence of that 

person reporting the answer is key. In an interesting development of this work, Bang 

et al. (2014) show that the approach advocated by Koriat (2012) works well when 

participants are of ‘nearly equal reliability’ but when there are discrepancies then it 

is important to allow interaction. This seems to suggest that the approach taken needs 

to be adapted to suit differences in confidence and raises some questions about how 

human participants are able to evaluate the credibility of each other’s rating of 

confidence and how should they relate this to actual performance.  

Assume that the pair consists of a human and an automated recommender system. I 

am not aware that the ‘optimally interacting’ research area has considered what 

happens when one of a pair of decision makers is a computer. If either the computer 

or the human partner in this decision making dyad exhibits different reliability to 

their partner, will joint performance deteriorate (as shown in the Bahrami et al. 

(2010) and the Koriat (2012) studies)?  

4.1.1.2 Transparency and Recommender systems 

Recommender systems are software tools which aid people in the process of 

decision-making by providing suggestions for a specific action course or proposing 

solutions for an arisen problem (Ricci et al., 2011). The general idea is that 

automated reasoning on the data computes an answer and displays it to the user, for 

example, in the form of a recommendation for an action to be taken, or in the form 

of a detected event. ‘Transparency’ is a defining factor of a ‘good’ recommender 

system (Tintarev and Masthoff, 2012), i.e., the extent to which the computational 

process behind the recommendation is visible and clear to the human. It has been 

shown that increasing transparency of recommender systems, that is, making 

explanations available to the user along with recommendations improves decision 

performance . One way in which transparency can be increased is by presenting the 

confidence level associated with the computer suggestion. However, there are others 

ways in which computational processes can be made transparent to the human, for 

example by having the computer share its reasoning or justification for the presented 

recommendation. Based on previous research, one would expect that this increase in 
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transparency would lead to better performance in terms of decision correctness, 

however it may also lead to an increased decision time due to the extra information 

the human needs to attend to.  

4.1.1.3 Automation Reliability and Human Performance 

Measuring overall performance while using varying levels of computer reliability, 

will enable testing of the Bahrami et al. (2010) conclusion that joint performance is 

better than that of just the highest performing individual, provided that they have 

similar sensitivities. In the case of automation, sensitivity is represented by its 

reliability level. From the previous experiment (CHAPTER 3), one would expect 

that expert performance is somewhere between 90-100%. If Bahrami’s findings 

apply also in the case of a dyad composed of a human and a computer, then in the 

high reliability condition, one would see performances close to expert levels (95-

100%) and in low reliability level performances would be lower than 95%. 

Wickens and Dixon (2007) conclude their review of the impact of automation 

reliability on human DM with the finding that human performance with automation 

that is less than 70% reliable was often worse than having no automation, especially 

under conditions of high operator workload. For this experiment, two reliability 

levels were chosen: one above this margin at 81% and one much below it, at 25% so 

that a clear baseline for unreliable automation could be established. 

Apart from varying reliability, two other independent variables have been 

introduced: turn and task. Task refers to whether the user and computer were required 

to give justifications for their answers in addition to their response, or not. Turn refers 

to the order in which the dyad members are required to give their response. This 

translates to trials where the user has to give his response prior to seeing the computer 

recommendation and trials where the computer recommendation appears before the 

user is prompted to give his response. An additional stage in decision making was 

added: the ability for the user to finally pick between the response he has given or 

the computer recommendation. Apart from providing the opportunity to test for 

conformance, turn allows us to see whether the user was able to adequately gauge 

automation reliability. For example, a highly conformant user would be expected to 

simply copy the computer’s suggestion and to select its answer as the final response.  
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The inclusion of task as an independent variable in the experimental design was 

motivated by two considerations. First, having the computer include its reasoning 

could stand for an increased transparency, which was seen to influence trust in 

automation (Sinha and Swearingen, 2002; Tintarev and Masthoff, 2012, 2007), thus 

leading to potentially higher reliance. Secondly, form-filling was set up to simulate 

communication between the computer and the human as in the Bahrami et al. (2010) 

experiment. Moreover, form-filling (or, reporting) was a main task of the DIR-CE 

traffic managers. 

The way the experimental design translated into changes in the design of the UIs is 

discussed in terms of the CFF (Content Format Form) Taxonomy. 

We hypothesise that in the high reliability condition, users would copy the 

computer’s answer even in cases where it would be wrong. Moreover it is expected 

that the addition of the extra task of justifying the proposed action would increase 

user performance in terms of correct decisions, in addition to increasing decision 

time. 

4.1.2 Method 

 

 

 

Figure 4.1 - Experiment Scenario 

4.1.2.1 Experimental Task: Simulated Traffic Ramp Metering  

The experiment is based on Traffic Management operations and implements a 

scenario in which the human-automation system is monitoring the ramp rate (rate of 

change of traffic lights on inbound ramps). This is illustrated by Figure 4.1. In order 

to keep the task tractable in the laboratory setting, two simplifications were made: a) 

traffic densities in the main road are not considered and b) ramp rate refers to the 

number of cars that are able to enter the main road from the respective ramp.  
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The traffic management task was performed under different conditions of automated 

support. The reliability of the automated support was either low (25% correct) or 

high (81% correct). Reliability was defined by two factors: (i.) whether the identity 

of the ‘ramp’ was the same in all windows (to simulate a sensor malfunction), or (ii.) 

whether the computer suggestion was correct or not (to simulate a reasoning failure). 

Ideally, participants should recognise that one of these failures has occurred and 

respond accordingly. 

The task was also performed under different conditions of operator activity. In some 

trials, the participants were required to select a decision option (Figure 4.2), and in 

other trials the participant also had to select a reason for a decision (Figure 4.3). The 

automated support would display its suggested decision and reason either before the 

user response, i.e., the computer suggestion field would be filled in before the user 

made a response, or this would appear after the user made a response. The idea was 

to simulate an automated suggestion and to see if this affected the user’s response. 

In this instance, the provision of a reason for the decision is intended to simulate the 

sharing of information in the Bahrami et al. (2010) study. 
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Figure 4.2 - User Interface for Decision Only condition 
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Figure 4.3 - User Interface for Complete Form (Explanation) and Make Decision condition 
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4.1.2.2 User Interface and Interaction 

Two different versions of the user interface were employed in this study, the 

distinguishing factor between them being the window in bottom right corner of the 

screen (Figure 4.3). In this window users can see the computer’s recommendation 

and submit their decision. The window on the top right is a road map that shows the 

ramp, the flow and density data for a ramp (top left corner) and the selected ramp 

(bottom left). In both situations there are two possibilities; first, the user needs to 

respond before the computer gives its recommendation, followed by which a final 

decision is required to be made by the user, of whether to stick with his own answer 

or follow the computers suggestion. Alternatively, the computer recommendation is 

presented before the user gives a response. In this case, after users enter their own 

response, they make a final decision. The UI was presented on a 22” screen of 1920 

x 1080 resolution. Interaction with the UI consisted of selecting radio buttons 

corresponding to response and clicking the ‘Submit’ (Figure 4.4). For the ‘form 

filling’ condition, participants also had to complete the field for information source. 

No performance feedback was given. 

 

 

Figure 4.4 - Ramp Metering Control 

4.1.2.3 Participants 

23 Undergraduate students (18 male; 5 female) with no prior experience of the task 

or the user interface design, were recruited to participate in this study. All 

participants were given two practice trials prior to the experiment so that one could 



 

80 

 

assume that they were competent in the task demands. Participation was for course 

credit.  

4.1.2.4 Procedure 

This study was approved by the University of Birmingham Ethics Panel (Reference 

Number ERN_13-0997). Participation was through a purpose-built web interface. 

All participants attempted the study at the same time in a computer laboratory and 

completed it over the course of an hour. They were not allowed to speak or interact 

with each other in any way. Every computer in the laboratory was connected to a 

server running on the university intranet. Students were given all necessary 

instructions for completing the experiment in writing, through the web interface with 

the possibility of asking clarifying questions of the supervising staff. 

Participants completed trials in both low and high reliability conditions (counter 

balanced across participants) and completed tasks with all combinations of task and 

automated support. The total number of trials was 128, 16 in each of the following 

conditions: HDU, HDC, HFU, HFC, LDU, LDC, LFU, LFC: H or L refers to high 

or low reliability; D corresponds to decision only, F corresponds to decision plus 

explanation; U corresponds to cases where the user has to respond first, before the 

computer recommendation is revealed, while in the C cases, the computer 

recommendation is shown first. The total number of trials was split into four groups 

(Table 4.1). In order to control for learning effects, no performance feedback was 

given. 

 

Table 4.1 - Trial distribution in each reliability condition 

Low reliability no sensor 

malfunction 

sensor 

malfunction 

computer correct 25% 25% 

computer incorrect 25% 25% 

High reliability no sensor 

malfunction 

sensor 

malfunction 

computer correct 81.25% 6.25% 

computer incorrect 6.25% 6.25% 
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4.1.2.5 Mapping Experimental Design to the Content Format Form Taxonomy 

Table 4.2 - Experimental Design in terms of Content Format Form 

 

 

Whether or not the computer gives its response first is an aspect which relates the 

Format dimension (see CHAPTER 1). This is because it relates to the mode of 

interaction of the user with the automation, i.e. the factor which triggers the human 

response. In the case where the user is required to respond first, the triggering factor 

could be considered the change in the situation, i.e. a change in the information 

sources. When the computer answers first, an additional factor which could trigger 

the human response could be the appearance of a computer suggestion. The user 

might prefer to use the change/appearance on the screen of a computer suggestion as 

an indication that his input is required over the change in data displayed in the 

information sources. A change in the current situation might be harder to diagnose 

as it requires the monitoring of at least two information sources (out of Sensor Data, 

map and Ramp Metering windows) in parallel. The diagnosticity of the appearance 

of a computer suggestion as a trigger for action might be much higher in the 

experimental block where the computer gives its answer first, as it requires the 

monitoring of just the Ramp Metering Control window.  

One may argue that turn has a Content aspect to it, as well. The presence of the 

computer suggestion gives the user an extra piece of information to consider prior to 

making a decision, which may result in a higher accuracy of user decision, with a 

potential higher time cost attached to it. We would argue, however, that turn is rather 

related to Format for two reasons: i) the computer recommendation is a piece of 

information that the user has access to in every trial, and ii) turn is related to the 

mode of interaction, as in the C blocks, the user has to give his response in order to 

reveal the computer’s recommendation. 
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Reasoning is related to both the Content and the Format dimensions. In terms of 

Content, the presence of computer reasoning might be interpreted by the user as an 

additional information source that requires attending to. In terms of Format, this 

increase in transparency could aid in diagnosing of computer errors by highlighting 

discrepancies in data presented in the information sources and computer inputs, thus 

ensuring appropriate reliance. Nevertheless, in both situations the advantage may 

come with an associated time cost, especially considering that the user is required to 

give his reasoning, as well. A potential pitfall is that the higher workload that the 

human operator is faced with in the reasoning condition could cause him copying the 

computer answer even when it is incorrect, thus leading to complacency and high 

conformance.  

Form is kept constant across all display components. 

4.1.2.6 Data Collection and Pre-processing 

The following data were recorded for each user response: participant ID, 

experimental condition, event number, event time, response time, computer 

correctness, response correctness and final response. Four out of the 23 participants 

were excluded from the analysis because they did not attempt all experimental 

conditions. Before analysis, thresholding was performed on the data for each 

participant. The cut-off point was set in terms of decision time at average + 1 x 

standard deviation. This resulted in an average of 12.24% and 11.35% trials being 

filtered out from the low reliability and high reliability conditions, respectively. 

The performance of the participants was tested for normality using Shapiro-Wilk. In 

case of normally distributed data, a repeated measures Analysis of Variance 

(ANOVA) was performed, otherwise Friedman and subsequent Wilcoxon 

(Bonferroni adjustment) tests were run for decision time, % correct responses, 

solution source (i.e., did the participant believe that the solution came from them or 

from the computer) and match (times when the user’s given response matched that 

of the computer). 
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4.1.3 Results 

4.1.3.1 Decision Time 

Decision time is defined as the time elapsed from when a new trial is shown to the 

user up until he makes the final decision, of whether he chooses the computer’s 

suggestion or his own answer as the final solution. 

The Shapiro-Wilk test showed that decision time data are not normally distributed. 

Friedman indicated a significant difference (χ2(7) = 73, p < 0.0001). Subsequent 

Signed-Wilcoxon tests were run to identify which independent variable caused the 

this effect. No effect of reliability was found, however there was an effect of task (Z 

= -7.56; p < 0.001) (median D = 5.98 s, median F = 9.5 s). This is illustrated by the 

data in Table 4.3 and Figure 4.5. No other effect was found (Figure 4.6). 

Table 4.3 - Average Decision Times across Conditions 

 25% reliability (L) 81% reliability (H) 

turn \ task Decision 

(D)  

Decision + 

Reasoning (F) 

Decision 

(D) 

Decision + 

Reasoning (F) 

User first (U) 6.5s 10.8s 7.6s 10.6s 

Computer first (C) 6.5s 10.0s 6.6s 10.0s 

 

Given no effect of reliability, it was decided to split the data into the Low and High 

reliability conditions, to see if there were differences within these conditions. The 

Signed-Wilcoxon test showed no significant effect of turn. However, there were 

significant effects of task in both the low (Z = -5.35; p < 0.001) (median low decision 

(LD) = 5.88 s, median low form (LF) = 9.76 s) and high (Z = -5.37; p < 0.001) 

(median high decision (HD) = 6.03 s, median high form (HF) = 9.25 s) reliability 

conditions. 
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Figure 4.5 - Decision time in terms of task 

 

Figure 4.6 - Decision Time 

4.1.3.2 Percentage Correct Responses 

Percentage correct responses is defined as the proportion of responses that were 

right, in terms of the rules defined in the experiment, out of total responses given by 

each user. 
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Normality tests revealed that data were not normally distributed. A run of the 

Friedman test showed no significant effects. Because there were no significant 

effects of reliability on correct responses, data within each reliability situation were 

looked at separately. No statistically significant results were found for the low 

reliability condition, however, for the high reliability condition the results the of 

Friedman test were significant (χ2(3) = 9.19, p = 0.027). The signed Wilcoxon found 

an effect of task on correctness in the high reliability condition (Z = -2.411; p = 

0.016) (median high form (HF) = median high decision (HD) = 100%). A further run 

of Wilcoxon revealed a difference between the HFC and HDC condition (high 

reliability-form-computer first and high reliability-decision-computer first) (Z = -

2.586; p = 0.01) (median HFC = 93.75%, median HDC = 100%). No other effects 

were found. See Figure 4.7. 

 

Figure 4.7 - Percentage Correct Responses 

4.1.3.3 Solution Source 

The proportion of trials in which the user selected his response over the computer’s 

as the final answer is named Solution Source. Participants made this decision by 

either clicking ‘Your answer’ or ‘Computer Suggestion’ in the Ramp Metering 

Control window. 

There was a main effect of reliability (Z = -3.15; p = 0.002) (median low = 100%, 

median high = 100%), illustrated by the signed Wilcoxon test. Participants were 

more likely to select ‘Self’ (than Computer) as the source of the solution on the Low 
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reliability condition. The results relating to the solution source present a measure of 

the users’ perceived reliability of the automation. There was neither an effect of turn 

(user first (U) or computer first (C)), nor of task (decision (D) or form (F)) on solution 

source. See Figure 4.8. 

 

Figure 4.8 - Solution Source 

4.1.3.4 Match 

Match is defined as the proportion of trials in which the answer which the user has 

given matches (is the same as) the computer’s suggestion.  

Data for Match were not normally distributed, therefore, a Friedman test was ran, 

showing the effects on match were found (χ2(7) = 99.3, p < 0.001). A subsequent 

Wilcoxon was run to check for an effect of reliability. Reliability was found to have 

an effect on match (Z = -7.55; p < 0.001) (median low (L) = 25%, median high (H) 

= 81.25%; 25th percentile low = 25%, 25th percentile high = 76.92%; 75th percentile 

low (L) = 30.93%, 75th percentile high (H) = 85.11%). No other effects were found. 

See Figure 4.9. 
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Figure 4.9 - Decision Match 

Because neither the data for match, nor for solution source were normally distributed, 

in order to determine the relationship between solution source and match, a 

Spearman’s rho test was performed. Both variables are measured on an interval scale 

from 0-100% and a monotonic relationship was found between them (Figure 4.10), 

therefore, the assumptions for the Spearman’s test were met. There was a weak, 

negative correlation between solution source and match, which was statistically 

significant (rs = -0.204, p = 0.012). 

 

Figure 4.10 - Monotonic relationship between solution source and match 
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4.1.4 Discussion 

While the experiment shows that completing a form in addition to making a decision 

incurs a time cost, there are some less obvious findings here. First, when the system 

has low (25%) reliability, then users are likely to rely on their own interpretation of 

the system state (and so, regard themselves as the solution source). When the system 

has higher (81%) reliability, then users will accept advice from the computer (and 

so, see the computer viable solution source on some as a of the trials). This finding 

is quite interesting for it indicates that humans are sensitive to automation reliability 

in spite of the absence of feedback, while previous studies tended to employ response 

feedback (Dzindolet et al., 2003; Madhavan et al., 2006). 

When looking at percentage correct responses, the order in which responses are 

given has no impact on the users’ performance. However, the task (decision, or 

decision plus form-filling) has an effect on correctness in the high reliability 

condition, but not in the low reliability condition. In situations where the only the 

decision is required, the percentage of correct user responses is higher than when he 

is also required to give his reasoning (i.e. fill in the form). This was a surprising 

result as one would expect that filling in the form would have the users think twice 

and re-check whether their decision is correct or not. It seems that in the high 

reliability condition, form-filling is a source of confusion for the user. It may be that 

the task of form-filling may have taken a higher priority than that of deciding the 

course of action, which was the main task. Furthermore, requiring the user to explain 

his answer in a form using radio buttons, may be a successful means of imposing a 

particular approach to solving a problem, or it may be a means of externalising 

procedures. However, doing this may not be the best way to encourage the behaviour 

of checking given answers. In other words, it may not be the best approach to make 

the user think twice. This is supported by the results, as match was not affected by 

task. This result may also mean that requiring the user to give a reason for his answer 

does not influence his reliance on the computer’s answer. From subsequent 

discussions with some of the users, there has been some indication that form-filling 

(i.e. giving a reason for the answer) was perceived as a separate task which was 

attended to separately.  

User performance in the low reliability level was sometimes higher than 95% [mean 

high = 94.04% (st.dev. = 8.36) and mean low = 89.97 (st.dev. = 17.63)] (Figure 4.11). 
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This could be explained by the fact that users were able to accurately judge the 

reliability of automation (see match and solution source). However, there seem to be 

a large number of outliers (10 out of 23) in the low reliability condition. There may 

have been a subgroup of participants who were not able to accurately judge reliability 

of the computer and to whom the findings of the Bahrami et al. (2010) study apply. 

Nevertheless, if humans are able (given the opportunity) to work out how reliable 

automation is, two heads are always better than one, a finding which is supported by 

past research (Koriat, 2012). 

 

Figure 4.11 - Percentage Correct Responses in terms of Computer Reliability 

The results which come from the analysis of solution source, suggest that users are 

able to determine whether the most reliable information source is themselves or the 

computer. In the low reliability condition, users tend to select themselves as the 

solution source more often, while in the high reliability condition users prefer to 

choose computer’s suggestion. For this type of decision task, system reliability has 

little impact on decision time but does impact on the likelihood that users will accept 

computer advice. However, this can increase the likelihood of errors persisting 

within the system. In other words, if users regard the system as having High 

reliability, they are less likely to intervene when the system has made an error. To 

illustrate this effect, the 75th percentile of match in the high reliability condition was 

85.11%. This shows that some users were likely to exhibit conformance (give the 
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same answer as the computer), provided that the computer is considered to be highly 

reliable. 

There was a significant effect of reliability on match. Moreover, median levels of 

match for the low and high reliability conditions were 25% and 81.25%, respectively, 

which are exactly the reliability levels that were set as experimental conditions. If all 

user were 100% correct, then the match plot would have been a straight line at 

81.25% in the high reliability condition and a straight line at 25% in the low 

reliability condition. The fact that this did not occur can also be seen from the 

analysis of the percentage correct responses. However, this metric allows us to 

examine other aspects of the user’s behaviour.  

Match was not affected by turn. This, perhaps, means that the order in which 

responses are given does not influence human’s reliance on computers. In the context 

of this experiment, just because the user can see the computer’s answer before he 

gives his own, does not mean that he will copy it. The Form of the control window 

was meant to stay constant, in terms of layout, regardless of whether the computer 

or the user went first (Figure 4.4). This was regarded as preferable in order to be able 

to quantify changes in user behaviour determined by the change in AoF and 

interaction between the user and the computer. It would be interesting, however, for 

further research to investigate whether changes in Form in terms of layout (i.e. the 

position of the response dialog) of the Ramp Metering Control window would 

produce different effects in human behaviour. 

A negative correlation between solution source and match was found: as match is 

higher, solution source is lower. This means that, when the user’s answer is the same 

as the computer’s, the user is more likely to select the computer’s suggestion as the 

final answer. This suggests that participants are more reliant on the computer when 

they (participant and computer) both arrive at the same answer. Alternatively, it may 

mean that the user would rather pass accountability for the decision to the computer. 

Inagaki (2003) believes that authority should always sit with the human, while other 

researchers like Dekker (2002) and Woods and Cook (2002) suggest that authority, 

as well as responsibility should be shared between the human and the computer. One 

can imagine a situation where the computer works on the same task as the human (a 

form of task sharing, not necessarily the most efficient scenario, but one can presume 
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that humans work on different datasets than computers do) and they arrive to the 

same answer for a given problem. In case of any issues, the computer could be held 

accountable for error, or they could share accountability, rather than passing the 

blame on the human. But, perhaps, this scenario would be an indication of a deeper 

issue related to the understanding of the subject-matter, requiring resources to be 

spent on further research rather than on taking disciplinary actions.  
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CHAPTER 5 FORM AND FORMAT 

 

 

 

In this chapter two User Interfaces are designed to support 

decision making in a road traffic control task. Both user 

interfaces are designed to provide the information needed to 

make critical decisions related to traffic management, in terms of 

situation awareness and in terms of decision options. Moreover, 

both user interfaces are also designed to implement principles of 

ecological interface design. However, the second UI shows a 

higher degree of integration in the form of task proximity. In 

addition to comparing the two UI designs, this chapter also 

considers the impact of the reliability of computer 

recommendations on decision time and correctness. It is shown 

that UI2 leads to significantly faster performance on total task 

time, due to faster performance on the information gathering 

phase of the task. It is also shown that while performance time 

with UI1 is affected by computer reliability, this does not affect 

UI2. On the other hand, decision correctness for UI2 is affected 

by computer reliability. Impact of UI design on decision making 

is discussed. 
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Part of the section on Proximity Compatibility Principle below has been published 

in (Morar et al., 2015b). A version of the experiment presented in this chapter has 

been accepted for publication in IEEE Human-Machine Systems. 

5.1 Introduction 

This experiment was designed around the SPEEDD Traffic Management use-case. 

It was set up to investigate differences in user behaviour when using two versions of 

the final SPEEDD Traffic Management prototype. The design of both user interfaces 

was informed by CWA and principles of Ecological Interface Design and followed 

the methodology proposed by Upton and Doherty (2008) (see CHAPTER 2). The 

two user interfaces are compared in terms of the CFF taxonomy.  

5.1.1 Proximity Compatibility Principle 

The Proximity Compatibility Principle (PCP) is based on the assumption that 

associated information should be positioned together. This might seem obvious, but 

it raises two difficult challenges for Human Factors. The first is what one means by 

‘associated’ and the second is how this translates into a design recommendation. To 

elaborate on the first challenge, Wickens and Carswell (1995) suggest that there are 

two forms of ‘proximity’ to be considered in the design of UIs. The first, ‘display 

proximity’, suggests that people will see UI components as being associated not 

simply because they are adjacent, but also because they share common features, such 

as colour, scale, shape, code. The second form, ‘task proximity’, is defined by the 

attentional demand involved in obtaining information about a particular system state. 

There are two main forms of task proximity. Non-integrative task proximity relies 

on similarity of cues, while integrative task proximity relies on the active 

combination of information through computation and decision making.  

Bennett and Flach (2011) argue that ‘task proximity’ is, essentially, a form of 'match 

mental model' test. Consequently, there is little to be gained from introducing the 

concept of 'task proximity' as the suggestion is that users match UI contents with 

their mental model. However, it is possible that this critique misreads the concept, 

as ‘task proximity’. Rather than solely being a matter of matching UI content to 

mental model, task proximity is more closely aligned to the concept of Distributed 

Cognition than this critique allows. In particular the representation of a task can be 

considered as the problem space in which the operator’s decisions are framed (Zhang 
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and Norman, 1994). For example, consider the idea of a polygon display (Figure 5.1) 

in which a collection of parameters which the operator needs to monitor and manage 

are presented to define the ‘envelope’ in which system state is performing. Rather 

than seeking to maintain control of each parameter separately, the operator will 

(more likely) be trimming the process in order to keep the envelope within limits 

and, as this envelope becomes distorted, the operator will focus attention on specific 

parameters. From this, one could suggest that this integrative UI (in which all 

parameters are available at glance) provides good support of task proximity for 

normal operations, but that, as the system tips into an unstable mode, it might become 

less appropriate for managing specific parameters.  

 

Figure 5.1 - Polygon display (adapted from Figure 6 (Zhang, 1996)) 

The basic conclusion of PCP is that when a task demands attention to be divided 

between several sources of information, then an integrative UI produces superior 

performance, but when the task demands attention be focused on single sources of 

information then non-integrative UI produces superior performance (Carswell and 

Wickens, 1987; Carswell, 1992; Wickens and Carswell, 1995). For each UI 

component, the reliability of the displayed information coupled with the relevance 

of this information to decision making (i.e., its diagnosticity) would define the 

‘worth’ of the component. This supports Woods (1988) proposal that designs should 

aim to support information extraction by the operator (in terms of allowing the 

operator to respond to emergent properties which they can interpret on the basis of 

their experience and knowledge) rather than simply for information availability 

which requires the operator to search and combine specific pieces of information. 

This observation has two implications. The first is to consider when UIs should 

morph from integrative to non-integrative UIs. The second is how operators might 

perceive ‘integration’ in displayed information. 

As UI2 (Figure 5.3) is designed to support integrative processing, it should lead to 

faster information gathering and decision times. However, as both user interfaces are 
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designed to support the means-ends analysis for EID, there should be no differences 

in accuracy. In terms of the effect of automation reliability, we might expect low 

reliability to lead to increase in decision time (because of the increased uncertainty 

that this induces). We would also expect decision accuracy and decision match (i.e., 

whether or not the user agrees with the automation’s recommendation) to vary with 

automation reliability. EID relates to both Content and Form. In terms of the 

information requirements, it relates to Content, however the notion of direct 

perception fits in more with the dimension of Form, along with PCP. See Figure 1.18 

for more information (CHAPTER 1). 

The hypothesis is that user decision time will be higher when using UI1 (Figure 5.2) 

(lower degree of integration) and lower when using UI2 (Figure 5.3) (higher degree 

of integration). Decision correctness is hypothesised to remain constant, based on 

the fact that the information available for decision making is constant for both UIs 

and that participants were faced with all three reliability levels when using each UI. 
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Figure 5.2 - UI 1 modified for the experimental task 
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Figure 5.3 - UI 2 modified for the experimental task 
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5.2 Method 

An experiment was devised in order to test how performance and overall user 

behaviour differs while using the two different user interfaces and also in response 

to varying degrees of computer reliability (Table 5.1).  

Table 5.1 - Independent Variables 

Factors Levels 

User Interface 1 – EID  

2 – EID + PCP 

Automation reliability Low – 20% 

Medium – 50% 

High – 80% 

 

5.2.1 Task 

The experimental task was developed around a realistic Traffic Management 

scenario. The participants had to respond to two types of alerts (or events) presented 

by the automatic system: congestion and overflow. For simplicity, ramp metering 

rate was equated with the frequency that cars are able to pass at a traffic light so that 

a high rate means that cars can pass quicker than on a low metering rate. A low 

metering rate is defined as a value below 50%, while a value above this mark is 

considered to be a high rate. In UI 1, the current ramp metering rates are shown by 

the blue bars in the “Quickview” window (Figure 5.6) and in UI 2, by the blue bar 

in the map window (Figure 5.7). 

 

Figure 5.4 - Congestion view in UI 1 
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Figure 5.5 - Congestion view in UI 2 

The congestion event relates to the traffic on main artery. The appearance of this 

event signals a build-up of traffic in the vicinity of a ramp. In this case, the operator 

needs to limit the number of cars that can get onto the main road. Therefore, a 

congestion event requires that the rate of the inbound ramp in closest vicinity to the 

alert is low. In the first user interface, congestion is shown by an red circle on the 

map (Figure 5.4), while in the second interface it is shown by an increased width and 

a red colouring of the portion of the road in question (Figure 5.5).  
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Figure 5.6 - Overflow view in UI 1 

 

Figure 5.7 - Overflow view in UI 2 

Overflow is defined as the build-up of traffic on one of the inbound ramps leading 

to the main road. In the case of an overflow alert, the operator is required to increase 

the amount of cars that are able to join the main artery, provided that there is no 

congestion at that location. Therefore, the overflow event requires that the metering 

rate at the ramp in question is high. Overflow is signalled by a value of over 50% of 
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the density bar. In the first UI the density bar is in the “Ramps – Quickview” window 

(red bar, Figure 5.6), while in the second UI, density is represented by a red bar on 

the map (Figure 5.7). 

Each new event was triggered by a computer generated message appearing in the 

event list window. This message was a recommendation of whether to increase, 

decrease or leave the metering rate at a particular ramp unchanged. It simulated the 

output of an automated system which gives operators suggestions on the best course 

of action given a detected event. 

5.2.2 Procedure 

Participants were given a briefing on the experimental task followed by instructions 

on how to use the interfaces. Participants then began a practice session in order to 

familiarise themselves with the user interfaces. The practice session consisted of 10 

trials, 5 with each user interface. The practice trials were in the same format of those 

presented in the main experiment but generated randomly for each participant. The 

computer reliability level was set to 50%. During this session, participants were 

encouraged to ask any clarifying questions regarding both the user interfaces and the 

experimental task. 

Two independent variables were defined: 1) the user interface that was used to 

complete the task, and 2) the reliability of the automated system that presented the 

participants with the suggestion of what action to be performed. The two user 

interfaces are shown in Figure 5.2 and Figure 5.3. To better control the experiment, 

users were required to respond to one event at a time. This leads to only one computer 

suggestion being shown in the event list, for both UIs, and one CCTV view in the 

case of UI 2, compared to multiple views in the initial interface. 

Automation reliability was set at three levels: low (20%), medium (50%) and high 

(80%). The reliability levels related to the proportion of computer suggestions that 

were correct in a given block (condition). Therefore, in the high reliability condition, 

80% of the suggested actions were correct solutions to the events that were presented 

in that condition. 

The main experiment consisted of 60 trials and was split into six blocks, 10 trials per 

block. Each block represented one of the possible combinations of the two user 
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interfaces and the three computer reliability levels. Participants were given a 10-

second break between each block. 

The start of each new trial was signalled by a computer suggestion appearing in the 

Event List window. The message consisted of a recommended action and the number 

of the ramp controller in question. In order to validate the computer suggestion, 

participants had to identify whether the event was of a congestion or an overflow 

type. The users then had to decide whether to increase, decrease or leave the ramp 

metering rates unchanged, depending on the current rate levels as seen in Table 5.2. 

Participants were allowed to use this table for reference throughout the experiment. 

This bypassed the need of memorising the rules and was also in accord with the 

information that Traffic Operators gave us, more specifically that the procedures for 

taking action are fixed and there is very little, if any, variability when making a 

control action (CHAPTER 2). When the user was ready to give a response, he would 

click on the “Act” button present in the event list window. This revealed a list of the 

possible actions (in the form of a radio buttons list) to take in regards to the metering 

rate (i.e. increase, decrease, nothing). The user would then select their answer and 

press the “Submit” button below the list. This signified the end of the trial and the 

beginning of a new one. Participants were instructed to complete the trials as quickly 

and as correctly as possible. 

Table 5.2 - Correct Responses in Terms of Event and Rate Level 

 Congestion Overflow 

Low Rate do nothing increase rate 

High Rate decrease rate do nothing 
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5.2.3 Mapping Visual Variables to the Content Format Form 

Taxonomy 

Table 5.3 - Mapping Visual Variables to Content Format Form 

Visual 

Variable 

Content Format From 

 UI1 UI2 UI1 UI2 UI1 UI2 

Congestion 

Display 

present present   graphical 

as a circle 

on the 

map at the 

location 

in 

question; 

colour red 

graphical 

as a 

highlighted 

node 

and/or 

segment on 

the road 

(map); 

colour red 

Ramp Rates present present   textual + 

graphical; 

blue bars 

in the 

ramps 

window 

below the 

map; 

separate 

window 

from map 

textual + 

graphical; 

blue bars 

integrated 

in the map; 

close to the 

ramp in 

question; 

integrated 

in main 

map; 

higher task 

proximity  

Ramp 

Occupancies 

present present   textual + 

graphical; 

textual + 

graphical; 



 

104 

 

red bars in 

the ramps 

window 

below the 

map; 

separate 

window 

from map; 

red bars 

integrated 

in the map; 

close to the 

ramp in 

question; 

integrated 

in main 

map; 

higher task 

proximity;  

CCTV absent 

from 

main 

display/ 

available 

on 

request 

present 

 

needs to 

be 

explicitly 

invoked 

camera 

icon 

moves to 

attended 

location; 

 

image image; 

higher task 

proximity 

Computer 

Suggestion 

present present 

 

  textual textual  

 

The main differences between the two User Interfaces relate to the application of 

PCP through the increase of task proximity and, thus to the dimension of Form (see 

Table 5.3). An aspect which relates to Format is the presence of the CCTV on the 

main display in the second UI. The reason why this change is not regarded as 

pertaining to Content is that, CCTV feed is also available in the first UI, however the 

user has to explicitly bring it up (i.e. the UI requires different interaction). 

Using the same colour to indicate congestion and Ramp occupancies (red) for both 

UIs, a high display proximity is achieved (Form). UI2 shows a higher task proximity 

because, when the user attends to an event, the camera icon moves to the location 

(node and ramp) in question and Ramp rates and occupancies are highlighted by 

increasing the opacity of the border around them (Form). Moreover, the CCTV feed 
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also changes when the user is attending to an event (Format), UI2 requiring user less 

interaction for accessing this information as compared to UI1, where the user has to 

bring up the CCTV by clicking on a node on the road. Task Proximity is further 

increased in the second UI by integrating the information presented in the Ramps-

Quickview window (UI1) into the main map (UI2) (Form).  

The dimension of Content is kept constant across the two UIs by making the same 

information available to the users. Furthermore, the Event List window did not incur 

any modifications. 

The application of the Proximity Compatibility Principle and the reduction of 

information accessing cost for the CCTV feed in the second UI should lead to faster 

decision times and, potentially, higher decision accuracies than when using the first 

UI. 

5.2.4 Participants 

24 people took part in the experiment [13: male; 11: female; age range: 22-29]. None 

of the participants had any prior experience of working in Traffic Management.  

It was considered that there was no need to include domain experts as participants in 

the experiment because the task of ramp metering control had not yet been adopted 

in the control centre the project partnered with at the time of writing. Therefore, the 

DIR-CE traffic managers did not have any expertise in the task of controlling 

metering rates and they would have had to undergo training. Considering that the 

availability of traffic experts is extremely low, training non-experts was deemed a 

good alternative. 

The experiment met University of Birmingham ethics approval (Reference Number 

ERN_13-0997). All data were anonymised and participants provided informed 

consent.  

5.2.5 Data Collection and Analysis 

5.2.5.1 Dependent Variables 

Five dependent variables were defined in terms of the two user interface versions 

and the three reliability levels. 

The dependent variables were:  
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• information gathering time: the interval between the start of a trial and the 

time the user pressed the “Act” button; 

• time to submit decision: the interval between the time that the answer options 

were revealed to final decision; 

• total task time: the median time to make a decision, in other words, the 

average time to complete a trial. 

• decision accuracy: the percentage of correct decisions out of the number of 

trials; 

• decision match: when a user’s decision was the same as the computer; 

• subjective workload: measured using the NASA TLX. 

• subjective usability: System Usability Scale 

For each trial the following data were gathered: trial start time, trial end time, act 

button press time, submit button press time, trial number, user decision, computer 

suggestion, block number, UI version and the following derived metrics: act interval 

(time elapsed from trial start until the user presses the act button), submit interval 

(time elapsed from when the user presses the act button until he presses the submit 

button), total trial duration (i.e. act interval + submit interval), user-computer 

decision match and user decision correctness. 

Data for each participant was stored in a separate Comma Separated Variables (csv) 

file on a secure University server. Pre-processing was carried out on each participant 

data in order to remove outlier trials (trials which took very long to respond to) where 

participants may have been engaged in other tasks or where clarifying questions have 

been asked. A thresholding of mean + 1 s.d. was used on the total trial duration. This 

resulted in the exclusion of 13.68% of the total number of trials. A Shapiro-Wilk test 

was then run on the remaining data in order to check for normality. Where conditions 

for normality were met (i.e., p>0.05), an ANOVA test was performed, followed by 

a pairwise analysis (Bonferroni adjustment), where appropriate. For data which were 

not normally distributed (ie. p<0.05), a Friedman test was ran, followed by a Signed 

Wilcoxon test for pairwise comparisons (Bonferroni adjustment), where appropriate. 

All statistical tests were performed using IBM SPSS v24. 

The study was split into 6 experimental blocks, each consisting of 10 trials, 

amounting to a total of 60 trials. In each experimental block one of the possible 
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combinations of the two user interfaces (no PCP, PCP) and the three computer 

reliability levels (low, medium, high) were employed. The order in which blocks 

were presented to participants was as follows: first half of the participants (in the 

order of arrival) were presented with user interface 1 followed by user interface 2, 

while the second half of participants first completed trials using user interface 2 

followed by user interface 1. Within each user interface, the order in which computer 

reliability changed was random (using a pseudo-random number generator) for each 

participant. Moreover, the order in which participants were shown the 10 trials within 

each block was also random (using a pseudo-random number generator). In order to 

control for learning effects, no performance feedback was given to participants. 

The user interfaces for both the practice session and the main experiment, were 

displayed on a 22” monitor (1920x1080 resolution) and the interaction was achieved 

using a standard mouse. 

5.3 Results  

5.3.1 Total Task Time  

Total task time was defined as the mean time needed to make a decision, in other 

words, the average time to complete a trial. Data were not normally distributed for 

the two UIs. Therefore, a Signed Wilcoxon test was performed. This showed that 

users performed faster when using UI2 (median UI2 = 10.05s; median UI1 = 14.30s) 

(Z = -7.076, p < 0.001) (Figure 5.8). 
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Figure 5.8 - Decision time for the two UIs 

 

Figure 5.9 - Decision time for the different UIs and reliability levels 

Within UI1, Shapiro-Wilk showed data to be non-normal. A Friedman test revealed 

differences between the different reliability levels for UI1 (χ2(2) = 10.583, p = 

0.005). Post hoc analysis with Wilcoxon signed-rank tests showed that users were 

faster to make a decision in the high reliability condition when compared to the 

medium (Z = -2.51, p=0.036) condition (median low = 14.58s, median high = 

13.27s).  

For UI2, data were not normally distributed. No significant effects were found by 

running the Friedman test. However, the signed Wilcoxon test revealed a significant 

difference between the high and the medium reliability levels when using UI2 (Z = 

-2.51, p=0.036) (median med = 11.34s, median high = 9.89s). These results can be 

seen in Figure 5.9. 

5.3.2 Information Gathering Time  

Information gathering time was defined as the interval between the start of a trial and 

the time the user pressed the “Act” button which revealed the answer options. Data 

for the two user interfaces were not normally distributed. A Wilcoxon signed-rank 

test revealed that users are quicker to click the act button when using the second user 
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interface (median UI2 = 2.63s; median UI1 = 7.12s) (Z = -6.813, p < 0.0001). This 

is shown in Figure 5.10. 

 

Figure 5.10 - Act time for the different UIs and reliability levels 

Taking each user interface individually, act times in terms of reliability for UI1 were 

normally distributed. ANOVA did not show any significant effects of reliability and 

the pairwise comparisons did not reveal any differences either. Data were not 

normally distributed for UI2. A Friedman test was run showing no significant 

differences. 

5.3.3 Time to Submit Decision 

Time to submit decision was defined as the interval between the time that the answer 

options were revealed to the user up to the time the final decision was submitted. 

First, differences between the UIs were investigated. Data were non-normal, 

therefore a Wilcoxon signed-rank test performed. Even though not immediately 

apparent from plotting the data (see Figure 5.11), this revealed a slight advantage for 

using UI1 (Z = -2.424, p=0.015) (median UI2 = 7.04s; median UI1 = 5.89s).   
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Figure 5.11 - Submit time for two user interfaces 

To investigate the effects of reliability within each of the user interfaces, we begin 

by testing for normality using the Shapiro-Wilk test. Submit time data were not 

normal for UI1 and normal for UI2. A Friedman test for UI1 data showed not 

significant differences between the three defined reliability levels, hence no further 

tests were performed. Similarly, no differences were found within UI2 when 

performing an ANOVA. See Figure 5.12. 
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Figure 5.12 - Submit time for the different UIs and reliability levels 

 

5.3.4 Decision Correctness 
Decision correctness refers to the percentage of correct decisions out of the total 

number of trials engaged in. All decision correctness data were non-normal. No 

significant differences were found in terms of decision correctness between the two 

user interfaces when running the Wilcoxon signed-rank test. However, median 

correctness for UI2 was slightly lower than UI1 (median UI1 = 95%, median UI2 = 

90%), although differences were not significant. 
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Figure 5.13 - Decision correctness for each UI in terms of computer reliability 

When looking for an effect of reliability on decision correctness, it was found that 

there were no significant differences between the three reliability conditions for UI1. 

However, Friedman showed an effect for UI2 (χ2(2) = 6.29, p = 0.043). A subsequent 

run of the Wilcoxon signed-rank test identified that users were more correct when in 

the high reliability condition (Z = -2.411, p=0.048) as compared to the low condition 

(median low = 85.0%, median high = 95.0%). These results are shown in Figure 

5.13. 

A further test was carried out in this situation, looking to determine if any differences 

could be spotted between the three reliability levels (low, medium and high) when 

looking at the two user interfaces together (Figure 5.14). Since all data were non-

normal, a Friedman test was performed. The result showed that a difference was 

present (χ2(2) = 8.132, p = 0.017). The Wilcoxon signed-rank test revealed 

participants were more correct in the high reliability condition as compared to both 

the medium (Z = -2.749, p=0.018) and low (Z = -2.924, p=0.009) situations (median 

low = 100%, median medium = 87.5%, median high = 100%). There was no 

significant difference between the low and the medium conditions. 
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Figure 5.14 - Decision Correctness for the two UIs together 

5.3.5 Decision Match 

When a user’s decision was the same as the computer suggestion for a particular 

trial, we say that a decision match occurred. Data for the two UIs were not normally 

distributed. The performed Wilcoxon signed-rank test did not show any difference 

between user interfaces in terms of decision match.  

When looking for effects of reliability on decision match within each UI, it was 

revealed that data were non-normal for UI2 and the low reliability condition of UI1, 

and normal for the medium and high reliability conditions of UI1. 

A Friedman test for UI1 revealed some differences in decision match between the 

reliability levels (χ2(2) = 42.25, p < 0.001). The Wilcoxon signed-rank test showed 

that there was a lower decision match in the low reliability condition than in the 

medium (Z = -4.144, p < 0.001) and the high reliability condition (Z = -4.258, p < 

0.001) (median low = 20%, median medium = 50%, median high = 80%). A paired 

samples T-test was also performed between the medium and high conditions, since 

their data were normally distributed. The results showed that there was a higher 

decision match in the high reliability condition than in the medium reliability 

condition (t = -9.410, p < 0.001; mean medium = 49.32%, stdev = 17.37; mean high 

= 79.28%, stdev = 11.57). Figure 5.15 illustrates this effect. 

In terms of UI2, the Friedman test found statistically significant differences between 

the three reliability levels (χ2(2) = 47.06, p < 0.001). A further run of the Wilcoxon 
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test found differences between all possible pairs of the three reliability levels. Match 

was higher in the high reliability condition than both the low (Z = -4.289, p < 0.001) 

and medium (Z = -4.293, p < 0.001) conditions. Furthermore, match levels were 

higher in the medium than in the low reliability condition (Z = -4.109, p < 0.001). 

Median levels for match were 21.11%, 50% and 80%, for the low, medium and high 

reliability condition, respectively (see Figure 5.15). 

 

Figure 5.15 - Decision match for the different UIs and reliability levels 

5.3.6 Workload 

The NASA TLX results normally distributed for both UIs. All the assumptions were 

satisfied for performing a paired-sample t-test. No significant difference was found 

between the two UIs in terms of subjective workload (t(23) = 2.045, p = 0.053). The 

mean score for the first interface was 59.08 (stdev = 18.58), while for the second, 

52.45 (stdev = 21.77). See Figure 5.16. 
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Figure 5.16 - NASA TLX scores 

5.3.7 Usability 

The results of the SUS questionnaire were normally distributed for UI1 and non-

normal for UI2, therefore a signed Wilcoxon test was performed. Results showed 

that there was a preference for UI2 that was statistically significant (Z = -2.859, p = 

0.004) (median UI1 = 50.0, median UI2 = 77.5). User interface 2 scored above the 

68 margin (mean UI1 = 49.37, mean UI2 = 69.37), indicating above average usability 

(Figure 5.17). 

 

Figure 5.17 - SUS scores 

Figure 5.18 shows the SUS score of the TM UI versions 1, 2 and 3, as rated by SMEs. 

An increasing trend can be spotted in the SUS score such that, with every iteration, 

the UI achieves a higher score, even though not above the 68-point threshold.  
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UI 1, in experiment, is a slightly simplified version of TM_V3 (where the Driver 

behaviour window is excluded because it is not used in the experiment). Students 

who took part in the experiment rated this specific version more harshly than domain 

experts, giving it an average score of 49. However, they have rated the final version 

of the TM UI (TM_V5.0 - UI2, in experiment) with an average score of 69, which is 

considered as above average usability. 

 

Figure 5.18 - SME Usability ratings for the TM UIs 

5.4 Discussion 

The analysis of the mean decision time exposed a large difference between the two 

user interface versions. However, in order to explore this effect further, we look at 

the two components of total decision time (i.e. time to act and time to submit). An 

interesting effect can be spotted: time to submit does not vary by a large amount, as 

it can be seen in Figure 5.11, whereas a large effect of UI version was identified for 

time to act (see Figure 5.10), with a difference between means of approximately 5 

seconds. This suggests that the two intervals (act and submit) relate to two distinct 

stages in operator decision-making. The first one, the act interval, being the 

information gathering stage, while the submit interval, the final checking and 

response submission stage. Assuming that this is what is actually happening, then UI 

2 speeds up the process of gathering information. 
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This large improvement in decision time that the second interface has brought comes 

with no reduction in decision performance. Figure 5.19 shows % correct responses 

for each UI with reference to the average computer reliability. However, despite the 

large reduction in the total time to complete a trial, subjective workload scores stay 

relatively constant (see Figure 5.16). 

 

Figure 5.19 - Decision correctness with reference to average computer reliability across 

experimental conditions 

Although there was no difference in decision correctness in terms of the user 

interfaces, an effect of reliability was identified. User performance improves as 

automation reliability increases, as can be seen Figure 5.13. However, it seems that 

users could more accurately gauge computer reliability in the low and high 

conditions when using UI1 than when using UI2. Even though these effects were not 

statistically significant, the results may suggest that too much integration of 

information could lead to complacency and conformance and, thus, to a reduced 

ability to spot automation errors. Alternatively, it may be that the user sees the extra 

time cost incurred by checking the automation response when using the second 

display as outweighing the overall benefits of slightly more correct decisions. 

The significant effect of reliability on decision time could point to the fact that users 

are able to distinguish between the different reliability levels, resulting in a more 

cautious approach to decision-making in the low and medium reliability conditions, 
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as compared to the high reliability condition. In terms of quantifying this sensitivity 

to the computer reliability, we look at % decision match (Figure 5.20). Participants 

achieve mean match levels of 24.02% (std. error = 2.47), 48.67% (std. error = 2.32) 

and 78.25% (std. error = 1.85) for the low, medium and high reliability condition, 

respectively. This illustrates that participants are able to accurately determine 

whether they should follow the computer recommendation, considering that the 

computer’s reliability level was set at 20, 50 and 80% for the low, medium and high 

condition, respectively.  

 

Figure 5.20 - Decision match for the different UIs and reliability levels with reference to 

computer reliability in the respective blocks 

A potential criticism to the match metric being an accurate indication of the users’ 

sensitivity to the computer reliability level is that when users are 100% correct, then 

match levels are 20%, 50% and 80% for each reliability condition respectively. And 

this is true, provided that users are 100% correct. However, this is not the case, 

participants achieving mean correctness scores of 84%, 86% and 92%, in the low, 

medium and high condition, respectively. Therefore, in the low reliability condition, 

for example, the minimum match score in this case would be around 4%. However, 

the actual score is very close to the computer’s set reliability level, i.e. 24% vs 20%. 

Another argument is that match and correctness are not linked. More specifically, 
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the user’s response is not given as an acceptance or rejection of the computer’s 

recommendation, but as a decision of whether to increase, decrease or leave the ramp 

metering rates unchanged. 

  



 

120 

 

CHAPTER 6 CONCLUSIONS AND FURTHER 

RESEARCH 

 

6.1 Research Questions 

1. What effects does automation reliability have on human decision making? 

2. How can we design user interfaces to help users cope with these effects? 

The experiments presented in the thesis reveal interesting findings in two domains: 

1) User Interface Design and 2) Joint Decision Making. These two areas are 

traditionally studied separately, however this work presents the benefits of bringing 

the two domains together. The experiments were designed around a simulated 

Traffic Management task and user interfaces employed were developed as part of the 

SPEEDD project. All user interfaces were developed according to EID principles 

and following the design methodology proposed by (Upton and Doherty, 2008). The 

Content/Format/Form (CFF) taxonomy was further used in order to aid in the 

discussion of how results could inform future display designs. 

6.2 Experiment 1 – A Baseline for Joint Human-Automation 

Decision Making and Implications for UI Design 

In 2010, Bahrami et al. presented a study which showed that two heads are better 

than one, provided that dyad members (in a perceptual decision-making task) have 

similar sensitivities and had the ability to freely communicate. The work presented 

in this PhD is based around Human-Automation systems, in which humans are 

working and cooperating with computers/automation. We investigated whether 

Bahrami’s findings can be extended to dyads in which one of the members is a 

computer. 

The first study, presented in CHAPTER 3, there was no communication between the 

human and the computer, apart from the computer displaying its suggestion to the 

human. Moreover, overall automation reliability was very low (25%). This made the 

experiment more similar to a signal-detection task, rather than a study of human-

automation collaboration. Three students exhibited performances similar to those of 

expert traffic operator, achieving correctness scores greater than 95%. However, 13 

out of the 16 participants were unable to spot system errors in the form of 
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incongruence of displays. This effect could be explained by the fact that ‘low-

performing’ student were unable to judge the ‘worth’ of the displays for congruence, 

focusing of validating the automated suggestion. Another explanation for this effect 

could be given by a phenomenon in radiology research called ‘satisfaction of search’. 

It was observed that some medical practitioners terminate their visual search at the 

first sign of pathology (Berbaum et al., 1994, 1990; Samuel et al., 1995). In this case, 

the most ‘salient’ type of pathology was automation correctness in terms of input 

data. However, this approach did not take into account the possibility of 

malfunctioning sensors leading to corrupt data, which the incongruence case 

simulated. In terms of display Form, this finding could indicate the need for an 

information source to indicate when incongruence occurs. Alternatively, this finding 

suggests the need for a change in display Form that would highlight to the user the 

‘worth’ of checking for incongruence. Perhaps, this could translate into an increased 

salience for the ROIs in question (Form), or the ‘fusion’ of the information sources 

that could disagree in an integrative display (Format). 

6.3 Experiment 2 – Format  

The first study identified that there was a need to include more levels of automation 

reliability if there would be any discussion to be made in terms of human-automation 

systems. The second study (CHAPTER 4), investigated the issue varying levels of 

automation reliability and the issue of communication (i.e. automation 

transparency). Employing different reliability levels (25% and 81%) proved to be a 

good way to simulate ‘sensitivity’ for the case of the computer member in the dyad, 

so as to approach the experiment design of Bahrami et al. (2010). It was assumed 

that human sensitivity was constant, i.e. ability to perform the task was constant 

across the experiment. Care was taken in order to counter learning effects and no 

performance feedback was given. Bahrami et al. (2010) approach this issue in the 

same manner. Apart from reliability, two other independent variables were 

introduced: turn (the order in which responses are given, i.e. computer first, user 

first) and task (whether or not justifications for responses are given). There were no 

effects of reliability, turn, or task on decision accuracy, however, in the high 

reliability condition, when the computer answered first, there was an effect of task.  

Because in experiment 1 users’ attention was mainly on validating the computer 

suggestion, one could presume that by hiding the computer suggestion, users will be 
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more accurate at spotting errors (in terms of incongruence). However, this is not 

what the second experiment showed. Turn did not seem to have an impact on 

decision correctness. Perhaps, the user was not negatively affected by the presence 

of the computer decision, as the Bahrami et al. (2010) study indicated. This could be 

explained by the users’ ability to adequately judge automation reliability, suggested 

by the results of match and solution source. In the low (25%) reliability, condition, 

users are more likely to rely on their own response, while in the high (81%) reliability 

condition, users tend to accept the automation’s recommendation. This is an 

interesting finding because it suggests that humans are sensitive to automation 

reliability even in the absence of performance feedback, while previous studies 

tended to employ feedback (Dzindolet et al., 2003; Madhavan et al., 2006). 

It was hypothesised that the inclusion of reasoning with the decision would have the 

effect of increasing decision accuracy by: i) allowing the agents to communicate, 

justifying their decisions, and ii) slowing the users down and making them ‘think 

twice’. While, the added task of filling in a form did have a negative impact on 

decision time, it did not lead to a better performance. Form-filling (or, reporting) is 

still a very big part of what traffic operators do and, while this is a good means of 

keeping track of what happened, or of externalising institutional procedures, it might 

not help them do a better job. In fact, this action of form-filling might be perceived 

as an additional, possibly irrelevant task to the job of ‘managing’ traffic. This leads 

to the idea that form-filling could be automated, thus saving a considerable amount 

of time (by nearly 40%, in this study). 

The ability of the dyad members to communicate, justifying their decisions, did not 

influence decision accuracy in the low reliability condition and, in this sense, results 

are coherent with previous research which stated that communication is not 

necessary for two heads to be better than one (Bang et al., 2014; Koriat, 2012). 

However, in the high reliability condition, task did influence on user performance, 

but not as one might expect from the Bahrami et al. (2010) study. Form-filling 

reduced decision accuracy, rather than increase it. This could be explained by the 

fact that users perceived the action of form-filling as an extra task which was not 

necessarily related to the main task of managing traffic. This idea was also supported 

by subsequent discussions with some participants. It may be that these two tasks 
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were perceived as having an equal priority and the first task suffering a reduced 

attendance due to the addition of the second.  

In terms of UI design, the finding that form-filling slows down decision making and 

that decision accuracy suffers in the high reliability condition suggests that a change 

in Format should be made. Removing the form-filling task could potentially benefit 

the operators. However, as there is no decrease in decision accuracy in the low 

reliability condition (when form-filling was employed), form-filling could be used 

in order to inform and train automation (on-line learning) in non-time-critical 

situations (for example, in the case of scheduled road works instead of traffic 

accidents). 

A further interesting finding of this experiment is related to the notions of Authority 

and Responsibility. In situations were the user gave the same answer as the computer 

(i.e. decision match occurred), users tended to select the computer as the final 

solution source. This could indicate that, in these situations users preferred that the 

computer was held accountable for the decision. Dekker (2002) and Woods and 

Cook (2002) suggested responsibility should be shared between them and the 

automation. This finding points towards a change in display Format: it may be more 

desirable to give operators the opportunity to over-rule computer decisions, thus 

giving them the final authority and, therefore, responsibility over the outcome of 

their decision, but only in cases where mismatch occurs. In cases where user and 

computer decisions match, it might be more desirable consider automation as the 

final authority and, thus, holding the computer responsible in the event of improper 

operation. 

6.4 Experiment 3 – Form and Format  

Two user interfaces for a traffic management application have been tested. However, 

UI2 showed a higher integration of information sources (in terms of task proximity). 

User behaviour in terms of decision correctness and decision time was measured 

with each user interface and with varying levels of computer reliability, in a 

simulated traffic monitoring task. 

In terms of decision correctness, users were positively affected by the increase in 

computer reliability, a result which is consistent with the two experiments previously 

presented. However, decision correctness did not differ between the two interfaces. 
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This was an expected behaviour, as the UIs did not differ in terms of Information 

Content. 

In terms of Joint Decision Making, it seems that participants were able to adequately 

judge the reliability of automation even in the absence of feedback and in lieu of 

communication between them and automation. This is an effect that was seen in the 

previous experiment (CHAPTER 4) as well. This can be inferred from the fact that, 

match levels are approximately equal to automation reliability in each condition. In 

contrast to what researchers such as Dzindolet (Dzindolet et al., 2003) suggested, 

effects of poor automation on user reliance do not persist over experimental blocks, 

but users re-evaluate their position regarding automation reliability in a continuous 

fashion.  

Lu Wang et al. (2009) have found that displaying automation reliability to users has 

a positive effect on their reliance on automation. However, this leaves out uncertain 

situations, where the computer cannot accurately judge its correctness. For example, 

automation could compute a result based on corrupt data. The computer can have a 

high confidence in its answer, but it can be completely wrong in terms of the real 

situation, as it may not possess all the data required to make a decision. An example 

of this type of automation error is shown in experiments 1 and 2, where automation 

computes a correct answer based on the data in the graph, but the consideration of 

contextual information illustrates inconsistencies in the data (displayed as 

information source incongruence). Moreover, findings from the last experiment (4) 

suggest that strategic conformance can appear when automation confidence is shown 

to the user. Therefore, knowing that users are able to judge automation reliability, 

seeing strategic conformance occurring and understanding that, in uncertain 

situations, automation is not the best judge of its reliability level, leads to the 

conclusion that displaying automation confidence along with its decision is not 

necessarily the best design choice, in terms of Format. A better approach might be 

to make the user aware of the data used to make a particular decision, or, more 

abstracted, the reasons for making the decision. 

When looking at the two user interfaces individually, we see no significant 

differences between the three reliability levels when using UI1. However, when 

using UI2, users were more correct when in the high reliability condition as 
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compared to the low and medium conditions. It seems that the overall effect of 

reliability on decision performance is due to the results produced when UI2 was used. 

This leads to the conclusion that the higher degree of integration in UI2 somehow 

results in the user trusting the computer more than when using UI1, thus showing a 

higher conformance. Perhaps, the advantages of responding quicker to an event 

outweighed the advantages of a more scrutinous attitude towards the computer 

recommendation, when using the second interface. Moreover, it may be that the 

placement of information sources all across the first UI (requiring integrative 

processing) encouraged the search for information more than having all the 

information in one place. This could have lead to the slightly higher decision 

correctness with UI1 (even though not significant). 

Finally, while there is a definite advantage in terms of decision time of using a more 

integrated display, the results of this study hint at the fact that there may be a loss in 

decision accuracy. Although, there was a time advantage when using UI2, this was 

not reflected in the reporting of subjective workload. The subjective usability metric 

(SUS), however, showed a clear preference for UI2. 

In terms of display design, this study points towards an advantage of using a display 

which supports integrative processing (UI2 shows a higher degree of integration). 

However, even though it was not preferred by the users, results indicated that using 

UI1 might increase decision accuracy in case of lower automation reliability. 

Perhaps, the solution regarding the final Form of the display sits somewhere in the 

middle. It might be more appropriate to show the users an non-integrated display 

(UI1) when automation has a low level of reliability and an integrated display (UI2), 

otherwise. 

6.5 Summarising Results in Terms of Content, Format and Form 

EX

P 

Researc

h 

Question 

Display aspect Effect on 

User 

Behaviour 

Implication for 

Further Design Content Format Form 

1 1   data which 

was 

required to 

check for 

informatio

Users were 

unable to 

judge the 

‘worth’ of 

checking for 

- increase 

salience of 

information 

sources 



 

126 

 

n source 

congruence 

was spread 

across the 

screen 

(required 

integrative 

processing) 

information 

congruence 

leading to: 

- low 

performance 

- integrate 

information 

sources with 

similar % 

viewing time in 

a single ROI 

- increase 

legibility of 

ROIs with 

higher 

maximum dwell 

times 

2 1, 2  form-filling as 

a means to 

give 

reasoning and 

for the 

purpose of 

documentatio

n 

 Form-filling 

was 

perceived as 

separate 

from the 

main task 

leading to: 

- decreased 

performance 

- increased 

decision 

time 

- remove form-

filling  

- require only 

the computer to 

justify 

recommendatio

n 

2 1, 2  ability to 

choose final 

solution 

source 

 Participants 

relied on the 

computer 

when their 

answers 

matched, 

hinting 

towards 

shared 

responsibilit

y  

- opportunity 

for the user to 

over-rule 

computer 

decision in case 

of mismatch, 

otherwise 

sharing 

responsibility 

3 1, 2    UI 

supporting 

- using a 

display 

- show users an 

non-integrated 
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non-

integrative 

vs 

integrative 

processing 

showing 

more 

integration 

lead to faster 

responses 

- results also 

hinted at the 

possibility of 

lower 

decision 

accuracy 

when using 

the display 

showing 

higher 

integration 

display (UI1) 

when 

automation has 

a low reliability 

level and an 

integrated 

display (UI2) 

otherwise 

2, 3  1, 2 automatio

n 

confidence 

was not 

displayed 

  - 2 and 3 

showed that 

users can 

adequately 

judge 

automation 

reliability in 

absence of 

feedback  

- might be 

better to not 

display 

confidence but 

the reason for 

the automated 

decision 

 

6.5.1 Socio-Technical Constraints on UI Design  

The process of design of the SPEEDD UIs has raised the idea that the influence of 

socio-technological constraints on interface design can be categorised and tracked in 

terms of the CFF taxonomy. This lead to the compilation of the table in APPENDIX 

I . This table is summarised in Table 6.1. A diagram (see Figure 6.1) has been 

developed as a result of the knowledge gathered from undergoing the design process 

for both SPEEDD use-cases and the several forms of evaluation ran as part of this 

PhD. This is an updated version of the diagram presented in Figure 2.6 (CHAPTER 

2). 
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Figure 6.1 - Socio-technological Constraints on User Interface Design 

Our experience has shown that Content, Format and Form are interrelated. Changing 

the Form of a UI component might lead to Format being affected, whereas changing 

the Content might lead to a change in Format and Form as well. Examples of such 

events happening can be seen in APPENDIX I in places where we see marks in more 

than one UI dimension. Let's look at change number 7. The addition of information 

regarding driver behaviour in both directions of the Grenoble ring road (change in 

Content), lead to the information source looking differently (change in Form).  
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Moreover, this interrelation of Content, Format and Form also became apparent as a 

result of the experiments presented in this thesis. Changing the Form of the main 

map in experiment 3 (CHAPTER 5) to a road schematic, also changed the way in 

which users interacted with it and the layout of the UI (Format). 

Table 6.1 - Instances of Social- and Technical-driven Changes in UI Design 

Environment Social Technical 

Dimension Content Format Form Content Format Form 

Reason domain-

based 

knowledge 

a) company 

politics 

regarding 

operations/ 

code of 

conduct 

b) previous 

user 

experience 

of 

performing 

the task; 

a) human 

visual 

constraints 

b) user 

preference 

a) data 

availability 

b) system 

function 

availability 

a) 

automated 

functions 

b) specific 

mode of 

interaction 

with 

background 

automation 

a) data 

availability 

Instances in 

APPENDIX 

I  (reason) 

4, 7, 9, 10, 

18, 20, 27, 

31, 33, 26 

9 (a), 17 

(b), 22 (b),  

7 (b), 31 

(b), 32 (a), 

33 (b) 

1 (a), 2 (b), 

4 (ab), 5 

(a), 12 (ab), 

21 (a), 27 

(a), 

11 (ab), 13 

(b), 22 (b) 

15, 16, 21, 

23  

 

6.5.1.1 Design Considerations 

The table in APPENDIX I lists D (design consideration) as a driver for UI changes 

in several instances. However, in Table 6.1 and Figure 6.1, Design is not an 

environment that can pose constraints on the UI. This is because Design is the space 

that is subject to constraints from the social and technical environments. D refers to 

changes in UI design that have been initiated by the designer, independently from 

the social and technical constraints and based on past research and previous design 

experience. 
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6.5.1.2 Social Constraints on UI Design 

APPENDIX I  lists all the changes that the UIs for the TM use-case underwent along 

with the drives behind them. Looking at these changes in terms of Content, Format 

and Form, we are able to identify what imposed these constraints on each UI 

dimension. Taking the perspective of the social environment, Content seems to have 

been driven exclusively by domain-based knowledge. APPENDIX I confirms this 

fact. This is an expected result considering that the information requirements were 

the output of CWA along with expert interviews. Let us take design change number 

7, for example (see APPENDIX I ). The driver behaviour window was modified (in 

version 1.5 from version 1.0) to include both north- and south-bound traffic on the 

ring road. This requirement came up in the interviews with the DIR-CE Grenoble 

traffic managers, when discussing UI version 1.0.  

In terms of Format, two main social drives appear to have constrained the design of 

the SPEEDD UIs. They are code of conduct and previous user experience of 

performing a particular task. The former can be exemplified by change number 9, 

while the latter by change 17. Change number 9 was marked by the addition of the 

Activity window in the second version of the TM UI. This change came as a result 

of discussions with traffic managers in Grenoble, who stated that activity logging is 

one of their primary responsibilities. The map in the third version of the TM UI was 

modified so that it does not pan to the location of a detected or predicted congestion. 

This is due to the fact that operators were used to a static map and they found the 

automatic zooming in and panning to a location somewhat distracting. 

All changes in the dimension of Form (looking at the social environment) are found 

to be driven by one of two factors: human visual constraints and user preference. For 

example, the circular design was replaced with a radial design (change 32) because 

operators found the ramps hard to read due to the circular placement. User 

preference, however, was a driver for change 33, where the Grenoble map was added 

in background of the schematic road (TM UI). This was done because the operators 

were used to see all road intersections felt like there was a loss of context when 

moving from the interactive map visualisation to the schematic representation of the 

ring road. 
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6.5.1.3 Technical Constraints on UI Design 

Looking at APPENDIX I  and the diagram showing how the socio-technical 

environment constrains User Interface design (see Figure 6.1) we can see how the 

underlying architecture made its mark on the UI. First, let’s take dimension of 

Content. The designer can only show on screen data that is available somewhere in 

the system or information derived from a number data points available in the system. 

The key word to note here is ‘availability’. The UI should not show information that 

is not available in the overall system, otherwise it would be meaningless - or, 

potentially more serious - misleading to an operator trying to control that system, or 

to an analyst investigating a case. Likewise, the UI must not display control actions 

that are not supported in the underlying architecture. 

Table 6.1 illustrates examples where data availability and function availability within 

the runtime architecture constrained the SPEEDD UIs throughout the design process. 

Let’s take change 1, where the Road User Goals window which was present on the 

Initial Layout of the TM UI, was not implemented in the first version of the UI 

because the data were not available in the technical environment. Change 2, however 

illustrates a case where the Open tasks and scheduled events window was not 

integrated in the first prototype TM UI because there was no database to store these 

data incorporated in the runtime architecture. 

The dimension of Format is informed and constrained by the way in which processed 

data are handled in the system, by function availability and by the ‘agreed’ source of 

the course of action. The first issue relates to whether the processed data are 

displayed to the user or it is used internally as an input to a separate automated 

module. The second issue is concerned simply with whether the function in question 

is implemented at the technical side. The last issue refers the agent which decides 

the action to be taken in a particular situation; be it the computer, or the 

operator/analyst. This can vary from system to system, from situation to situation 

and it can even be adaptive, in that it can change within a system and within a 

particular type of situations. For example (shown in APPENDIX I , see 11) is the 

simplification of the Control Panel window in version 2.0 of the TM UI, due to the 

fact that fine-tuning of the ramp rates was assigned to automation, leaving the human 

operator with the task of monitoring them and setting bounds for the ramp rate 

values. 
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It is less obvious, however, how the dimension of Form is constrained by the 

technological environment. Indeed, the underlying system does not have a lot to say 

regarding the Form aspect of UI design, but the hardware on which the system runs 

does. Here, we speak of physical displays (projector, big screen, desk monitor, 

multiple or single screens, etc.), input devices (mouse, keyboard, joystick, custom 

keyboards, touchscreens, touchpads, microphones, movement sensors (such as 

Kinect) etc.). For example, if the operator will use a touchscreen to interact with the 

UI, buttons have to be bigger than in the case when one uses a conventional mouse 

+ keyboard setup. Moreover, in the first situation, the designer is to avoid textual 

inputs at all costs. Another important aspect is button placement. This is dictated also 

by the positioning of the screen, so that the designer might want to place buttons 

close to hand (in the case where interaction speed is of prime importance), or 

conversely in a hard to reach position (in cases where human interaction is 

considered undesirable). In the context of the SPEEDD project, traffic operators use 

single desk-mounted screen and, as input modalities, they use a mouse and a 

keyboard, thus the dimension of Form is far less constrained by media in the case of 

alternative display and input devices. These interaction media were known prior to 

the design of the SPEEDD UIs. Therefore, constraints generated by them are not part 

of the list of changes, since the UIs have been designed for these media. 

However, there are other technical factors that constrain UI Form, i.e. data 

availability. This is exemplified by change number 21 (see APPENDIX I ). In 

version 3.0 of the TM UI, the activity log went through a complete redesign from 

previous versions due to the technical requirement of displaying more data available 

within the architecture for the purpose of monitoring the correct operation of the 

automation. 

6.6 Limitations and Further Research 

The User Interface Design example (section 1.7) illustrated how 

Content/Format/Form (CFF) can be used to make more informed design choices and 

more clearly track them, while the experiments presented in this PhD started to show 

how CFF can be used in the experimental evaluation of User Interface designs. The 

work presented in this thesis is limited to the investigation of a relatively small 

number of changes in the dimensions of Format and Form. Varying Content has not 

been investigated due to the large body of literature that shows how information 
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requirements for a certain work-domain can be extracted. The studies presented in 

this thesis show some interesting findings but are nonetheless limited in some 

respects. 

Experiment 1 (CHAPTER 3) looked from the perspective of PCP at how users 

understand automation errors, however the overall automation reliability was very 

low (25%). This issue was further addressed in experiments 2 (CHAPTER 4) and 3 

(CHAPTER 5). Due to the unavailability of the Eye-Tracking device in further 

studies, the results related to CFF from the metrics derived in experiment 1 require 

further validation in other studies. 

In the second experiment (CHAPTER 4), Form in terms of layout of the Ramp 

Metering Control window was kept the same (i.e. the user answer was always shown 

above the computer answer, regardless of whether the computer or the user went 

first) (Figure 4.4). An interesting question for further research to investigate would 

be whether the layout (the position of the response dialog) of the Ramp Metering 

Control window would produce different effects in human behaviour. In this 

experiment we have also looked at how would showing the computer reasoning 

affect user behaviour in terms of decision time and decision correctness. However, a 

pitfall of the approach was that the user was also required to give his reasoning, so 

that any changes in user behaviour cannot be attributed solely to the computer 

showing its reasoning, but also to the fact that the user had to fill out his ‘form’. A 

further experiment could be designed to test how would the computer giving his 

reasoning, without also requiring the user to do the same, affect user behaviour. 

The discussion of experiment 3 (CHAPTER 5) could have been enriched by the 

consideration of Form. This would have required that an additional difference (in the 

dimension of Form) would be introduced, possibly by having one UI show a lower 

display proximity. This discussion would have allowed for comparison with the final 

experiment, where it was shown that changes in user behaviour due to differences in 

Form can overshadow those due to differences in Format. However, the addition of 

this further independent variable would have made it harder to pin-point the causes 

for the change in human behaviour. 

The socio-technical constraints diagram (Figure 6.1) is a considerable step forward 

for methodologies of User Interface design and evaluation, however, it is the result 
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of the study of two use-cases and four experiments and further work is required to 

validate it.  
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APPENDIX I  

 

6.7 Changes in UI Design and drives for them related to CFF  

Change 

No. 

Use-Case – 

UI version 

Design Change Driven by – reason 

(Technical domain – T, sociological 

domain – S, Design consideration – 

D) 

Content Format Form 

1 TM – 1.0 removed Road User Goals window  T – data not available X   

2 TM – 1.0 Removed open tasks, scheduled 

events, etc. 
T – no ability to store user events X   

3 TM – 1.0 Colour difference between predicted 

and detected congestion  
D   X 

4 TM – 1.0 CCTV feed not integrated in 

architecture, mock CCTV used 

(Google Maps StreetView) 

T – CCTV not part of the 

architecture 

S – CCTV was required by operators 

X   
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5 TM – 1.0 Driver behaviour window shows only 

average speed of traffic and average 

distance between drivers 

T – only data available in the 

architecture bus regarding driver 

behaviour 

X   

6 TM – 1.5 Increased ease of selection of 

individual ramps 
D  X  

7 TM – 1.5 Added north- and south-bound traffic 

information for Driver behaviour 

window 

S – Grenoble Ring Road had traffic 

going in both directions 
X  X 

8 TM – 1.5 Suggested Actions window was added D – window in which computer 

could display control 

recommendations 

 X  

9 TM – 2.0 Activity window added S – logging is a primary activity that 

they perform and the presence of a 

log is mandatory 

X X  

10 TM – 2.0 Driver behaviour window removed S – operators’ work does not involve 

the direct control of road users’ 

behaviour, this being achieved by 

long-term governmental campaigns 

X   
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11 TM – 2.0 Simplified control panel window 

where the user can set bounds for the 

ramp metering control unit and not 

absolute values 

T – fine adjustments to ramp rates is 

automated 
 X  

12 TM – 2.0 Removed lane closures and variable 

message signs 

T – not dealt with in SPEEDD 

architecture 
X   

13 TM – 2.0 Suggested Actions window has been 

removed 

T - outputs of the automated system 

are concerned with ramp metering 

levels to be applied at each 

particular ramp and not as 

suggestions of what actions the user 

should perform 

 X  

14 TM – 2.0 enlargement of the map  D   X 

15 TM – 2.0 integration of the CCTV window into 

the map window 
D – data availability   X 

16 TM – 2.0 Sensor names and locations linked to 

map 
D – data availability   X 
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17 TM – 3.0 Map no longer pans to congestion 

(detected or predicted) location 

S – operators found that to be 

distractive 
 X  

18 TM – 3.0 Ramps-Quickview window added S – operators highlighted the 

importance of showing ramp queue 

lengths 

X   

19 TM – 3.0 the means of displaying ramp rates – 

changed from purely textual to textual 

and coloured bars 

D   X 

20 TM – 3.0 Sensor Data window removed S - hard to read and a continuous 

view of the historical data were 

deemed unnecessary 

X   

21 TM – 3.0 Activity log window redesigned – 

name changed to Event List and made 

tabular 

T – display more data for each 

automatically detected event 
X  X 

22 TM – 3.0 ‘trimming’ of ramp metering rate 

bounds moved from the main UI to a 

pop-up dialog and Control Panel 

window removed 

S, T – operators would not be 

expected to constantly correct and 

contribute to the computer’s actions 

 X X 
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23 TM – 4.0 integration of multiple information 

sources into one view – map, the 

Ramps and Ramps-Quickview 

windows have been replaced by the 

circular display 

D – data availability   X 

24 TM – 4.0 Map changed to a schematic road 

representation, split into segments at 

the locations of inbound and outbound 

ramps 

D   X 

25 TM – 4.0 Ramps are represented by nodes 

(circles). Each node is linked by a thin 

arrow to a set of bars on the outer 

circle, the direction of the arrow 

indicating whether the node represents 

an inbound or outbound ramp 

D   X 

26 TM – 4.0 Bespoke CCTV window reintroduced S - operators make extensive use of 

the CCTV panels for most of their 

tasks 

X   
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27 TM – 4.0 Indication of traffic speed at node 

location added 

S – operators pointed out that an 

indication of average traffic speed 

would complement the overview of 

the road status 

T – speed data were available in the 

data bus 

X   

28 TM – 4.0 Congestion shown as an increase in 

size of the node and change in colour 

to red, instead of a circle  

D – circle as signifying congestion, 

no longer salient feature in new map 

display 

  X 

29 TM – 4.0 Road occupancy shown by the colour 

of the road segment, red signifying 

high density, yellow – medium, while 

grey showing normal to low levels of 

density 

D – increased diagnosticity of 

congestion 
  X 

30 TM – 4.0 Ramp rates and occupancy bars are 

linked to a physical location on the 

map  

D – allow for global patterns to be 

spotted 
  X 
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31 TM – 4.0 Text representing actual values of 

ramp rates, occupancies and speed 

were removed  

S – operators have pointed out that 

they rarely need to know precise 

values and they are more interested 

in ramp states 

X  X 

32 TM – 5.0 Circular design changed to radial S – operators found the circular 

placement of ramps hard to read 
  X 

33 TM – 5.0 Map added in background of the 

schematic road 

S, D - replacing the initial map with 

a schematic of the road results in 

some loss of spatial context 

X  X 

34 TM – 5.0 Display of Congestion event changed 

- Increasing segment thickness in 

addition to colouring it red 

D – increase in diagnosticity of 

congestion 
  X 

35 TM – 5.0 Live Feed window changed by adding 

cycling views from other parts of the 

road network 

D – increase in Situation Awareness X   

 

 




