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Business Risk And

Performance: An Examination
of Industry Effects

Dr. Rajaram Veliyath, School of Business, Kennesaw State College

Abstract

Both business risk and industry sales volatility decreased across the computing equip-
ment manufacturing, airline and pharmaceutical industries. Earnings performance and
industry environmental munificence were both the highest among airlines. High volatil-
ity, while posing greater business risks, also offered the opportunity for improved risk-
performance payoffs in the computer industry. Individual firms in the computer and
Ppharmaceutical industries successfully reduced business risk while simultaneously in-
creasing earnings performance (i.e., negative within-firm correlations), indicating idio-

syncratic firm-specific effects.

Introduction

In addition to being rewarded for manag-
ing business risk, managers are also very con-
cerned with business risk because their managerial
employment risks are linked to it. The combined
variability (i.e., uncertainty) in receiving manage-
rial rewards such as salary, bonus, stock options,
other long-term incentives and promotions, plus
intangibles such as job satisfaction, reputation in
the external job-market, expertise, and goodwill,
along with the catastrophic possibility of down-
side events such as layoffs or termination, equates
to managers' employment risks. These managerial
risks are closely tied to total variability in firm-
specific outcomes in size, sales, earnings, or mar-
ket share (i.e., total business risk).

The industry context has an important in-
fluence on both business risk as well as perform-
ance (Livingston, 1977; Oviatt & Bauerschmidt,
1991; Reilly & Drzycimski, 1974). Industry envi-
ronments are characterized by differences in vola-
tility as well as munificence (Aldrich, 1979; Dess
& Beard, 1984; Pfeffer & Salancik, 1978). Vola-
tility increases the unpredictability regarding major
factors in the firm's external task environment.
This unpredictability also increases variability in
firm outcomes such as sales and returns, thereby
increasing total business risk. On the other hand,
munificence refers to the capacity of the industry
environment to support sustained growth. In-
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creased munificence in the industry environment
permits the accumulation of slack resources that
provide a cushion which insulates the firm against
unexpected surprises. Since these slack resources
can be applied by the organization towards de-
creasing the variability in organizational outcomes
such as sales and profits, increased industry mu-
nificence can effectively reduce business risk.

As mentioned earlier, increased volatility
results in greater fluctuations in performance.
However, the average level of performance might
still remain high (or low). This distinction between
variability in performance (which causes risk) and
average performance is important when consider-
ing the impact of industry sales volatility on per-
formance. Conversely, lower levels of volatility
might also be associated with high or low average
levels of performance across all the industry firms.
This makes the directionality of the impact of in-
dustry volatility on performance difficult to assess.
By contrast, munificence offers opportunities to
enhance organizational performance through the
slack resources that could be applied towards this
end.

Since industry conditions affect both busi-
ness risk as well as performance (Aber, 1976;
Boudoukh, Richardson, & Whitelaw, 1994; Fer-
tuck, 1975; King, 1966, Meyers, 1973; Roll,
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1988), the relationship between them could also be
affected by changes in the industry environment.
For such changes to occur, both risk as well as
performance should covary with munificence or
volatility. In order to investigate the interplay
among these different effects, this study investi-
gated industry environmental volatility, munifi-
cence, total business risk and earnings performance
across three industries. The industries were se-
lected because of differences in their cyclicality
and structure that would predicate different levels
of volatility, munificence, and business risk. The
next section elaborates on the theoretical linkages
described in the literature and the tested hypothe-
ses.

Theoretical Relationships

Unlike shareholders who can theoretically
diversify away systematic risk (Bettis, 1983) in the
context of efficient capital markets (Callahan &
Mohr, 1989), managers cannot reduce employment
risks through secking diversified avenues of em-
ployment. The value of their human capital
(Finkelstein & Hambrick, 1988; Mincer, 1970) is
based on specific experience and knowhow in a
particular field or technology that is applicable
only in a limited sector of the economy and some-
times even restricted to an individual firm. This
makes it difficult for managers to seck diversified
sources of employment, and consequently links the
value of their human capital with the fortunes of a
particular industry or firm. As a result, the value
of individuals' human capital often varies with the
corresponding fluctuations in the fortunes of the
industry or organization to which they are linked.
By virtue of being largely firm and industry-
specific, managerial employment risks are tied to
business risk.

The agency motive for risk reduction
(Amit & Wernerfelt, 1990) suggests that risk-
averse managers seck to enhance the stability of
the business through ensuring a stable stream of
earnings. Through reducing the probability of
bankruptcy, this protects their job security and
preserves their investment in firm-specific human
capital (Aaker & Jacobson, 1987; Amihud & Lev,
1981; Amit & Wernerfelt, 1990). The work of
agency theorists (Fama, 1980; Fama & Jensen,
1983; Jensen & Meckling, 1976) also stresses the
importance of total business risk for managers.
The consensus emerging from the above body of
work is that managers are concerned with total
business risk. Since total risk is comprised largely
of unsystematic risk (Lubatkin & O'Neill, 1987)
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which varies from firm to firm as well as across
industries (Aber, 1976), we can expect differences
in total business risk between industries. Thus,

H1: There will be differences in total business risk
across industries.

As stated earlier, uncertainty in the indus-
try environment can arise from faster rates of
change, or unpredictability regarding the actions of
major stakeholders. The faster the pace of change
and the greater the unpredictability in the actions
of important stakeholders (viz. customers, share-
holders, suppliers, creditors) on whom the organi-
zation has critical dependencies (Freeman, 1984),
the greater the volatility and consequent variability
in organizational outcomes. Unpredictability con-
cerning resources in the industry environment that
the organization is dependent on can also create
surprises that impact outcomes such as quarterly
earnings, stock price, and market share. Therefore
we expect greater volatility to be associated with
greater business risk. Thus,

Hl1a: Total business risk increases with industry
volatility.

Munificence refers to the capacity of the
industry to support sustained growth. Greater
growth can hide inefficiencies through offering the
opportunity to build up slack resources. These
slack resources serve as buffers that can be em-
ployed to safeguard against unexpected downturns.
The slack can also be used to smoothen out the
variability in organizational outcomes that creates
greater business risks. Thus increased munificence
is associated with reduced business risk. Conse-
quently,

H1b: Total business risk decreases with industry
munificence.

Performance differences occur across dif-
ferent industry settings for a variety of reasons
(Dess, Ireland & Hitt, 1990; Porter, 1980; Roll,
1988; Reilly & Drzycimski, 1974). The structure-
conduct-performance paradigm in industrial or-
ganization literature (Porter, 1981) identifies the
industry and its competitive structure as being
major determinants of firm performance. Conse-
quently we can expect levels of performance to dif-
fer across industries.

H2: There will be performance differences be-
tween industries.
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As argued earlier, there are across-
industry differences in volatility. However, such
differences in volatility may not be the sole drivers
causing performance differences. With both high
as well as low levels of industry volatility, aver-
age industry performance could also be either high
or low. The unpredictability caused by high vola-
tility (while creating conditions of greater risk)
may offer unexpected opportunities for improved
returns. But on the other hand, the firm's perform-
ance could also suffer (i.e., be low) on account of
the unpredictability. Conversely, low volatility in-
creases predictability which can lead to stable
profit streams. Based on previous arguments, these
stable profit streams could be low or high. Conse-
quently we do not propose any linkage between in-
dustry volatility and performance.

By contrast, munificence is more instru-
mentally related to performance since it offers
firms the ability to generate slack resources, which
can then be used to improve the average levels of
performance. Thus,

H2a: Industry performance is positively related to
munificence

Financial theory proposes a positive rela-
tionship between risk and return (Bowman, 1980;
Fama, 1968; Fiegenbaum & Thomas, 1986; Reilly
& Drzycimski, 1974; Van Horne, 1980). Previous
work that has examined the influence of industry
contextual factors on the risk-return relationship
(Cool, Dierickx, & Jemison, 1989; Fiegenbaum &
Thomas, 1986; Jemison, 1987; Oviatt & Bau-
erschmidt, 1991) did not specifically examine the
impact of industry volatility or munificence on
business risk and its relationship with perform-
ance.

For the reasons stated earlier, volatility
has a potentially positive impact on (i.e., increases)
business risk. Both business risk as well as per-
formance must covary (with volatility) for there to
be consistent changes in the relationship (between
the two) under conditions of changing industry
volatility. For example, if industry volatility in-
creased business risk while not simultaneously af-
fecting earnings performance, it attenuates the
strength of the relationship between risk and per-
formance. For theoretical reasons we did not ear-
lier propose a relationship between volatility and
performance. Consequently, the effect that volatil-
ity would have on the relationship between busi-
ness risk and performance would be (as described
earlier), to attenuate the strength of the relation-
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ship. Therefore we propose that increasing indus-
try volatility reduces the strength of the relation-
ship between business risk and earnings perform-
ance.

H3a: As volatility increases, the relationship be-
tween business risk and earnings performance be-
comes weaker.

By contrast, we postulated that munifi-
cence would (through the slack resources gener-
ated) offer opportunities to both reduce business
risk as well as improve average levels of perform-
ance (refer the earlier discussions leading to hy-
potheses 1b and 2a). Thus increasing munificence
can potentially create a negative relationship be-
tween business risk and performance. Conse-
quently,

H3b: As munificence increases, the relationship
between business risk and earnings performance
becomes increasingly negative.

Methods
Sample

The study was conducted using firms from
three different industries: 16 U. S. airlines (SIC
4512) selected from 'Air Carrier Financial Statis-
tics'; 32 U.S. computer equipment companies (SIC
3573) selected from Datamation, Standard &
Poor's Industry Surveys and U.S. Industrial Out-
look; 47 U. S. drug & pharmaceutical companies
(SIC 2834) selected from 'Ward's Directory of U.
S. Corporations' and 'Dow Jones Directory of Cor-
porations'.

The three industries were selected using
the following criteria. Each industry consisted
primarily of single or dominant business firms
(Rumelt, 1974) concentrated in their respective in-
dustries. Thus the confounding effects (on both
risk and performance measures) of widely diversi-
fied companies operating in multiple industry envi-
ronments was avoided.Airlines are primarily a
service industry, computers are a mix between unit
production and large scale assembly (depending
on the characteristics of the individual firm), while
the pharmaceutical industry uses continuous proc-
essing (Woodward, 1965). These technological dif-
ferences along with the differences in competitive
structure and product life cycle stage would vary
the degree of volatility and munificence experi-
enced by firms across these three industries. In ad-
dition, pharmaceuticals are a non cyclical industry.
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yearly industry sales was regressed
against time (for the time period
1985-'90) using the following equa-
tion:

Yi=b,+b.t+a

where

y= industry sales for each year,
t= year, and

a= residual.

Munificence was measured
by the antilog of the regression slope
coefficient in the above equation,
while volatility was measured by the
antilog of the standard error of the re-
gression (see Dess & Beard, 1984;
Keats & Hitt, 1988). All variables of
interest were collected for the sampled
firms in the three industries over the
common time period 1985-1990.

Analyses and Results

Hypotheses 1, and 2 were
tested using the general linear model
(GLM) procedure in SAS. They cor-
respond to one-way ANOVA tests.
The results are in Table 3, which also
provides details of the observed
variation in volatility and munificence
across industries.

Industry volatility was the
greatest in computers, followed in or-
der by the airline and pharmaceutical
industries. Munificence was the great-
est in airlines, followed by computers
and pharmaceuticals. Total business
risk was the highest in computers fol-
lowed in decreasing order by airlines
and pharmaceuticals. Hypothesis 1
was thus supported. As noted above,
volatility also differed across the three
industries in the same decreasing or-
der. The parallel between decreases in
business risk and decreases in volatil-
ity provides support for hypothesis
la. The variation in business risk did
not parallel variations in munificence,
indicating an absence of support for
hypothesis 1b.

The airline industry's per-
formance (ROE) was significantly dif-
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1 Airlines = 16 firms
Computers = 32 firms
Pharmaceuticals = 47 firms |

3 *p<005 -
*p<0.01
*** p <0.001

Table 3 ‘ |
DIFFERENCES IN BUSINESS RISK, ROE, ENVIRONMENTAL VOLATILITY ‘
ACR T NDUSTRIES! ‘
Comparisons
Airlines(A)  Computers(C)  Pharmaceuticals(P) (A-C) (A-P) (C-P) |
v \
Total Business® 3.67 16.97 0.04 * * * 114" |
Risk ;
ROE 16.1 12.74 13.75 * * ns 5.61"
Environmental 1.005 1.01 1.004
Volatility* ) ) ?3)
Environmental 1.10 1.07 1.04
Munificence® ¢)) ) ?3)

2 Var. (Quarterly EPS over 12 quarters); Means comparisons based on logarithmic transformations

4 Std. Error /Mean; Figures in parentheses indicate volatility ranking for industry
5 Antilog (Regression Coefficient); Figures in parentheses indicate munificence ranking for industry

ferent from the performance of the other two in-
dustries. There were no performance differences
between computers and pharmaceuticals. Thus hy-
pothesis 2 found partial support. Airlines which
had the most munificent industry environment, also
had the highest performance. Computers and

pharmaceuticals which had less munificent indus-

try conditions had lower performance scores
(though not significantly different from each
other). Thus hypothesis 2a found only partial sup-
port.

Hypotheses 3a and 3b was tested using the
Within-And-Between Analysis (WABA) at the
firm level of analysis (ref. Dansereau, Alutto, &
Yammarino, 1984). As the heart of WABA, the
Covariance Theorem postulates that a raw, unad-
justed correlation of risk with earnings perform-
ance is equal to the weighted sum of the between-
cell and within-cell variances and covariances
(Przeworski & Teune, 1970). In the within-firm
model the primary source of variability in risk and
performance measures is within a firm. The be-
tween-firm model suggests that the variability in
risk and performance from year to year is rela-
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tively minor compared to the major differences that
can be found between firms. The statistical analog
for this between-firm model is an ANOVA in
which firms are aligned with statistical cells and a
significant F statistic would evidence the between-
firm  condition. Within-and-Between-Analysis
(WABA) goes beyond the ANOVA and tests the
covariance theorem which states that any correla-
tion is equal to the weighted sum of the between-
cell and within-cell variances and covariances as
shown in the equation below:

= (615,) (etay) (Fg) + (€tayy) (€ly) ()

where,
rTxy = total firm-level correlation between x and

y

etaBx = between-eta correlation of variable x (i.e.,
business risk)

etaBy = between-eta correlation of variable y (i.e.,
earnings performance)

rBxy = between-firm correlation of x and y

etaWx = within-eta correlation of variable x

etaWy = within-eta correlation of variable y

rWxy = within-firm correlation of x and y.
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The etas can be mathematlcallz/ derived by
calculating the square root of the R” associated
with one-way ANOVAs. Significant values for the
between-firm eta would suggest that there were
significant differences between firms on that par-
ticular variable. Likewise, a significant between-
firm correlation (rBxy) would indicate that all in-
dustry firms with high average risk also had high
performance. Conversely, a significant within-cell
eta denotes differences within firms on that vari-
able. A significant within-firm correlation (rWxy)
suggests that the relationship between risk and per-
formance was within individual firms, with no
commonality in the pattern across all firms in the
industry.

Since a frequency analysis indicated
skewed distributions for ROE and total business
risk, recoding to reduce the range and natural loga-
rithmic transformations were undertaken for these
two variables in order to ensure normal distribu-
tions. The results of WABA for hypotheses 3a and
3b are in Table 4.

The total correlation between business risk
and performance was significant only in the com-
puter industry where there was a negative relation-
ship (i.e. , 1Txy =- 49", The relationship was not
51gn1ﬁcant in airlines (i.e., rTxy =-.14) and phar-
maceuticals (i.e., rTxy = -.06). This indicated that
computer firms were simultaneously reducing
business risk while increasing earnings perform-
ance, a significant achievement given that their in-
dustry environment was the most volatile. Further,
as volatility decreased from computers to airlines

and pharmaceuticals (ref. Table 3), the strength of
the relationship between business risk and earnings
performance attenuated from -.49™" to -.14 and -
.06 (see Table 4). This provides support for hy-
pothesis 3a. An examination of the between-group
correlations (i.e., rBxy) provides additional con-
firmation regarding the nature of the industry ef-
fect. The between-firm correlations were highly
significant (refer Table 4) in the computer industry
[i.e., rBxy = -.43(a)/-.55 " (c)/.03(p)], where (a)=
a1r11nes (c) = computers, and (p) = pharmaceuti-
cals. This indicated that on average across all in-
dustry firms, higher performing firms in the highly
volatile computer industry were consistently re-
ducing business risk while increasing earnings per-
formance. Moreover, as the volatility decreased
(i.e., from computers across airlines to pharma-
ceuticals), the strength of the between-firm corre-
lation coefficients also decreased (as shown
above). This contradicts hypothesis 3a.

Hypothesis 3b concerning the effect of in-
dustry munificence on the risk-performance rela-
tionship also did not find support. As munificence
increased from pharmaceuticals to computers and
airlines, the increases in the total correlation be-
tween risk and performance did not follow a simi-
lar pattern. The same pattern was manifested in the
between-firm correlations. The two sets of results
taken together indicate a lack of support for hy-
pothesis 3b.

Overall, though there were differences
across the three industries in business risk and per-
formance (performance only in the case of the air-

Table4
RISK-PERFORMANCE CORRELATIONS(j.e.. WABA)'
: TT I
Airlines’ Computers Pharmaceuticals
YTxy -.14 - 49¥** -.06
YBxy -.43 - 55%** +.03
Ywxy +.22 ' - 4THN* -20%*
1 yryy = Total pearson correlation between business risk and roe
Ywxy = Between firm correlation (based on firm average)
Ywxy = Within firm correlation
2 *p<.05
**p<.01
*** p <.001
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line industry-refer Table 3), the relationship be-
tween these variables is evident primarily in the
computer industry. This suggests that in comput-
ers, industry conditions (medium munificence and
high volatility) along with other common industry-
specific influences (such as industry structure, na-
ture of demand, rivalry, entry barriers) were si-
multaneously increasing earnings performance
while reducing business risk across all the firms in
the industry (on average). In the airline and phar-
maceutical industries on the other hand, such
common industry and/or other contextual condi-
tions that concurrently affected business risk and
performance were not in evidence.

Higher business risk in the computer in-
dustry could be the effect of high volatility. The
relatively lower earnings performance in the phar-
maceutical industry (i.e., compared to airlines)
was probably caused by the lowest levels of mu-
nificence among the three industries examined.
Alternatively, high levels of munificence in the air-
line industry can explain the highest levels of per-
formance among the three industries.

The within-firm correlations (shown in
Table 4) were significantly negative for computers
and pharmaceuticals, but not for the airlines [i.e.,
Wxy =22(a)/-.47"""(c)/-.20"™" (p)]. The significant
within-firm results (in computers and pharmaceuti-
cals), in addition to representing less business risk
with higher performance, also illustrate an addi-
tional point. There could be individual firms within
industries that succeed in reducing business risk
while simultaneously increasing performance, even
if all the other firms in these industries do not (on
average) do so. These individual firm effects are
however not the result of industrywide factors such
as industry-wide environmental conditions, nature
of rivalry or demand uncertainty. These effects are
idiosyncratic to the firm and could be the result of
firm-specific strategic decisions that reduce busi-
ness risk while simultaneously enhancing perform-
ance.

Discussion

Agency theory (Eisenhardt, 1989; Fama,
1980; Fama & Jensen, 1983; Jensen & Meckling,
1976), financial theory (Amihud & Lev, 1981), as
well as the management literature (Bettis, 1983;
Freeman, 1984) have suggested that interests of
managers and shareholders do not always coincide.
This translates into differing assumptions regard-
ing the motivations of managers towards the vari-
ous components of risk (Aaker & Jacobson, 1987,
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Baird & Thomas, 1985; Lubatkin & O'Neill,
1987). But finance theory and the CAPM assume
that shareholders can diversify away unsystematic
risk (better than individual firm managers can re-
duce them). But given the managerial incentive to
concentrate on dealing with business risk, their
ability to do so is determined to a large extent by
conditions in the organization's industry environ-
ment. Consequently, the impact of industry-
specific conditions such as munificence and vola-
tility on business risk and its relationship with per-
formance is an area that deserves greater attention.

As expected business risk increased in
parallel with industry volatility. Since the low
volatility industries demonstrated less business
risk, managerial ability to reduce business risk ap-
peared to improve under conditions of reduced en-
vironmental volatility. From a theoretical stand-
point, these results presage different levels of
agency motives for business risk reduction across
industries characterized by different levels of vola-
tility.  Overall, managers may also exhibit a
greater inclination to influence business risk be-
cause of its close links with their employment
risks. There is no evidence to suggest a strong in-
fluence of munificence on business risk.

Industry performance appeared to be in-
fluenced by munificence, with the airline industry
having the highest levels of both munificence and
performance. Conversely, the pharmaceutical in-
dustry had the lowest munificence along with aver-
age performance.

The overall relationship between business
risk and performance was negative in the highly
volatile computer industry. Here, all firms (on av-
erage) managed to simultaneously decrease busi-
ness risk while increasing performance. In addi-
tion, as volatility decreased (in airlines and phar-
maceuticals) the strength of the negative correla-
tion between risk and performance decreased. A
similar pattern was evident in the between-firm
correlations. These results were evidently caused
by common intra-industry similarities (and inter-
industry differences) in volatility. The impact of
munificence on the relationship between risk and
performance was less apparent given that direc-
tionality was absent in the changes in the relation-
ship as we went across industries.

There were negative within-firm relation-
ships observed in computers and pharmaceuticals,
indicating that in these industries, individual firms
managed to simultaneously achieve a reduction in
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business ask along with increases in performance.

Within-firm correlations are idiosyncratic and
unique to individual firms and cannot be attributed
to industry wide effects. These could arise from
special strategies or resource-based advantages
that individual firms exploited. In pharmaceuticals
it could have been the research skills/expertise,
repertoire of patents and financial resources that
specific individual firms possessed. In computers
it could be the unique technological advantages and
process capabilities of individual firms. The air-
line industry exhibited an insignificant pattern of
results in the tested relationship, perhaps because
of factors unique to the industry.

The overall conclusion is that business risk
(which is of concern to managers and a broader
range of organizational stakeholders) varies across
industries, and appears to decrease along with
volatility. Earnings performance (which also dif-
fers across industries) appears to be more influ-
enced by munificence. There is some evidence of
the influence of volatility on the relationship be-
tween these two variables. The relationship be-
tween business risk and earnings performance
could also be affected by other factors such as in-
dustry structure, barriers to entry, rivalry, nature
of demand, firm strategy and characteristics of the
capital market. We now discuss the implications
of these findings for managers.

Managerial Implications

Highly volatile industry environments are
likely to pose greater business risks, and by exten-
sion greater managerial employment risks. Such
conditions are more prevalent in industries in the
introductory or early growth stages of the product
life cycle, where greater fluctuations in demand
and supply characteristics exist. The computer in-
dustry was more volatile during the period of the
study, partly because of the rapid growth it under-
went during the latter half of the 1980s (especially
in the mini and micro computer segments). In ad-
dition, rapid changes in product standards and the
relative ease of entry created a volatile competitive
environment for industry participants. The tech-
nology and product specifications were widely dis-
seminated and being continuously upgraded
(especially in the PC market), making access to
technological know how relatively ineffective as a
factor in deterring new entry. Access to distribu-
tion channels, which is another major entry barrier
into other consumer durable goods industries was
easily overcome by later entrants such as Dell
Computers and Gateway who bypassed existing
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channels and set up mail-order distribution ar-
rangements. The entry bonier created by the need
for capital resources was overcome through enter-
ing niche markets, focusing on specialized product
(or component) segments, or becoming an un-
branded captive supplier of generic products to an
established brand manufacturer. Managers who
prefer less turbulent conditions should opt for in-
dustries which pose more significant entry barriers
for later entrants, than was characteristic of the
computer industry during the late 1980s. How-
ever, the higher risk resulting from environmental
volatility also came with greater opportunity, since
computer industry managers were able to simulta-
neously decrease business risk while increasing
earnings performance.

By contrast, in pharmaceuticals, potential
entrants were deterred by the need for financial re-
sources and R & D skills. Existing competitors
(especially the bigger pharmaceutical firms like
Merck, Pfizer, Eli Lilly, and others) had collec-
tions of block-buster drugs that enjoyed patent
protection. These ensured a stable earnings stream
for their owners. The existing companies also had
channels of distribution sewn up through their well
trained sales forces and physician contacts. The
above two factors alone posed formidable disad-
vantages to potential later entrants. In addition,
the overall environment for health care was more
benign in the late 1980s. All these factors com-
bined to reduce the industry's environmental vola-
tility. Thus, the pharmaceutical industry with its
high level of entry barriers offered stable average
returns for lesser business risk. However even in
this industry (as in the earlier case of computers),
managers of individual firms could exploit idiosyn-
cratic firm specific advantages to simultaneously
decrease business risk while improving earnings
performance.

For the airline industry, the long cycle of
economic expansion beginning in the early 1980s
provided continuous growth in air traffic revenues
and profits. Even though deregulation (in the early
1980s) lifted regulatory restrictions on entry into
the industry, the constraints imposed by the finite
number of departure gates and landing slots at
major airports (which were already monopolized
by existing competitors) created some (though not
insurmountable) entry barriers. In addition, the
computerized reservation systems of major carriers
like American's Sabre) to which most travel agents
were hooked up on-line, was another obstacle that
newer, later entrants had to overcome. These entry
barriers (along with sustained industry growth)
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helped maintain overall industry volatility at me-
dium levels (the misfortunes of individual carriers
such as Braniff, Eastem and Panam notwithstand-
ing). Thus, an industry with high levels of munifi-
cence (and entry barriers) such as airlines offered
the best prospect for high profits (with relatively
lesser challenges).

Suggestions for Future Research

The moot question of whether firm or in-
dustry-level phenomena are more important influ-
ences on business risk and performance is left un-
resolved by the research results. Undoubtedly
managers have better strategic control over firm-
level factors. Our results suggest that industry
level phenomena are also important influences on
both risk and performance. Some industry level
contextual influences on business risk and per-
formance that could be examined by future re-
search would be industry structure, barriers to en-
try, extent of rivalry, the nature of demand and the
stage of the product life cycle.. At the firm level, it
would be appropriate to examine the effects of firm
strategy and core competencies on risk and per-
formance variables. Finally, the characteristics of
the capital market (i.e., 'bull' versus 'bear' periods)
is also an important influence on the examined
variables. Only by examining the effect of each of
these factors separately (as well as collectively)
will the question of 'which set of influences are
more important' be answered. All these are possi-
ble extensions and interesting areas for future re-
search.

The helpful comments of Abdul Rasheed are ac-
knowledged.
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