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ABSTRACT 

In this work, the existing trade-off between time synchronization quality and energy is studied for both large-scale and 
small-scale fading wireless channels. We analyze the clock offset estimation problem using one-way, two-way and 
N-way message exchange mechanisms affected by Gaussian and exponentially distributed impairments. Our main con- 
tribution is a general relationship between the total energy required for synchronizing a wireless sensor network and the 
clock offset estimation error by means of the transmit power, number of transmitted messages and average message 
delay, deriving the energy optimal lower bound as a function of the time synchronization quality and the number of 
hops in a multi-hop network. 
 
Keywords: Wireless Sensor Networks; Clock Offset Estimation; Time Synchronization; Wireless Channel Fading 

1. Introduction 

With the advent of wireless technologies over the last 
decade, Wireless Sensor Networks (WSN’s) are over- 
taking wired networks in the field of sensing [1]. A WSN 
typically consists of low cost sensor nodes that run on 
battery or obtain energy from harvesting techniques, 
namely self-powered sensors. For this reason, energy 
management becomes a substantial matter in order to 
guarantee reasonable sensors’ lifetime values. Network- 
wide time synchronization for WSN’s provides mecha- 
nisms for achieving power management and device loca- 
tion, while it constitutes an indispensable requirement for 
in-network processing of the sensed data. However, syn- 
chronizing an entire WSN represents a far-from-trivial 
enterprise that encompasses a suite of challenges to be 
solved, for which it remains within the top-five most 
challenging open topics in WSN’s [2]. Still, with the re- 
cent introduction of the “Internet of Things” (IoT), the 
density of the nodes in a WSN is expected to be consid- 
erably increased [3], and time synchronization will be- 
come a substantial need for achieving the desired per- 
formance figures. Due to the fact that in the most gen- 
eral case there will be no common clock signal broad- 
casted over the entire network, time synchroniza-  

tion algorithms aim to provide a mechanism by which all 
sensors obtain an estimate of their internal clocks with 
respect to the other nodes so as to reach a consensus on 
the concept of time among all the sensors in the network. 
For each sensor i, its internal clock ci can be modelled as 
a linear equation with a corresponding skew αi and offset 
βi [4,5], namely  i i ic t t    . In order to achieve a 
target synchronization quality, parameter estimation 
techniques can be applied, being the estimation error   
a function of the estimator and the number of samples 
employed. Since time synchronization involves messages 
exchange and transmission/reception operation, it be- 
comes an energy-consuming task for sensors to carry out; 
still, the communication channel may undergo impair- 
ments making transmitted messages do not reach their 
destinations, which constitutes a waste of energy for the 
entire network. Consequently, time synchronization im- 
plies an unavoidable energy expenditure; however, when 
achieved, it could allow significant further savings in 
energy consumption through proper network power ma- 
nagement.  

This work is organized as follows: Section 2 provides 
an overview of the related work on the field of clock 
offset estimation, Sections 3 and 4 state the general sys- 
tem model for the power consumption vs. estimation 
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quality trade-off when using one-way messages, Section 
5 extends the limits found in Section 4 to two-way mes- 
sages’ clock offset estimation, and a generalization of the 
problem to n-way messages is presented in Section 6; 
Section 7 shows that the results for two-way messages 
exchange are applicable to the renowned Reference- 
Broadcast Synchronization algorithm [6], whereas Sec- 
tion 8 depicts the simulation results for the limits found 
in this research for the two-way message exchange sce- 
nario. Finally, Section 9 exposes the conclusions of this 
work. 

2. Related Work 

There is a number of clock synchronization techniques 
that base their operating principle on estimation theory 
and messages exchange among sensors. Examples of 
these are Reference-Broadcast Synchronization (RBS) 
[6], Timing-Sync Protocol for Sensor Networks (TPSN) 
[7] and Pairwise Broadcast Synchronization (PBS) [8]. 
All three protocols make use of the number of received 
messages from a given sensor node to produce their 
clock estimation. In RBS, a reference node broadcasts 
reference beacons that serve the nodes in the network to 
perform receiver-receiver pairwise synchronization. TPSN, 
however, creates a hierarchical structure in which each 
node synchronizes to its parent in a sender-receiver fash- 
ion. Yet, in PBS, a pair of supernodes A and P ex- 
change messages that are overheard by all nodes in the 
network, allowing each node to construct their local es- 
timate of the clock offset and skew with respect to the 
supernodes based on reception time stamps. Thus, for a 
given node B the quality of offset estimation with respect 
to reference node P can be obtained as follows [8]: 
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It can be noted from (1) that the estimation quality, 
represented by the variance of the estimator, depends on 
the number of received messages m  and the time 
stamps differences Di. Increasing m  will enhance esti- 
mation quality in detriment of the energy consumed; this 
trade-off will be treated throughout this work in order to 
provide the basis for its theoretical limits. For simplicity 
reasons and without loss of generality, the problem of 
clock offset estimation will be studied in this work, al- 
though it can be generalized to skew estimation as well. 
More recent works such as [9,10] approach the energy 
efficiency problem from a protocol perspective, without 
detailing the physical phenomena involved in wireless 
channels. For example, [9] proposes a new algorithm, the 
Recursive Time Synchronization Protocol (RTSP), which 
aims to minimize the number of transmitted messages in 

a WSN, although the authors do not include in their 
analysis the transmit or receive power in each sensor 
node as part of the minimization problem. Thus, many 
authors expose this energy-synchronization quality bal- 
ance as a known open topic (such as [11,12]), to the best 
of our knowledge, previous contributions in the field of 
clock synchronization focus on the algorithmic aspect of 
the timing mechanism with little concern on the energy, 
physical phenomena (i.e., fading channels) and average 
message delay required to attain such a goal. Moreover, 
the trade-off “transmit power—clock synchronization 
quality” is a critical issue for wireless embedded systems 
that requires to find an optimal solution. This paper ex- 
tends the work we presented in [13] and provides a con- 
crete answer to the following question: “What is the 
minimum energy required to synchronize a WSN within a 
target clock accuracy?” 

3. System Model 

Transmit power and clock synchronization quality ope- 
rate on different layers: the first one is a physical magni- 
tude whereas the latter belongs to the application layer. 
Nonetheless, with the introduction of the cross layer de- 
sign concept [1], all layers should be aligned in order to 
achieve an energy-optimal solution. However, prior to 
estimation, physical layer reception occurs with a given 
probability of failure as a function of the transmit power 
S, given by the outage probability Pout of the channel, 
defined as the probability that the received signal falls 
under a minimum acceptable threshold [14]. Some au- 
thors prefer to use the term packet reception rate (PRR), 
which generally refers to the ratio between the received 
and transmitted packets [15], although in this work it is 
more convenient to talk of outage probability, since it 
provides a closer look into the physical effects that lead 
to successfully receiving a packet or not. 

Let’s consider each node’s clock offset θ is estimated 
with an unbiased estimator ̂ , and let 2

̂
  be the vari- 

ance of the clock offset estimator. The problem described 
in this section centers on the fact that sender node A 
sends m packets while receiver node B receives 

 1 outm m P    successful messages. The outage prob- 
ability can also serve as a measure of the delay   in- 
troduced by the communication channel for achieving the 
synchronization quality, since the probability 

 , ,sP m m p  of successfully receiving the target m  mes- 
sages when sending m m   messages is a binomial ran- 
dom variable (RV) with success probability 1 outp P   
and mean    , , 1s outE P m m p m P     . This leads to 
an average delay per message δ defined by the rate of 
successfully received messages as follows:  

  1, ,
M

M
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Tm
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PE P m m p
   

  
       (2) 
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where MT  is the message transmission time. Thus, re- 
ducing the outage probability will also enhance the syn- 
chronization time. That is, time-sensitive applications 
may adjust their performance by tuning the transmit 
power accordingly. However, this must be balanced with 
the application’s energy budget, since in order to reduce 

outP  , the transmit power S must be increased. Consid- 
ering the estimation quality depends on the number of 
successfully received packets m , the interesting relation 

 2
ˆ f S


   is sought. Thus, it is necessary to account 
for the estimation quality’s dependance on the number of 
received messages, namely  2

ˆ m


   , and the number of 
received messages as a function of transmit power, i.e. 
 m S . 
In this work, we analyze two different perturbations of 

the estimated magnitude, i.e. Gaussian and exponential 
distributions corresponding to the impairments of the 
estimated clock offset θ. As explained in [16,17], a sin- 
gle-server M/M/1 queue can fittingly represent the cu- 
mulative link delay for point-to-point hypothetical refer- 
ence connection, where the random delays are inde- 
pendently modeled as exponential RVs. The exponential 
random delays have their origins in the access time and 
processing times of the nodes. The reason for adopting 
Gaussian pdf is due to the central limit theorem, which 
asserts that the pdf of the sum of a large number of inde-
pendent and identically distributed (iid) RVs approaches 
that of a Gaussian RV. This model will be appropriate if 
the delays are thought to be the addition of numerous 
independent random processes [17]. In addition to this, 
when nodes are estimating the magnitudes by means of 
the commonly used technique of Medium Access Control 
(MAC) layer time-stamping, the estimation noise is 
Gaussian distributed since the send time, access time and 
transmission time uncertainties are canceled out [7,18]. 
We also approach the synchronization problem from the 
local perspective of a node that is synchronizing with a 
neighbouring node, irrespective of the network size and 
topology. Still, we consider that the nodes’ spatial posi- 
tions remain approximately constant during the synchro- 
nization process, as specified in Section 3.2. The analysis 
presented in this work is not tied to a particular proce- 
dure but it represents a universal lower bound on the 
“energy—synchronization quality” trade-off. 

3.1. Estimators and Theoretical Limits 

The trade-off studied in this work can be stated as an 
estimation problem. Both expected value and variance of 
the offset’s unbiased estimator are defined as shown be- 
low: 

ˆE                       (3) 
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In order to formulate a general problem, the Cramer- 
Rao lower bound [19] can be used for delimiting the best 
performance an estimator can afford. Thus, the estima- 
tion quality relates with the Fisher Information function 
 I   as follows: 

 
2
ˆ

1

I



                 (5) 

with the Fisher Information’s expression as shown below 
[19]: 
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(6) 

where f is the likelihood function of the parameter θ. 

3.2. Communication Channel Model 

For wireless channels, received to transmitted power ra- 
tio RS S  is dictated by [14]: 

 
0

10 log 10 logR
dB

S d
dB K

S d
         (7) 

where K is a constant that models the antenna gain, d0 a 
reference distance, γ the path loss exponent, d the dis- 
tance between transmitter and receiver nodes, and 

10 logdB  , being ψ a RV that models either 
large-scale (shadowing) or small-scale (multipath fading) 
effects. A communication is defined to be successful, i.e. 
the receiver can process the transmitted message, when 
the received Signal-to-Noise Ratio (SNR) γs satisfies 

0s  , being γ0 the minimum acceptable SNR by the 
receiver [14]. We will consider that the wireless channel 
is memoryless and time-invariant, meaning that each 
channel use will be independent and uncorrelated from 
each other, i.e., they will undergo independent and iden- 
tically distributed (i.i.d.) fading effects [14]; this means 
that two subsequent messages sent over the wireless 
channel will present independent and uncorrelated im- 
pairments. Although this situation is not always present 
in practice, this assumption simplifies the mathematical 
problem while at the same time enables us to gain insight 
into the general problem. This condition may be applica- 
ble to fast-varying channels as well as moving sensors 
where the displacement distance d  of a sensor is 
much less than the distance d that separates a pair of sen- 
sors. In a typical scenario where wireless sensors trans- 
mit over 2.4 GHz, with a wavelength of λ = 1.25 cm, it 
will be sufficient that d    and 1.25d   m. 

3.3. Multiple Broadcast Domains  

Figure 1 depicts a situation where nodes deployed in a 
network contained in different broadcast domains need to 
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Figure 1. Network topology where multiple broadcast do- 
mains are present and multi-hop communication is re- 
quired. 
 
communicate to each other through an intermediate node. 
We will initially study the one-way message exchange 
situation, where Node 1 sends messages to Node 2, and 
the latter estimates Node 1’s clock offset without mes- 
sage exchange. Following to presenting a solution to this 
problem, we will study the two-way message exchange 
scenario, where Node 2 will respond messages to Node 1, 
and they will both estimate each other’s clock offsets. 
Finally, we will extend the results to the case in which 
Node 1 needs to communicate with Node 3 through Node 
2, which will create a 4-way message exchange (Node 
1-Node 2, Node 2-Node 3, and all the return messages to 
Node 1), a situation that can be generalized to N-way if 
there are N/2 broadcast domains and all sensors need to 
communicate with each other in the network. Therefore, 
with N-way message exchange we address the multiple 
hop communications in a multi-domain WSN.  

3.4. Problem to Solve: Energy Optimization 

The number of successfully received packets m  is re- 
lated to the transmit power S as shown below: 

 1 outm m P S                 (8) 

The main challenge is to find the transmit power S that 
satisfies the following condition: 

 2
ˆmin( ) s.t.S m


             (9) 

Equation (9) seeks the minimum transmit power S that 
guarantees the necessary amount of received messages 
m  so that the clock offset estimation error 2

̂
  is less 

than a desired level  . For Cramer-Rao efficient esti- 
mators, i.e. estimators that attain equality in (5), the fol- 
lowing inequality can be stated: 

 
2
ˆ

1

,I m
 


 


           (10) 

where I is the Fisher Information of the estimated pa-  

rameter θ as a function of the received samples m . Thus, 
the problem can be stated as follows: 

  1
Find: min( ) s.t. ,S I m


       (11)  

Equation (11) can be thought of as an expression of 
cross-layer design in wireless sensor networks, since it 
relates a physical layer magnitude (S) with an application 
layer parameter ( ). This expression seeks the minimum 
transmit power S for achieving a desired estimation error 
  on the clock offset θ by successfully receiving m  
messages after transmitting m messages. 

In order to account for energy optimization, both 
transmitter and receiver energy must be minimized; the 
first one depends on the transmit power S and the number 
of transmitted messages m, whereas the latter is deter- 
mined by the total time the receiver circuit is powered-on. 
A priori, the time during which the receiver is turned on 
could be defined by Mm m T   ; however, this time 
equals the total transmit time, while the receiver node 
should be turned on for longer in order to receive all the 
messages since it cannot know in advance each message 
arrival time. Then, it is expected that the receiver as-
sesses the channel properties and increases its receive 
time by a linear factor of  1 1 outP . Thus, the total 
receive time becomes  1 out Mm P m m T       . 
That said, the total energy function for a pair of nodes (i, 
j), where node i is transmitting messages to node j, can 
be expressed as follows: 
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     

      (12) 

where 1M outT P    as per (2) and RxS S   re- 
presents the ratio between the receive power and the 
transmit power, which typically falls in the range 
0.5 0.8  for commercial transceivers [20]. Although 
the energy in (12) depends on    1 ,1outP      , 
this term has a smooth variation with S for which it does 
not strongly contribute to the overall variation as the rest 
of the unknowns S, m and   do, which may present an 
unbounded variation as it will be shown in Section 6. 
Hence, it is sufficient to minimize the product of all S, m 
and   to find the minimum energy working point. 
Then, let: 

 , ,A S m S m               (13) 

be a measure of the energy employed in the synchroniza- 
tion process. Thus, the objective is to minimize the 
 , ,A S m   function for both small-scale and large-scale 

fading effects. This will be the main motivation 
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throughout the rest of this work. 

3.5. Distribution Functions of the Clock Offset 

3.5.1. Gaussian Distribution Function 
As per (6), the Fisher Information function requires a 
likelihood function to be applied. Considering the case of 
Gaussian distributed likelihood functions, for m  Gaus- 
sian i.i.d observations of θ, the joint probability distribu- 
tion function is expressed as: 

 
 

 2

2 22 1

1
, exp

22

m
i

m
j VV

f m
 


 

 
  
   



    (14) 

where 2
V  is the variance of the perturbations that im- 

pair the measurements around the real value of the pa- 
rameter θ to be estimated. Operating with (6), (11) and 
(14), we obtain: 

  2

1
,

V

m
I m


 
             (15) 

3.5.2. Exponential Distribution Function 
In this section we study the case in which the offset θ 
will be estimated from m  observations affected by ex- 
ponential random delays. Let the one-way message esti- 
mator of the clock offset be: 

ˆ X X                 (16) 

where X is the delay of the channel with exponential pdf, 
and X  is the expectation of X, thus θ is an unbiased 
estimator. The pdf of X can be expressed as: 

   exp , 0Xf x x x           (17)  

where 1X   and 2 21V   are the expectation 
and variance of the delay X, respectively. The joint pdf 
after m  i.i.d received messages becomes: 

   ˆ ˆ, exp , 0mf m m X X              
   

(18) 

By applying (6), the Fisher Information for exponen- 
tial delays is defined by: 

 
2

2 2
2

,
V

m
I m m 


 

             (19) 

For notational simplicity, we will symbolize the case 
of Gaussian delays with the parameter 1   and expo- 
nential delays with 2  . 

4. One-Way Message Clock Offset Estimation  
Quality as a Function of Transmit Power 

4.1. Motivation 

Clock estimation by means of unidirectional messages  

represents an energy-efficient situation for each receiver 
node, since it does not require to implement a message 
exchange mechanism, while it can minimize or turn-off 
its radio operation upon receiving the required number of 
messages. The Flooding Time Synchronization Protocol 
(FTSP) [21], makes use of this technique, where each 
node produces a linear regression estimation of the sen- 
der’s clock offset. For this work, the one-way message 
mechanism represents the starting point for exposing the 
underlying issues associated with clock synchronization 
by means of wireless messages. 

4.2. Large-Scale Effects: Path Loss and  
Shadowing 

Large-scale fading represents the average signal power 
attenuation or path loss over large areas, a phenomenon 
affected by prominent terrain contours (billboards, clump 
of buildings, etc.) between the transmitter and receiver 
[22]; still, for indoor applications, this phenomenon is 
also present for distances smaller than 10 meters [14]. 
Under path loss and shadowing, the outage probability 
Pout is defined as the probability that the received power 
falls below a given outage threshold SRx expressed in 
dBm as found below [14]: 
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 



 (20) 

with the unknown transmit power S expressed in dBm. 
Parameters K, d, d0, γ, d defined in (7) are assumed 
known. In this scenario, the RV dB assumes a Gaussian 
distribution with zero mean and variance 

dB  (as- 
sumed known). Involving (8), (11), (20), (15) for Gaus- 
sian delays ( 1  ) and (19) for exponential delays 
( 2  ), it can be seen that for a desired estimation pre- 
cision  , the transmit power S must fulfill the follow- 
ing: 

  2
010 log 10 logRx V

dB

S S K d d
mQ





 
 

         
    

 

(21) 

Equation (21) shows that for decreasing estimation er-
ror  , either power S or number of transmitted mes- 
sages m must be increased accordingly. Being the Q(z) 
function bounded by the interval (0, 1), condition in (21)  

can be met if and only if  
2

0,1V

m






. The range of  

this expression is dominated by m for a given estimation 
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error  . Since Q increases with increasing S, the mini- 
mum transmit power Smin will be found on the limit of 
equality in (21). It is then convenient to rewrite this 
equation into a function as follows: 

 
2

1 min
min , 0V

dB

K S
B S m mQ







 

       
    

  (22) 

with  1 010 log 10 logRxK S K d d   . From (22), 
the number of transmitted messages m is determined by: 

12
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1 V

dB
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K S

Q










 
    

  
 
 
 

      (23) 

After combining (2) and (20), the delay   adopts the 
following expression under large-scale effects: 

min

1 min

M

dB

T

K S
Q








  
 
 

           (24) 

By substituting (23) and (24) into (13), and express- 
ing Smin in dBm, the minimization problem is stated as: 

 0.1 min
min min

min min

10.1 2min

min 2 1 min

d 10d
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d d
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d
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S
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T
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Q












 
 

 
 
  

   
         

    (25) 

Defining  1 min dB
u K S   , we can rewrite (25) 

as follows:   

 
 

2
0.23 0

dB

Q u

Q u


 


          (26) 

Considering    
2

1 2
2 exp

2

u
Q u

  
      

 
, and re-  

placing back min 1 dB
S K u   , (25) solves to the fol- 

lowing condition for both optimized transmit power and 
transmitted messages: 
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1 min
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2 exp

2
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0.23 2

dB

dB dB

K S

K S
Q



 



 

     
          

   
 (27) 

which can be graphically solved to find the optimal Smin 
value, provided that min 1S K . Equations (23) and (27) 
represent an energy-efficient solution to the target esti- 
mation error   under the effect of large-scale fading. 

4.3. Small-Scale Effects: Multipath Fading 

Small scale fading refers to the dramatic changes in sig- 
nal amplitude and phase as a result of small changes in 
spatial separation between transmitted and receiver [22], 
a situation that occurs when the transmitter and receiver 
nodes are surrounded by a large number of scattering 
objects [14]. Under small scale fading, or Rayleigh fad- 
ing, there is no line-of-sight signal component and the 
envelope of the received signal is described by a Ray- 
leigh probability density function (pdf). The outage pro- 
bability under Rayleigh fading for a minimum acceptable 
SNR 0  and average transmitted SNR s  becomes 
[14]: 

 
2

0 01 exp 1 exp N
out

s

P S
S

  


  
       

   
  (28) 

where 0  and 2
s NS   are dimensionless whereas 

the transmit power S and the noise power 2
N  are ex- 

pressed in Watt. Consequently, by combining (15) with 
(8) and (28), the relation between transmit power S, num- 
ber of transmitted messages m and estimation precision 
  for small-scale effects is described by the following 
expression: 

 
2 2

0
min

min

, exp 0N VC S m m
S




  


  

       
   

 (29)  

As per (29), the number of transmitted messages m is 
determined by:  

12 2
0
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expV Nm
S


  


   
    
   

         (30) 

The delay   under small-scale effects can be express- 
ed as: 

2
0

min
min

exp N
MT

S

 


 
   

 
          (31) 

By substituting (30) and (31) into (13), the minimiza- 
tion problem becomes: 

 min min min

min min
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 (32) 

where Smin is expressed in Watt. Equation (32) solves to: 
2

min 02 NS                 (33) 

Consequently, as per (30), the expression of the mini- 
mum number of transmitted messages m results in: 

12
1 2

min e Vm



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 
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 
           (34) 
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Equation (34) shows an inversely proportional depen- 
dance on m with estimation quality  , which exhibits 
the existing trade-off between estimation quality and 
number of transmitted messages, and their relation to 
energy consumption as determined by (13). 

5. Two-Way Message Clock Offset  
Estimation Quality as a Function of  
Transmit Power 

5.1. Motivation 

So far, we have studied the problem of one-way message 
estimation. In this section, we extend our work presented 
in [13] to the most commonly used technique for esti- 
mating the clock offset (and clock skew as well) in the 
time synchronization problem in WSN’s, i.e., two-way 
message exchange mechanism; a complete description of 
this technique can be found in [17] and an application of 
minimum variance unbiased estimation (MVUE) of the 
clock offset for the two-way message exchange mecha- 
nism is detailed in [23]. 

5.2. General Provisions 

We will consider that all nodes are constructively identi- 
cal, meaning that their minimum acceptable SNR 0  
will be equal for all of them, and they will transmit sig- 
nals over a symmetric channel in an environment with 
equal noise power 2

N  and 
dB  for both small-scale 

and large-scale effects, respectively. In addition to this, 
we will consider that signals transmitted in uplink or 
downlink transmission will undergo the same stochastic 
process for the noise impairments, with equal mean, 
variance and distribution. In summary: 

2 2
0 0; ; ,

i j i j dB dBi j
N N i j             (35) 

5.3. Model Statement  

Let’s consider the situation where two nodes i and j pro- 
duce local estimates of the clock offset based on the 
number of observations (messages) exchanged amongst 
them, as it is the case of TPSN or RBS. Although these 
two synchronization protocols differ in nature, they both 
exploit two-way messages exchange in order to achieve 
synchronization. Under a two-way message scenario, 
each node i will compute a valid sample if and only if 1) 
it succeeds to deliver a message to node j and, 2) it re- 
ceives the associated response to this message; this 
means that both transmitted and received (i.e., replied) 
messages must be successfully delivered to the destina- 
tion. To be more specific, let’s consider node i sends a 
message k

ijm  to node j at time k. Node i will wait for the 
reply message k

ijm  from node j associated to time slot k 
for computing its k-th estimation sample. This property 
of the nature of two-way message exchange mechanism 

that makes two independent messages be chained to- 
gether to produce a valid estimation sample will be fur- 
ther exploited in the next sections.  

5.4. Problem Outline 

Recalling Section 3.4, we now need to find its counter- 
part for two-way message exchange. Since each individ- 
ual node i will process the k-th estimation sample based 
on the message it sent to node j and its associated re- 
sponse, we can state the probability that node i receives a 
valid sample from its neighbour node j at time k as: 

 k k k
ij ji i j j iP P s s              (36) 

where k
i js   indicates that node j has successfully re- 

ceived a message sent from node i, at time k. Since the 
messages sent by the nodes are independent from the 
other’s messages, and each channel use is also an i.i.d. 
RV, (36) can be rewritten as: 

       1 1k k k k k
ij ji i j j i out outi j j i

P P s P s P P    
       

(37) 

Since we assumed identical nodes immersed in a sym- 
metric, time-invariant wireless channel, we can rewrite 
(37) as follows:  

  2
1k k

ij ji RTS outij
P P P S k     


       (38) 

where k
RTSij

P


 is the round-trip success probability for the 
round-trip message k between nodes i and j and  outP S  
is the traditional outage probability defined in Section 4. 
Equation (38) indicates that, for a given node, the prob- 
ability of receiving a valid round-trip estimation sample k 
depends on the square of the outage probability of the 
wireless channel. Moreover, the large-scale and small- 
scale effects studied in Sections 4.2 and 4.3 will be have 
to be reapplied with this new channel success factor. The 
counterpart of (8) under a two-way message scenario be- 
comes: 

  2
1RTS outm m P m P S      


        (39) 

where k
RTS RTSij

P P
 

 for each (i, j) pair and for all k.  

5.5. Large-Scale Effects 

By combining (20) with (38), the round-trip success pro- 
bability RTSP


 equals   2

Q z S . Hence, this leads the 
problem under large-scale effects to the following solu- 
tion: 
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Q
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 



 
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          

   
 (40)  

with min 1S K . For the minimum transmit power found  
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in (40), the corresponding minimum number of transmit- 
ted messages is given by: 

12

min

2 1 min
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dB

m
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Q
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
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

 
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 
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      (41) 

Yet, the delay under this scenario is expected to be 
twice as much the one-way message exchange delay: 

min

2 1 min

2 M

dB

T

K S
Q








  
 
 

           (42) 

5.6. Small-Scale Effects 

With the introduction of RTSP


, (32) will have its expo- 
nent increased by a factor of 4, which can be thought of 
as increasing the noise power 2

N . Thus, obtaining the 
tuple ( min min min, ,S m  ) is straightforward: 

2
min 0
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           (43) 

This shows that the effect of small-scale effects for the 
round-trip message scenario can be linearized to the 
number of round-trips required for obtaining a single 
valid message k. It is interesting to note that the mini- 
mum number of messages mmin remains unchanged with 
respect to the one-way scenario for equal  , while the 
adjusting variable remains the transmit power S.  

6. N-way Message Clock Offset Estimation  
Quality as a Function of Transmit Power 

A generalization of the problem can be easily inferred for 
both fading scenarios. Let a single estimation sample be 
composed of n messages exchanged between nodes i and 
j over a symmetrical stationary channel. A value of n = 1 
represents one-way messages, n = 2 corresponds to 
two-way messages, and so on. A situation in which a 
single node produces a single estimate sample based on n 
hops will represent a n-way message exchange mecha- 
nism. Then the following generalization can be stated for 
each channel fading situation. 

6.1. Large-Scale Effects 
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6.2. Small-Scale Effects 
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          (45) 

Equation (44) shows that for increasing n, both mmim 

and min  grow unbounded since 0Q   as n   . 
Thus, Smin needs to be increased in order to keep 1Q  , 
so that mmim and min  do not experiment an abrupt 
growth as n is raised. For small-scale fading effects, as 
shown in (45), Smin increases linearly with n for achiev- 
ing the target estimation error  ; also, the average mes- 
sage delay min  increases unbounded with n, which 
represents no benefit from the energetic or application 
standpoint. Finally, the minimum number of messages 
mmim mainly depends on and inversely proportional to 
 .  

7. Application Example: RBS Algorithm 
In this section, the Reference-Broadcast Synchronization 
(RBS) [6] protocol will be used as an example to apply 
the aforementioned theoretical limits. In RBS, a pair of 
receiver nodes synchronize by estimating each other’s 
relative offsets after receiving a common reference signal 
which is assumed to arrive simultaneously to all nodes 
within the same broadcast domain. This approach, called 
receiver-receiver synchronization, removes the largest 
nondeterministic part of the receive delay due to the 
broadcast characteristic of the wireless channel. Thus, 
each pair of neighbouring nodes (i, j) will exchange their 
observations of the reference broadcast message and will 
estimate each other’s relative clock offset ij  with the 
following estimator:  

 , ,
1

1ˆ
m

ij j k i k
k

T T
m




 



           (46) 

Considering that ,j k k ij kT T x    and 

,i k k kT T y  , where kx  and ky  represent AWGN 
noise with equal mean and variance, while kT  is the 
absolute time at sample k, we can rewrite (46) as follows: 
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 
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           (47) 
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where k k kz x y  is a Gaussian RV with distribution 
 20, VN  .   
Lemma 1: As per (47), RBS estimates the offset be- 

tween nodes i and j through the sample mean, which is 
the Minimum Variance Unbiased Estimator (MVUE) 
estimator of ij , attaining the Cramer-Rao Lower Bound 
(CRLB) exposed in (10). Then, the general lower bounds 
shown in Section 3.4 are seamlessly applicable to the 
RBS protocol. 

Proof: an unbiased estimator of the parameter ij  
based on measurements x that attains the CRLB can be 
found if and only if [19]:   

     
ln ; ij

ij ij
ij

p x
I g x


 




   

     (48)  

for some functions  ijI   and  g x . Still, if  ijI   
and  g x  exist, the CRLB equals  1 ijI   and 
 ijg   is the MVUE estimator of ij . Defining 
 k ij kx x z  , and involving the likelihood function 

defined in (14), (48) takes the following expression:   
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


     (49) 

Equation (49) shows that the CRLB is defined by  

  2
ij VI m   while  

   1 1

1 1m m

k ij kk k
g x x z

m m
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 
    

 
 is the MVUE esti-  

mator of ij . Thus, by introducing (47), the MVUE es- 
timator of ij  is the sample mean. Hence, Lemma 1 is 
proved. 

8. Simulation Results 

This section exposes the simulations results for typical 
WSN parameters as referenced in [14] under the most 
commonly used exchange mechanism, i.e. two-way mes- 
sage exchange (n = 2). Figure 2 and 3 depict the depen- 
dance of the number of transmitted messages m and the 
required energy  , ,A S m   with transmit power S un- 
der the influence of large-scale fading, for Gaussian and 
exponential delays, respectively, and for different values 
of the estimation quality  . The counterpart for small- 
scale or Rayleigh fading is shown in Figure 4 and 5, for 
Gaussian and exponential delays, respectively. Results 
show that it is necessary to finely adjust S to obtain a 
minimum m so as to minimize the overall synchroniza- 
tion energy. 

As the number of hops n increases, the energy minima 
move towards higher values of S for both fading scenar-  

 

 

Figure 2. Number of transmitted messages and Energy required as a function of transmit power for large-scale fading, for 
different clock offset estimation qualities using two-way messages, with Gaussian delays. 



P. BRIFF  ET  AL. 

Copyright © 2013 SciRes.                                                                                 WSN 

190 

 

Figure 3. Number of transmitted messages and energy required as a function of transmit power for large-scale fading, for 
different clock offset estimation qualities using two-way messages, with exponential delays. 
 

 

Figure 4. Number of transmitted messages and energy required as a function of transmit power for small-scale fading, for 
different clock offset estimation qualities using two-way messages, with Gaussian delays. 

 
ios; this means that dense multi-hop sensor networks 
(large n) will require more synchronization energy. Ex- 

amples of these types of networks can be found in [24], 
applied to farming and geographic surveillance. Figure 6   
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Figure 5. Number of transmitted messages and energy required as a function of transmit power for small-scale fading, for 
different clock offset estimation qualities using two-way messages, with exponential delays. 

 

 

Figure 6. Minimum synchronization energy as a function of number of hops for large-scale fading, for different clock offset 
estimation qualities, with Gaussian delays. 

 
shows the energy minima for large-scale fading and 
Gaussian noise, where it can be seen that the growth of 
 , ,A S m   is fairly smooth due to the fact that Smin 

tends to maximize the Q-function for maintaining mmin 

and min  as minimum as possible. The counterpart for 
small-scale fading and Gaussian noise is displayed in 
Figure 7, where the best-effort situation exhibits a linear 
growth of the energy function with the number of hops;  
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Figure 7. Minimum synchronization energy as a function of number of hops for small-scale fading, for different clock offset 
estimation qualities, with Gaussian delays. 
 
for values of the transmit power smaller than the mini- 
mum-energy power Smin, an exponential growth of 
 , ,A S m   is expected for increasing n, as dictated by 

(45).  

9. Summary and Discussions 

Time synchronization for a WSN can be achieved by 
means of parameter estimation techniques which require 
a number of messages to be transmitted from a sender to 
a receiver node. The minimum amount of total energy 
required for achieving a desired estimation quality   is 
represented by the product of the transmit power S, num- 
ber of messages m and the average message delay  . 
By introducing the concept of outage probability of the 
wireless channel for both large-scale and small-scale 
fading scenarios, a minimization problem can be stated 
for the total energy function. The resolution of the entire 
system finds the energy-optimal working point which 
represents a lower bound for the estimation quality. 

The general results obtained in this work have been 
applied to the cases of Gaussian and exponential pertur- 
bations for the Cramer-Rao efficient, unbiased offset 
estimator ̂ . For other estimators that do not fulfill these 
conditions, the estimation error 2

̂
  shall be used in- 

stead of the Fisher Information function in order to 
compute the theoretical limits for that particular case. 
The renowned one-way and two-way message exchange 

scenarios have been extensively analyzed in this work, 
proving that the RBS synchronization algorithm achieves 
one-way message exchange theoretical limits. Finally, 
the results obtained throughout this work have been ex- 
tended for the case of n-way messages, which will serve 
as a basis to generalize the synchronization energy prob- 
lem to densely deployed multi-hop wireless sensor net- 
works, as it will be in the realm of the Internet of Things. 
As part of our future work, we will extend this analysis 
to a generic WSN aiming to find the network-wide en- 
ergy vs. estimation quality trade-off, including the effect 
of interference from simultaneous transmitters in the 
analysis. We are also considering incorporating in our 
analysis the development of energy harvesting tech- 
niques in an attempt to render the synchronization proc- 
ess as autonomous as possible from energy provided 
from external environment. 
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