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CHAPTER 1 
 General introduction 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
“We study the problem and we’ve been studying it for damn well near a century, yes, 
but we get no further with our studies. You’ve got a good home here, good loving par-
ents. You’ve got not too bad of a brain. Is it some devil that crawls inside of you?” 

― Anthony Burgess, A Clockwork Orange, 1962 
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THE OMITTED CHAPTER 

In 1962, the British writer Anthony Burgess invented a novel, which attracted vast 
attention upon its publication. Modern Library included it in the list of the 100 best 
20th century Novels written in English. Cineastes admire Burgess’ story as it is the 
source of an all-time favorite movie directed by Stanley Kubrick in 1971 through which 
it shaped pop culture and iconography of the 70ties: A Clockwork Orange. 
 The narrative is centered on a young man named Alex and his gang, the ‘droogs’. 
Highly aggressive and impulsive as they are, they find the ultimate pleasure in seem-
ingly arbitrary acts of what they call ‘ultra-violence’. Their endeavors that are de-
scribed in the first part of the book comprise drug abuse, theft, assault, rape, demoli-
tion, and child molestation, leaving a trace of destruction wherever they go. When 
finally arrested, in the second part of the novel Alex is subjected to the ‘Ludovico 
Technique’, an aversive procedure of behaviour-modification based on the principles 
of classical conditioning; while injected with a substance that induces severe nausea, 
he is forced to watch videos graphically depicting all kinds of cruelty. This leads to an 
immediate coupling of violence and nausea, which is supposed to erase all aggressive 
tendencies from his personality. The third part of the book is devoted to Alex’s life 
after prison (Burgess, 1986). 
 When Burgess proposed his manuscript to an American publisher, he was strongly 
advised that the 21st and final chapter of the work should be omitted in the oversea’s 
version. Indeed, editions published in the United States prior to 1986 consist of only 20 
instead of 21 chapters and so does Kubrick’s movie. In the original ending proposed by 
the author, Alex finally starts to reflect on his actions and the crimes he committed. He 
gains deeper insights in his past life, personality, and the ethical values of society and 
ultimately renounces violence and pledges to change his behaviour for the better (Fai-
zan, 2012). 
 Apparently, the original ending did not appear catchpenny enough to publishers 
and producers; in the movie as well as the shortened version of the novel, Alex is never 
freed of his aggressive tendencies and the story ends dark and crestfallen. As literary 
circles have debated for half a century which fits Burges’ novel best, scientists have 
wondered about whether or not impulsivity and aggression can be modulated on a 
behavioural or biological level. The doctoral thesis at hand, tries to contribute empiri-
cal evidence to this discussion. 
 Impulsivity and aggression have always fascinated human kind. References range 
from ancient drawings and religious stories to modern day literature, cinema, and 
television. In the Christian mythology, the second event that happens right after earth 
and life are created is a murder; Kain, the first son of Adam and Eve, kills his younger 
brother Abel (Genesis 4:1-8, Holman Christian Standard Bible). Following this myth, 
already the second human born did not die from natural causes but by human hand. 
Parallels can be found in all cultures and religions. 
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 Upon this day crime seems the most popular and best-selling feature in the media 
landscape. The British Guardian declared that almost two-thirds of all books borrowed 
from British libraries in 2013 were crime novels (British library charts 2013). 
 Probably more impacting than the cultural perception of impulsivity and aggression 
is its societal relevance. Every year more than 180.000 registered ‘violent crimes’ (in-
cluding murder, manslaughter, rape, sexual coercion, robberies, dangerous and serious 
bodily injury, and slight bodily injury with intent) are registered by German authorities 
(Polizeiliche Kriminalstatistik PKS; Bundeskriminalamt BKA, 2013). In the United States, 
violent crimes amount to over one million per year (Uniform Crime Report UCR; Feder-
al Bureau of Investigation FBI, 2013). The prevalence of aggressive behaviour is one of 
the main challenges our modern civilization has to face. It leads to the experience of 
insecurity in all of us and poses enormous costs to our social systems. Therefore, it is 
crucial to provide the public, forensic professionals, and workers dealing with aggres-
sive individuals (in schools, hospitals, and the social sector) with scientific evidence on 
1) etiological models and 2) potential interventions to decrease aggression. 

SOCIAL NEUROSCIENCE 

Cacioppo and colleagues (2000) have repeatedly pointed out how crucial it is to ana-
lyze human behaviour on multiple levels in order to gain comprehensive knowledge. 
The neural correlates of social interaction attract growing interest in neuroscience. 
Although seemingly complex and difficult to pin down in a laboratory situation, re-
search involving neuroscientific methodology starts to identify neural processes under-
lying social constructs. Complementary social and biological perspectives need to be 
integrated into what we nowadays call ‘social neuroscience’. 
 We as humans are ‘social animals’ (Aronson, 1972); our behaviour cannot be eval-
uated independently from our social environment. Most actions that we commit on a 
daily basis are closely linked to our surroundings. Social and cultural factors do not 
only influence behaviour, but also the biological processes underlying it. This has been 
shown in the context of genetics, immunology, cardiovascular functioning, and pathol-
ogy (Cacioppo et al., 2000). For instance, Reynolds and Berridge (2008) have observed 
that varying emotional environments retunes the function of neural populations. On 
another note, the field of epigenetics has demonstrated, that the social and emotional 
environment an individual is exposed to can tremendously change how and which 
biological components underlying behaviour (in this case genes) are expressed (Bird, 
2007). The link between biology, social interactions, and the brain should be consid-
ered in a multilevel approach to understanding human behaviour. 
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FROM LESION STUDIES TO NON-INVASIVE METHODOLOGY IN 
NEUROSCIENCE 

In order to investigate the link between behaviour and the brain, various neuroscien-
tific methodologies are at disposal. In history, knowledge gain on the brain relied on 
lesion studies. One of the first official – and definitely the most famous – cases investi-
gated in ‘social neuroscience’ was that of Phineas Gage (Damasio, Grabowski, Frank, 
Galaburda, & Damasio, 1994). No textbook on psychology or basic neuroscience is 
complete without his story and pictures. After his prefrontal cortex was severely le-
sioned due to an accident in 1884, he showed alterations in his cognitive control, be-
came impulsive, and was no longer capable of goal-oriented behaviour which ultimate-
ly led to severe changes in his social behaviour. More recent case studies also demon-
strate a link between frontal lobe lesions and impulsivity, violence, and aggression. It 
was shown that Vietnam veterans suffering from frontal lobe lesions display more 
aggressive and violent behaviour (Grafman et al., 1996) than their comrades. In pa-
tients with early onset frontal lobe damage, impaired social and moral judgement was 
observed; although not diagnosed with psychopathic traits, these patients showed 
behaviours that are typical for psychopaths (Anderson, Bechara, Damasio, Tranel, & 
Damasio, 1999). 
 Lesions sometimes have to be surgically created to improve patients’ symptoms. 
This was done e.g. in the context of treatment-resistant epilepsy (Ameli, 1980; Morris, 
1956). Recently, a verdict of a Brazilian court suggested an active amygdala lesion in 
three mentally handicapped adults with impulsivity issues (Gouveia et al., 2014). This 
surgical intervention was executed despite the severe side effects which were to be 
expected. In certain circumstances, such intervention can be ethically questionable. 
 Lesion studies provide important information on how the brain works. They never-
theless have several disadvantages (Sternberg, 1999): First, patients with specific brain 
lesions are rare and cannot be investigated with randomized and well-controlled ex-
perimental designs. Therefore, results cannot be generalized. Second, lesions are often 
not well defined and not bound to specific brain regions. The lesioned brain initiates 
processes in order to compensate for the damage. These processes induce additional 
variance into patient groups with similar lesions and make it difficult to trace behav-
ioural consequences. Third, functional deficits in patients with brain lesions do not 
necessarily coincide well with the location of their lesion. Finally, the induction of brain 
lesions as in the above mentioned cases can have severe side effects. Due to the de-
scribed disadvantages, information derived by investigating the lesioned brain cannot 
be sufficient to gain insights on the function of the intact brain. Evidence derived from 
different methodologies has to be integrated in order to reveal neural mechanisms 
and their relation to behaviour on multiple levels. In the field of cognitive neurosci-
ence, non-invasive methods provide promising tools to circumvent the described prob-
lems. The research presented in this thesis made use of non-invasive methods enabling 
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the localization (Brain Imaging) and the manipulation (Non-Invasive Brain Stimulation) 
of brain function. 

Brain Imaging 

Cognitive neuroscience relies vastly on methods, which allow the localization of ana-
tomical structures as well as functional activation within these structures. For instance, 
X-Ray and Positron Emission Tomography fulfill this purpose. Unlike these methods, 
Magnetic Resonance Imaging (MRI) is based solely on tissue properties and metabo-
lism and does not require exposure to any ionizing radiation or contrast medium. Thus, 
it is a powerful and non-invasive tool in the context of brain imaging. 
 Magnetic Resonance Imaging (MRI). By exposing tissue to a strong static magnetic 
field, protons in hydrogen atoms within the tissue align themselves to this external 
magnetic field. When rapid alternating radiofrequency pulses are applied, these pro-
tons oscillate and deviate from their original alignment. The local energy fields that are 
emitted as the protons return back to their original alignment depend on specific tis-
sue properties. By recording this signal, tissue properties can be reconstructed. Next to 
spinal imaging, brain imaging is currently the most prevalent use of MRI (“Magnetic 
Resonance, a critical peer-reviewed introduction”, European Magnetic Resonance 
Forum, retrieved January, 14th, 2015). In the context of neuroscience, this enables the 
mapping of brain structure and anatomy, the imaging of specific anatomical features, 
and the detection of deviant, e.g. cancerous, tissue. 
 Functional Magnetic Resonance Imaging (fMRI). One of the most crucial methodo-
logical advances in cognitive neuroscience was the development of tools that can link 
specific anatomical structures to certain cognitive processes (Raichle, 1994). FMRI 
undoubtedly contributed immensely to this development. When a brain region is acti-
vated during cognitive or behavioural processes, it has to be supplied with oxygen via 
the blood supply. A time-locked measurement of oxygenated blood within brain re-
gions during specific functional requirements (during e.g. task performance) can, 
therefore, shed light on the functional involvement of these brain regions. FMRI ex-
ploits exactly this blood oxygenation level-dependent (BOLD) signal in order to reveal 
the function of brain regions and the spatial distribution of their functional involve-
ment. FMRI has a rather low temporal resolution compared to other neuroscientific 
methods such as, for instance, Electroencephalography. Its spatial resolution, however, 
is higher than in most other non-invasive imaging methods; this holds true especially 
for high-field fMRI. 
 FMRI can provide information on which brain regions are involved in a cognitive 
process and where they are located (standard approach). In addition, the method also 
allows to investigate if (functional connectivity) and how (directed connectivity) brain 
areas interact during a certain cognitive process (Goebel, Roebroeck, Kim, & 
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Formisano, 2003; Roebroeck, Formisano, & Goebel, 2005). Both approaches have been 
applied in the context of this thesis. 
 While fMRI is a powerful tool to reveal associations between brain structure and 
function, it cannot shed light on the causality of these associations and, furthermore, 
cannot interfere with brain activity. Therefore, the combination of fMRI with Non-
Invasive Brain Stimulation techniques can lead to further knowledge gain on the causal 
relationship between brain activation and impulsivity and aggression. 

Non-Invasive Brain Stimulation 

Non-Invasive Brain Stimulation techniques allow manipulating brain activity, i.e. in-
creasing or decreasing the activity or excitability of a specific brain region. This enables 
three-fold knowledge-gain: First, manipulating the activity of specific brain regions and 
subsequently observing behavioural consequences leads to a better understanding of 
the functional role of these regions in the investigated behaviour. Second, this ap-
proach permits more causal or mechanistic interpretations of brain-behaviour rela-
tionships than evidence obtained by means of mainly correlational methodology like 
fMRI (Sack, 2006). Finally, Non-Invasive Brain Stimulation – in its ability to manipulate 
– is a method which can change brain activity patterns and, thus, can potentially be 
translated to clinical applications (Fregni, Freedman, & Pascual-Leone, 2007; Hummel 
& Cohen, 2006; Williams, Imamura, & Fregni, 2009). In the following, the two Non-
Invasive Brain Stimulation techniques employed in the research presented in this the-
sis will be described in detail. 
 Transcranial Magnetic Brain Stimulation (TMS). TMS interferes with brain activity 
exploiting the law of electromagnetic induction. Standard TMS equipment consists of a 
stimulator and a connected figure-of-eight coil. By holding it to the scalp surface and 
generating a powerful electrical field within the coil, a magnetic field (perpendicular to 
the electric field) is induced, which in turn induces another electric field (perpendicular 
to the magnetic field) within neural tissue. Depending on the TMS-protocol adminis-
tered, neurons – being electro-conductive elements within the brain – react to this 
induction of electric current (Hallett, 2000). 
 Protocols. In terms of pulse patterns in which TMS can be administered, mainly two 
types of protocols can be differentiated. One can employ single pulse TMS at various 
time points within a given cognitive process in order to investigate, for instance, the 
chronological aspects of functional involvement regarding certain brain regions. For 
patterned TMS (Rossi, Hallett, Rossini, & Pascual-Leone, 2009) multiple TMS pulses are 
administered in trains. It serves to induce reversible but relatively long-lasting altera-
tions of brain activity and enables the observation of changes in behaviour due to 
these changes in neural activity. This procedure is also named the ‘virtual lesion ap-
proach’ (Pascual-Leone, Bartres-Faz, & Keenan, 1999). While low frequency (1 Hz or 
less) repetitive TMS decreases, while high frequency (more than 1 Hz) repetitive TMS 
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increases activity in the stimulated brain region (Rossi et al., 2009). The after-effects of 
repetitive TMS last about as long as stimulation is administered. Thetaburst Stimula-
tion (TBS; Huang, Edwards, Rounis, Bhatia, & Rothwell, 2005) is another form of pat-
terned TMS which causes relatively long lasting effects with short stimulation periods: 
Continuous TBS (3 pulses of stimulation at 50 Hz, repeated every 200 ms, for 40s, re-
sulting in 600 pulses) inhibits brain activity for up to 30 to 40 minutes, whereas inter-
mittent TBS (3 s trains of TBS, repeated every 10 s, for a total of 190 s, resulting in 600 
pulses) has excitatory effects. Intermediate TBS (5 s trains of TBS, repeated every 15 s, 
for a total of 110 s, resulting in 600 pulses) shows neither inhibitory nor facilitatory 
effects. 
 Localization of target regions. In order to localize potential TMS target regions and 
subsequently position the TMS coil accordingly, mainly three approaches have been 
used (Sack et al., 2009). First, regions can be targeted by placing the TMS coil over 
associated positions within the international 10-20- or respectively 10-10 EEG system 
(Oostenveld & Praamstra, 2001) on the scalp. While not posing any methodological or 
materialistic challenges and being cheap, easy, and fast, this approach takes inter-
individual variability in neither brain structure nor brain function into account. Second, 
in order to account for anatomical variability in brain structure, localization procedures 
for TMS can be based on individual anatomical MRI scans. Therefore, structural brain 
scans of each participant have to be acquired which are then, together with the TMS 
coil and the head surface of the participant, aligned in space by means of a stereotactic 
system. This ensures that TMS pulses are delivered precisely over the anatomical 
landmarks that are to be targeted in each individual. Third, in order to account for 
inter-individual variability not only in anatomy, but also in spatial distribution of func-
tion, the positioning of the TMS coil over individual target sites can be based on indi-
vidual functional imaging data relevant to the concept at investigation. In this case we 
speak of ‘fMRI guided’ TMS. It has been demonstrated that individuals differ signifi-
cantly in the spatial distribution of functional brain activity (Frost & Goebel, 2012). 
Therefore, ‘functionally guided’ TMS increases the statistical power of TMS experi-
ments by accounting for this variability (Sack et al., 2009; Sparing, Hesse, & Fink, 2010). 
In the context of this thesis fMRI guided continuous TBS was applied. 
 Safety issues. TMS is a non-invasive method of brain stimulation, which allows to 
better understand timing and causality with respect to functional involvement of brain 
regions. To apply TMS pain-free and with minimal risk, certain safety guidelines have 
to be met. There is a low risk to induce a seizure (for high frequency repetitive TMS: 
1.4% in epileptic patients, under 1% in healthy individuals). TMS can be accompanied 
by transient head ache, local pain, neck pain, toothache, paresthesia, and transient 
changes in hearing (Rossi et al., 2009). To ensure the safe application of TMS, only TMS 
protocols within the current safety guidelines can be employed (Rossi et al., 2009; 
Wassermann, 1998), proper hearing protection has to be used, and every participant 
needs to be thoroughly screened to rule out any potential risk factors (e.g. individual / 
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family history of epilepsy, psychiatric or neurological disorders, drug (ab)use, sleep 
deprivation). 
 Transcranial Current Stimulation (tCS). Another form of Non-Invasive Brain Stimu-
lation is tCS (Nitsche et al., 2008; Paulus, 2011). TCS induces low electric currents with-
in brain tissue and, thereby, increases or decreases the excitability of brain regions 
depending on the polarity of current induced. A standard tCS setup consists of a bat-
tery to which two electrodes (which can vary in size) are connected. By positioning 
those electrodes on the scalp (for procedure see DaSilva, Volz, Bikson, & Fregni, 2011) 
using a conductive medium (saline solution or electroconductive gel), current can be 
generated within brain tissue. The current flow is always directed from the anodal 
electrode (positively polarized) towards the cathodal electrode (negatively polarized). 
The latter electrode is often also called the ‘reference’ electrode. The excitability of 
brain areas that are hyperpolarized (by anodal stimulation) is increased, while the 
excitability of brain areas that are hypopolarized (by cathodal stimulation) is de-
creased. This effect is caused by a manipulation of the membrane potential of neurons 
leading to alterations in spontaneous firing rates (Paulus, 2011). How current flow, 
current density, and current polarity are distributed within brain tissue depends on the 
exact montage of anode and cathode on the scalp (Nitsche et al., 2007). 
 Protocols. TCS can be applied in various forms. Transcranial Direct Current Stimula-
tion (tDCS) induces stable currents of fixed intensity (usually about 0.5 to 3.0 mA) over 
a period of up to 40 minutes; excitatory effects are demonstrated for anodal, while 
inhibitory effects have been shown for cathodal stimulation (Nitsche et al., 2008). 
Transcranial Alternating Current Stimulation (tACS; Antal & Paulus, 2013) is a method 
capable to influence brain oscillations. This is achieved by applying currents in a time 
dependent manner following a sinusoidal function. Thereby, the amplitude, frequency, 
and relative phases of brain oscillations in areas across stimulation electrodes can be 
varied. TACS is a powerful tool that can either synchronize or desynchronize the cou-
pling of oscillations within brain regions. For transcranial Random Noise Stimulation 
(tRNS; Terney, Chaieb, Moliadze, Antal, & Paulus, 2008) currents are applied randomly 
over a certain amount of time; the technique is relatively new and, thus, experience 
with it is limited, but the main effects of tRNS seem to be excitatory (Terney et al., 
2008). 
 Localization of target regions. TCS can stimulate brain regions selectively. However, 
the degree of precision with which specific brain regions can be targeted falls below 
that of TMS. Attempts have been made to develop adequate procedures to correctly 
model current location and density within potential target regions (Datta, Baker, Bik-
son, & Fridriksson, 2011; Jung, Kim, & Im, 2013; Neuling, Wagner, Wolters, Zaehle, & 
Herrmann, 2012; Oostendorp et al., 2008; Wagner et al., 2007). Although such model-
ling approaches are not yet common practice in tCS research, it will be crucial to take 
into account actual tissue properties and inter-individual differences in brain anatomy, 
when optimizing electrode positioning in order to best reach potential target sites in 
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the future (Dannhauer, Brooks, Tucker, & MacLeod, 2012; Rampersad, Stegeman, & 
Oostendorp, 2011). 
 Safety issues. TCS is described as risk-free. Few minor aversive side effects related 
to the method have been reported in healthy participants and patients (Poreisz, Boros, 
Antal, & Paulus, 2007). Mostly, participants in tCS studies report a tingling sensation at 
the beginning and the end of the stimulation period (reported by around 70 % of par-
ticipants), moderate fatigue (around 35%), and sometimes an itching sensation at the 
position of the electrode (around 30%; Poreisz et al., 2007). Rarely, participants report 
headache (around 11%), nausea (around 25%), or insomnia (around 0.95%) after tCS 
stimulation (Poreisz et al., 2007). So far, no severe side effects of tCS are reported in 
the literature. The induction of electric current can cause biochemical reactions on the 
skin surface and, therefore, only participants who do not suffer from severe skin dis-
eases should undergo the method and current safety standards regarding type and 
intensity of induced current and exposure time to stimulation should not be exceeded 
in order to avoid skin injuries (Bikson, Datta, & Elwassif, 2009). 
 TMS versus tCS. It has to be emphasized that TMS and tCS – although both being 
non-invasive brain inference methods – are different in nature. Both bring along cer-
tain advantages and disadvantages, which make them more or less suitable for specific 
research questions and practical contexts. TMS is a powerful and well-established 
method that allows for precise stimulation of specific brain regions. Especially in its 
combination with fMRI and by targeting brain regions based on individual functional 
localization it can lead to a level of causal insight regarding functional involvement of 
brain structures which is unparalleled in humans. The physiological mechanisms under-
lying tCS, on the other hand, are not yet well established (Horvath, Forte, & Carter, 
2014). Furthermore, spatial specificity of tCS is relatively low (as compared to TMS) 
and localization procedures for tCS target regions and their optimization are currently 
developed (Dannhauer et al., 2012; Neuling et al., 2012; Oostendorp et al., 2008; Ram-
persad et al., 2011). However, tCS also has advantages over TMS. Being a cheap, highly 
portable, and mainly risk-free neuroscientific tool, it is interesting as a method for 
potential clinical interventions. Furthermore, it provides a way to test relatively global 
hypotheses on either relatively large brain structures (e.g. the prefrontal cortex) or 
cortical balance theories, where directed hypotheses on which specific brain regions 
should be target of interventions are not available. This makes tCS a useful method for 
the investigation of complex or higher order behaviour, as it is essential in social neu-
roscience. Finally, in the scientific context, tCS has one undeniable advantage over 
TMS; it provides a control, sham, or placebo condition that is easy to implement and 
cannot be differentiated from real stimulation (Paulus, 2011). While sham TMS appli-
cations mainly manage to imitate the auditory stimulus related to TMS pulses, but not 
the skin sensations related to real stimulation, sham tCS is not even recognizable for 
experienced participants. In order to apply sham tCS the electrodes are positioned 
equal to real stimulation, but the stimulation is switched of immediately after the 
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ramping phases. This procedure mimics the skin sensation accompanying tCS applica-
tions and, thus, reliably deceives participants about which condition they are assigned to. 

RESPONSE INHIBITION AND ITS RELATION TO AGGRESSION 

In this thesis the described neuroscientific methods were used as tools to investigate 
two basic concepts and how they relate to each other on neural level: Response inhibi-
tion and aggression. Both, in turn, are closely linked to impulsivity. 
 Logan and colleagues (1997) emphasize the importance of impulsivity as a concept 
in psychology: It plays a prominent role in differential psychology and is part of the 
extraversion dimension in many personality theories (Eysenck & Eysenck, 1969; Rev-
elle, Humphreys, Simon, & Gilliland, 1980). In developmental psychology, impulsivity is 
a crucial component of various disorders such as attention deficit hyperactivity and 
conduct disorder (Quay, 1998). However, ‘dis-inhibitory psychopathologies’ (Goren-
stein & Newman, 1980) are by far not restricted to childhood; impulsivity is also a 
crucial feature in obsessive compulsive disorder, certain expressions of schizophrenia, 
borderline, and antisocial personality disorder. 
 Aside from its clinical relevance, impulsivity is a concept important to everyday life: 
Individuals are often characterized by their actions. However, it might be that the 
things we chose not to do rather than the things we do that make us who we are. In 
every moment in which a human being choses one action, simultaneously countless 
other behavioural options have to be inhibited. It has been shown that people who do 
best in inhibiting alternative actions – and thus act goal-oriented – respect social 
norms, are not dependent on immediate gratification, and generally do best in life 
(Eigsti et al., 2006; Mischel, Shoda, & Peake, 1988; Mischel, Shoda, & Rodriguez, 1989). 
On brain level this is mirrored by the fact that amongst all mammals, the human spe-
cies is equipped with the functionally most developed prefrontal cortex – a region 
repeatedly associated with cognitive control (Koechlin, Ody, & Kouneiher, 2003; Miller, 
2000). 
 One way to measure impulsivity on a behavioural level is to examine the ability to 
inhibit motor responses. Response or action inhibition is defined as the withholding of 
pre-potent courses of action (Logan et al., 1997). Different forms of inhibition can be 
differentiated (Eagle, Bari, & Robbins, 2008): Action restraint refers to the inhibition of 
an action tendency which has not yet been initiated; it can be measured with classic 
go/no-go paradigms in which participants have to respond to a frequent go stimulus, 
while they have to restrain their response to an infrequent no-go stimulus. Action 
cancellation, on the other hand, refers to the inhibition of an action which has already 
been initiated; this can be measured with stop signal paradigms, in which participants 
have to respond to a go stimulus and cancel this response whenever they are present-
ed with a stop signal shortly after the go stimulus. 
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 Imaging studies on various response inhibition paradigms consistently reported 
task-related activity within inferior frontal gyrus, pre-supplementary motor area, ante-
rior insula, and subcortical circuitries including thalamus and striatum (Chambers, 
Garavan, & Bellgrove, 2009; Simmonds, Pekar, & Mostofsky, 2008; Swick, Ashley, & 
Turken, 2011). Response inhibition related brain activity was shown to be largely right-
lateralized (Aron, Robbins, & Poldrack, 2004). 
 Aggression – defined as behaviour that aims to intentionally harm others on psy-
chological or physical levels (Anderson & Bushman, 2002) – has empirically been asso-
ciated with impaired executive functioning and inhibition (Hoaken, Shaughnessy, & 
Pihl, 2003). Looking at how response inhibition related neural activity was mirrored in 
trait impulsiveness and self-reported aggression led to important insights. Horn and 
colleagues (2003) showed that impulsive individuals relied on stronger right orbito-
frontal activity to maintain inhibitory capacities in a go/no-go task. Furthermore, re-
sponse inhibition related activity in the right dorsolateral prefrontal cortex was found 
to be negatively correlated with motor impulsiveness measured by the Barratt Impul-
siveness Scale (Asahi, Okamoto, Okada, Yamawaki, & Yokota, 2004). Recently, Paw-
liczek and colleagues (2013) showed that high trait aggressiveness is associated with 
inhibition deficits and lower inhibition related brain activity. 
 As the term aggression comprises rather complex aspects of behaviour, it is usually 
categorized into sub-types, e.g. depending on different motivational states underlying 
it; while proactive aggression refers to using aggression in an instrumental, goal-
oriented way, reactive aggression refers to aggressive actions in response to preceding 
provocation (Poulin & Boivin, 2000; Raine et al., 2006). The described literature does 
not differentiate between these types of aggression, although the neural correlates as 
well as the deficits in executive functioning associated with re- versus proactive ag-
gression might differ. Furthermore, the described neuroscientific evidence relied on 
mainly self-reported measures of impulsivity and aggression and omitted behavioural 
aggression measures. However, it is a long- and well-known problem that behavioural 
measures of social constructs do not necessarily overlap with measures on a self-
reported level (Scheier, Buss, & Buss, 1978). Especially in aggression research, effects 
of social desirability and lack of self-insight are obstacles that measurement tools have 
to overcome (Vigil-Colet, Ruiz-Pamies, Anguiano-Carrasco, & Lorenzo-Seva, 2012). 
Although well-controlled behavioural aggression paradigms such as the Taylor Aggres-
sion Paradigm (Krämer, Jansma, Tempelmann, & Münte, 2007; Taylor, 1967) exist they 
have not often been used in neuroscience. The current challenge of research in social 
neuroscience is to look into behavioural measures of impulsivity and aggression, inves-
tigate the underlying neural correlates, and link these to established neural networks 
and theories on cognitive control. The work presented in this thesis followed this ap-
proach. 
 Research on the relationship between measures of impulsivity and aggression and 
its neural correlates does not only advance scientific knowledge about aggression and 
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its underlying mechanisms but ultimately lets science contribute to solve actual socie-
tal problems. A better understanding of aggression can help to better deal with vio-
lence in our societies and to develop interventions on behavioural and brain level that 
are able to decrease aggression. Neither as scientists nor as citizens we should ‘omit’ 
the crucial questions: Can aggressive behaviour be changed and, if so, how can violent 
individuals be re-integrated in our community? From this perspective, the so often 
omitted 21st chapter from Burges’ novel ‘A Clockwork Orange’ is actually the most 
interesting one for the 21st century. 

OUTLINE OF THE THESIS 

The thesis at hand is divided into three parts: Chapter 1 and 2 are focused on the in-
vestigation of response inhibition networks; in chapter 3 and 4 the overlap of neural 
correlates between motor impulsivity and aggression is discussed; chapter 6 and 7 
zoom into the neural components underlying different forms of aggression. Every part 
consists of fMRI work (revealing the neural correlates of the investigated concepts and 
their localization) and work applying Non-Invasive Brain Stimulation techniques (ma-
nipulating these neural correlates and observing subsequent changes in behaviour). In 
the following, the content of the single chapters is outlined: 
 In a first step, we aimed to reveal the neural correlates of one form of executive 
control related to aggression, namely motor response inhibition. We hypothesized that 
different aspects of response inhibition would translate to different neural activation 
patterns, but also activate a global common inhibition network within the brain. The 
fMRI study “A network approach to response inhibition: Dissociating functional connec-
tivity of neural components involved in action restraint and action cancellation” (chap-
ter 2) was designed to test this hypothesis by revealing the neural correlates of action 
restraint and action cancellation. Subsequently, we targeted the common inhibition 
network as well as the specific neural components revealed in the first study with cTBS 
(“The role of right prefrontal and medial cortex in response inhibition: Interfering with 
action restraint and action cancellation using transcranial magnetic brain stimulation”, 
chapter 3) to find out, whether a) we could establish a mechanistic or causal link be-
tween the identified brain regions and the investigated aspects of response inhibition 
and b) if the capacity to inhibit pre-planned or automatic responses could be modified 
by means of Non-Invasive Brain Stimulation. 
 In a second step, we investigated whether the neural correlates we identified to be 
involved in response inhibition overlap with neural networks involved in aggression. As 
outlined above, research has shown that failed response inhibition (or motor impul-
sivity) is related to aggression on behavioural level. We hypothesized that both con-
cepts should also be related on brain level and that their neural correlates should (at 
least in part) overlap. Chapter 4 (“Out of control: Evidence for anterior insula involve-
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ment in motor impulsivity and reactive aggression”) focuses on the investigation of this 
overlap between brain regions involved in motor impulsivity and behavioural aggres-
sion employing fMRI during a response inhibition and a controlled behavioural aggres-
sion paradigm. Subsequently, we manipulated the excitability of one overlapping re-
gion – namely the inferior frontal cortex – by means of bilateral tDCS (“No effects of 
bilateral tDCS over inferior frontal gyrus on response inhibition and aggression”, chap-
ter 5) investigate whether motor response inhibition and / or aggressive behaviour 
could be altered by this intervention. It was expected that enhancing the right inferior 
frontal gyrus (while simultaneously inhibiting the left) should increase the ability to 
inhibit motor responses and at the same time decrease aggressive behaviour, whereas 
enhancing the left inferior frontal gyrus (while simultaneously inhibiting the right) 
should have the exact opposite effect. 
 In a final step, we focused on the neural correlates of aggressive behaviour. In 
chapter 6, entitled “Left posterior insular activation during retaliation”, parametric 
modulations of brain activity related to aggressive behaviour were analyzed in order to 
further investigate the role of the insular cortex in aggression. This region was repeat-
edly reported to be involved in aggression and we tested our hypothesis that based on 
previous literature regarding insular function, specifically the posterior part should be 
involved in retaliation (aggression in reaction to provocation) and that this activation 
should be left-lateralized. In the concluding study (“Reducing proactive aggression 
through Non-Invasive Brain Stimulation”, chapter 7) we aimed to investigate, if aggres-
sive behaviour can be altered by enhancing the right dorsolateral prefrontal cortex 
with tDCS. Thereby, it was expected that an enhancement of this region should cause 
an increase in avoidance motivation and, thus, decrease aggression. 
 The results of all empirical studies will be summarized and discussed in the final 
chapter 8 (“General discussion”). Implications for future research, resulting challenges 
in social neuroscience, and potential clinical applications of the results outlined in this 
thesis will be illustrated. 
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CHAPTER 2 
 A network approach to response inhibition 

 
Dissociating functional connectivity of 
neural components involved in action 

restraint and action cancellation 

 

 
 
 
 
 
 
 
 
 
 
“Every characteristic absence of spirituality, every piece of common vulgarity, is due to 
an inability to resist a stimulus - you have to react, you follow every impulse.” 

― Friedrich Nietzsche, Twilight of the Idols, 1889 
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ABSTRACT 

The ability to inhibit action tendencies is vital for adaptive human behaviour. Various 
paradigms are supposed to assess action inhibition and are often used interchangea-
bly. However, these paradigms are based on different conceptualizations (action re-
straint versus action cancellation) and the question arises, to what extent different 
conceptualizations of inhibitory processing are mirrored in a distinct neural activation 
pattern. We used functional Magnetic Resonance Imaging to investigate the neural 
correlates of action restraint vs. action cancellation. Analyses of local activity changes 
as well as network connectivity measures revealed a strong overlap of activation with-
in a common action inhibition network including inferior frontal, pre-supplementary 
motor and thalamic brain areas as well as anterior cingulate cortex. Furthermore, our 
findings point to additional neural networks that are distinct for action restraint (i.e., 
right superior frontal gyrus, left middle frontal gyrus, and bilateral anterior cingulate 
cortex) and action cancellation (i.e., right middle frontal gyrus, posterior cingulate 
cortex, and parietal regions). Our connectivity analyses show that different inhibitory 
modalities largely rely on a task-independent global inhibition network within the 
brain. Furthermore, they suggest that the conceptually distinct inhibitory aspects of 
action restraint versus action cancellation also activate additional specific brain regions 
in a task-dependent manner. This has implications for the choice of tasks in an empiri-
cal setting, but is also relevant for various clinical contexts in which inhibition deficits 
are considered a diagnostic feature. 
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Social interaction heavily relies on an actors’ capacity to modify reactions and to inhibit 
pre-planned or automatic responses. Therefore, response (or action) inhibition, de-
fined as the cognitive ability to withhold such reactions (Logan et al., 1997), is consid-
ered one of the key concepts in understanding the flexible and adaptive nature of 
human behaviour. 
 Various paradigms have been developed to assess response inhibition (Wöstmann 
et al., 2012), whereby the go/no-go task (GNGT) and the stop-signal task (SST) are the 
most prominent ones. Both paradigms share the task instruction to not respond to a 
certain configuration of stimuli and might, thus, revert to similar cognitive resources 
(Schachar et al., 2007). However, both paradigms are understood to employ different 
aspects of inhibitory processing (Aron et al., 2004; McNab et al., 2008; Rubia et al., 
2001; Swick et al., 2011; Zheng, Oka, Bokura, & Yamaguchi, 2008). Eagle and col-
leagues (2008) stated that in a GNGT a not yet initiated action has to be restrained. In 
contrast, in a SST already initiated responses have to be cancelled. Therefore, it is of 
interest to what extent such conceptual differences are mirrored by differences in 
task-related neural activity. 
 Brain imaging studies have consistently reported inhibition-related activity within 
mostly right-lateralized (Aron et al., 2004) ventral and inferior prefrontal cortex, pre-
supplementary motor areas, and subcortical circuitries (Chambers et al., 2009). Only 
few studies directly compared neural activation in go/no-go and stop signal paradigms, 
focusing mainly on overlapping activation and identifying bi-hemispheric inferior, right 
middle frontal, and left anterior insula regions (McNab et al., 2008; Zheng et al., 2008) 
as the common locus of inhibitory processing. Rubia and colleagues (2001) reported 
left-lateralized prefrontal and parietal activation for action restraint and more right-
hemispheric activation during action cancellation. Sebastian and colleagues (2013) 
disentangled common and specific neural sub-processes of different inhibitory aspects. 
They found empirical evidence for a common inhibition network including inferior 
frontal cortex, pre-supplementary motor area, and parietal regions, but still empha-
sized that different aspects of action inhibition, i.e. interference inhibition and action 
cancellation, are discriminable on neural level. Also Swick and colleagues (2011) pro-
posed in their comprehensive meta-analysis, that both tasks share a fundamental core 
network involving bilateral inferior frontal and pre-supplementary motor regions. 
Furthermore, they assumed an additional fronto-parietal network to be involved ac-
tion restraint and a cingulo-opercular network in action cancellation. 
 However, the identification of common and distinct inhibitory neural networks and 
their respective brain connectivity measures were not directly addressed in any of the 
mentioned studies. A connectivity approach is indispensable in order to enable claims 
reaching beyond the mere description of co-activation of brain regions towards an 
understanding of their actual interaction. Therefore, we designed a functional imaging 
study in order to look at connectivity as well as local activity changes during response 
inhibition. Action restraint was expected to activate a fronto-parietal network while 
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action cancellation was thought to activate a cingulo-opercular network. In addition to 
these task-dependent neural network patterns, we furthermore expected to also find a 
common right-lateralized inhibition network including inferior frontal and pre-
supplementary motor areas. 

MATERIALS AND METHODS 

Participants and tasks. Nineteen healthy Dutch males volunteered for this study. One 
participant was excluded from further analysis because of technical problems during 
functional Magnetic Resonance Imaging (fMRI) data acquisition and one participant did 
not complete the experiment. Therefore, data of 17 (mean age = 28.4; SD = 9.9) partic-
ipants were included in the data analysis. All participants gave their written informed 
consent for participation and were paid for taking part. The study was approved by the 
Ethical Commission of the Faculty of Psychology and Neuroscience at Maastricht Uni-
versity and conformed to the Code of Ethics of the World Medical Association (Decla-
ration of Helsinki). 
 Participants had to complete two response inhibition tasks during the fMRI scan. 
Both task designs have been held as similar as possible in order to enable a valid com-
parison of their specific distinct inhibitory mechanisms. Furthermore, feasibility and 
comfortable task execution inside the fMRI scanner was considered to have par-
ticipants perform with full concentration. 
 In order to elicit action restraint, a simple go/no-go motor response task was used 
(Fig.1A). Participants were instructed to respond as fast and accurately as possible to a 
go stimulus via button press, while they should not respond to a rare no-go stimulus. 
Go as well as no-go stimuli were presented for 200 ms followed by a fixation cross for a 
randomized interval of 1300, 2800, or 4300 ms. 
 In order to elicit action cancellation, a modified version of the stop-signal task (Lo-
gan et al., 1997) was used (Fig.1B). Participants were instructed to respond as fast and 
accurately as possible to a go stimulus via button press, while they should not respond 
to this same stimulus in the rare cases when it was followed by a visual stop-signal. In 
the go trials the go stimulus was presented for 200 ms followed by a fixation cross for a 
randomized interval of 1300, 2800, or 4300 ms. In the stop trials the go stimulus was 
presented for 200 ms followed with a stimulus fixed onset asynchrony of 250 ms by a 
visual stop-signal presented for 300 ms and subsequently a fixation cross for a ran-
domized interval of 950, 2450, or 3950 ms. The fixed stop-signal delay was chosen to 
ensure optimal comparability between both paradigms and to keep the difficulty of 
the task at a level on which enough inhibition trials could be completed successfully. It 
has to be emphasized that this task design did not allow calculating stop signal reaction 
times within the framework of the independent race model (Verbruggen & Logan, 
2009). 
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Fig.1. Task design. 1A) Go/no-go task (GNGT). Go trials colour-coded in green, no-go/stop trials colour-coded 
in red. 1B) Stop-signal task (SST). Go trials colour-coded in green, no-go/stop trials colour-coded in red. 

 
No-go / stop events occurred in 25% of the 160 pseudo-randomized trials. The letters C 
and M were used as stimuli. Assigning a letter to the go and the no-go / stop condition 
was randomized between participants. After every 16 trials there was a short resting 
period of 19500 ms integrated into the task, where only a fixation cross was shown. 
Stimuli and fixation crosses were presented in white (RGB 255/255/255; Arial pt 24) on 
a grey background (RGB 125/125/125). Participants had to perform two runs consecu-
tive of 160 trials for each task in randomized order, leading to a total of 320 trials (80 
no-go / stop trials) per task and a scanning time of about 1.5 hours (approximately 10 
minutes for each experimental run, plus acquisition of anatomical data, plus prepara-
tion). Task order was counterbalanced. After being instructed and before entering the 
fMRI scanner all participants had completed a training version of each task (including 
64 trials per task). Stimuli were presented using Presentation software (Neurobehav-
ioural Systems, Inc., Albany, USA). 
 Technical details and fMRI acquisition. Stimulus material was displayed onto a 
frosted screen, positioned at rear of the scanner bore, using an LCD projector (PLC-
XT11-16, Sanyo North American Corporation, SanDiego, USA). Responses were col-
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lected employing a standard MR compatible button box (LUMItouch keypads, Photon 
Control, Burnaby, Canada). 
 Using a 3 T Siemens Allegra MR Scanner structural (high resolution T1-weighted 
MPRAGE; isotropic voxel resolution 1x1x1 mm³; 192 sagittal slices) and functional 
whole-brain (Gradient-Echo-EPI-sequence; TR=1500ms; TE=28ms; FOV=224mm; flip 
angle=71°; matrix=64x64; slice thickness=3.5mm; distance factor=10%; 458 volumes 
per run) images were acquired. 27 oblique transversal slices of 3.5x3.5x3.5mm voxels 
tilted 30° relatively to the anterior-posterior commissure (AC-PC) plane were obtained 
in order to avoid signal dropout in frontal areas (Deichmann, Gottfried, Hutton, & 
Turner, 2003). 
 FMRI analysis. Data analyses were performed using Brain Voyager QX 2.8 (Brain 
Innovation BV, Maastricht, Netherlands). The first five volumes of each functional run 
were discarded to allow for equilibrium effects. Preprocessing included 3D-motion-
correction (as implemented in Brain Voyager QX with trilinear / sinc interpolation and 
intra-session alignment to the 1st functional volume recorded after the individual ana-
tomical scan), cubic spline slice scan time correction, and the application of a temporal 
high pass filter (GLM with Fourier basis set of 3 cycles sine/cosine per run including 
linear trend removal). Images were co-registered to the individual anatomical scans 
and normalization to Talairach stereotaxic space (Talairach & Tournoux, 1988) Volume 
time courses were spatially smoothed using a 6mm full width half maximum Gaussian 
kernel. 
 In order to establish activation patterns of the GNGT and the SST as well as their 
dissociative brain activity, event-related random effects group analyses were per-
formed. A General Linear Model (GLM) was defined in order to analyze specific task-
related activation patterns for no-go trials in the GNGT and specific activation patterns 
for stop trials in the SST. The GLM included four predictors (successful go and success-
ful no-go trials in the GNGT, successful go and successful stop trials in the SST). Fur-
thermore, commission errors on go trials (misses) and on no-go and stop trials (false 
alarms) were modeled in order to account for error variance. For each trial BOLD-
responses during a time window of 1500 ms (one complete trial excluding the jitter) 
were modeled. Motion parameters were included as confound predictors in the re-
gression analysis and the single regressors in the resulting matrix were tested in order 
to avoid multicollinearity. Statistical maps were created using a threshold of p<.01 
corrected for multiple comparisons by means of cluster threshold level estimation 
analysis of 1000 Monte Carlo simulation iterations (Forman et al., 1995) resulting in a 
cluster threshold of 28 voxels. A conjunction analysis for successful no-go and stop 
trials (no-go ^ stop) was conducted to statistically evaluate the overlap (and only the 
overlap) of voxels significantly activated during both tasks and therefore involved in 
both tasks. Furthermore, a direct contrast analysis (stop > no-go) was performed to 
directly compare the two tasks and to examine the dissociative brain activity patterns 
between the no-go trials in the GNGT and the stop trials in the SST. 



CHAPTER 2 

32 

 Connectivity analysis and seed regions. In order to dissociate the overlapping and 
differential neural networks involved in both tasks, functional connectivity analyses 
were performed using Instantaneous Correlation Mapping (Goebel et al., 2003; 
Roebroeck et al., 2005). Thereby, we meant to investigate whether regions activated 
during action restraint and cancellation (in the GLM analyses) did indeed form a task-
related functional network of orchestrated activity across distributed regions. This type 
of analysis requires the definition of seed regions. The task-related linear pairwise 
correlations were computed during the no-go and stop condition for each voxel be-
tween the average time course of the voxels in the seed region and the voxel time 
course. 
 The choice of seed regions was based on previous literature (Swick et al., 2011) and 
the concrete results of our GLM analysis. Thereby, we focused on three potential net-
works: a supposedly common inhibition network, a specific inhibition network for 
action restraint, and a specific inhibition network for action cancellation. Therefore, 
connectivity analyses were based on three (one for each network) different seed re-
gions. In order to fulfill the criteria to be selected as seed regions, the regions had to 
be located within the hypothetical networks involved in action restraint and cancella-
tion as suggested by Swick and colleagues (2011), and, furthermore, display significant 
neural activation in our GLM analysis. We chose the following seed regions: - a common seed region in right anterior insula (as crucial node in a global inhibition 

network) - an action restraint specific seed region in right frontal cortex (as crucial node in an 
action restraint fronto-parietal network) - and an action cancellation specific seed region in posterior cingulate cortex (as 
crucial node in an action cancellation cingulo-opercular network). 

 The ROIs within these seed regions were defined depending on the specific group 
random effects GLM activation, focusing on the 250-300 most significantly activated 
voxels in the three regions. The ROI on which connectivity analysis regarding a poten-
tial common inhibition system was based, was defined on the GLM map of the con-
junction between successful action restraint and action cancellation (no-go ^ stop). 
The ROI on which connectivity analysis regarding a potential action restraint specific 
inhibition system was based, was defined on the GLM map of successful action re-
straint versus successful action cancellation (no-go > stop). The ROI on which connec-
tivity analysis regarding a potential action cancellation specific inhibition system was 
based, was defined on the GLM map of successful action cancellation versus successful 
action restraint (stop > no-go). 
 Group level instantaneous correlation maps were computed by averaging all single 
subject maps and testing the average T>0. Cluster threshold level estimation analysis 
were performed with p<.0001 and 1000 Monte Carlo simulation iterations in order to 
correct for multiple comparisons (Forman et al., 1995) resulting in a cluster threshold 
of five voxels. 
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RESULTS 

Behavioural data. Participants reacted significantly faster in the successful go trials for 
the GNGT compared to the SST (GNGT: MEAN=412.5ms / SD=46.9ms; SST: 
MEAN=505.6ms / SD=65.1ms; t=9.240 p<.001). False alarms (commission errors for 
inhibition trials) were more frequent in stop trials than in no-go trials (GNGT: 
MEAN=2.9 (3.6% of all no-go trials) / SD=2.7; SST: MEAN=8.5 (10.6% of all stop trials) / 
SD=7.3; t=3.394 p<.05). This probably reflects a higher cognitive load due to more 
complex instructions in the SST. In both task relatively few misses (commission errors 
on go trials) occurred (GNGT: MEAN=1.4 (0.6% of all go trials) / SD=2.2; SST: MEAN=1.1 
(0.5% of all go trials) / SD=2.5; t=-.206 p>.05). As predicted by the independent race 
model (Verbruggen & Logan, 2009), in the SST participants reacted significantly faster 
on false alarm trials than on successful go trials (false alarm trials: MEAN=412.5ms / 
SD=46.9ms; successful go trials: MEAN=505.6ms / SD=65.1ms; t=6.042 p=.000). 
 GLM analysis. The GLM analysis of fMRI blood oxygenation level dependent (BOLD) 
responses during no-go and stop trials in which inhibition was successful compared to 
baseline (baseline=fixation; action restraint colour-coded in red, action cancellation 
colour-coded in blue), their conjunction (colour-coded in green), and their direct con-
trast (colour-coded in purple) are shown in figure 2 (for Talairach coordinates (TAL) of 
reported regions see table 1). 
 An increase of neural activity during both action restraint and action cancellation 
(no-go ^ stop / conjunction) occurs most prominently in right anterior insula (rAI) ex-
tending into right inferior frontal gyrus (rIFG). Additionally, pronounced changes of 
neural activation in pre-supplementary and supplementary motor area ((pre-)SMA) 
were observed. Activation in the left primary motor cortex increased during both no-
go and stop trials, mirroring the strong urge to initiate a motor response with the right 
index finger that was though ultimately not completed. Furthermore, activation in 
parietal and inferior occipital regions increased significantly during both no-go and 
stop trials. 
 In addition, during successful action restraint in the GNGT (no-go versus baseline) 
the increase of activation in right superior frontal gyrus (SFG) showed to be marginally 
significant (random effects analysis N=17, cluster threshold of 7 voxels; however, this 
cluster did not survive the cluster threshold level correction). Furthermore, superior 
temporal activation increased significantly. 
 No significant superior frontal activation was found for action cancellation in the 
SST (stop versus baseline). During stop trials activation in AI (extending into IFG) bilat-
erally showed a significant increase, whereby activation was more pronounced in the 
right inferior frontal regions. Furthermore, activation in the fusiform gyrus increased 
significantly in successful inhibition trials during SST execution. No such activation was 
found for the GNGT. 
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Fig.2. GLM maps. a) Increased cortical activation associated with successful inhibition during no-go trials vs. 
baseline (colour-coded in red, cluster threshold) and stop trials vs. baseline (colour-coded in blue). b) Con-
junction analysis (no-go ^ stop) colour-coded in green and contrast analysis (stop trials > no-go trials) color-
coded in purple. Statistical maps p≤.01 cluster level threshold (CLT) corrected (cluster threshold of 28 voxels)
Random Effects group Analysis (RFX) n=17. Abbreviations: PrG precentral gyrus, MFG middle frontal gyrus, AI 
anterior insula, IFG inferior frontal gyrus, (pre-)SMA (pre-)supplementary motor area, PCC posterior cingu-
late cortex, TAL thalamus. Neural activation overlaid over a single representative subject’s brain. 
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Tab.1. Talairach coordinates for regions activated in different analyses. Abbreviations: R right, L left. 

  Talairach coordinates 

Region     x   y   z 

No-go ^ stop / conjunction     

Frontal cortex     

 Anterior insula I R 32 24 10 

 Anterior insula II R 40 12 8 

 SMA/pre-SMA R 6 4 52 

 SMA/pre-SMA L -6 -5 52 

 Pre-central gyrus L -46 -7 44 

Parietal cortex     

 Angular gyrus R 33 -58 34 

 Precuneus R 32 -68 38 

 Angular gyrus L -31 -62 33 

 Precuneus L -31 -68 38 

Occipital cortex     

 Inferior occipital gyrus R 30 -87 -11 

 Inferior occipital gyrus L -33 -87 -11 

No-go versus baseline     

Frontal cortex     

 Superior frontal gyrus R 25 49 29 

 Anterior insula I R 32 24 10 

 Anterior insula II R 40 12 8 

 SMA/pre-SMA R 6 3 45 

 SMA/pre-SMA L -7 -7 54 

 Pre-central gyrus L -46 -7 44 

Temporal cortex     

 Superior temporal gyrus  R 49 -26 -5 

 Parietal cortex     

 Angular gyrus R 33 -55 32 

 Precuneus R 34 -66 42 

 Angular gyrus L -29 -56 36 

 Precuneus L -29 -66 36 

Occipital cortex     

 Inferior occipital gyrus R 29 -90 -9 

 Inferior occipital gyrus L -30 -88 -11 

Stop versus baseline     

Frontal cortex     

 Middle frontal gyrus R 37 32 33 

 Anterior insula R 37 19 6 
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  Talairach coordinates 

Region     x   y   z 

 Anterior insula L -35 22 5 

 SMA/pre-SMA R 6 8 51 

 SMA/pre-SMA L -5 -1 50 

 Pre-central gyrus R 37 -1 52 

 Pre-central gyrus L -42 -7 37 

Cingulate cortex     

 Posterior cingulate cortex R 4 -26 26 

 Posterior cingulate cortex L -4 -26 28 

Temporal cortex     

 Superior temporal gyrus R 61 -38 21 

 Superior temporal gyrus L -50 -43 21 

 Fusiform gyrus R 45 -61 -8 

 Fusiform gyrus L -41 -65 -8 

 Middle temporal gyrus R 51 -26 -5 

Parietal cortex     

 Precuneus R 33 -68 35 

 Precuneus L -32 -66 39 

 Inferior parietal lobe R 34 -53 36 

 Inferior parietal lobe L -33 -54 39 

Occipital cortex     

 Inferior occipital gyrus R 33 -84 -10 

 Inferior occipital gyrus L -37 -84 -10 

Stop > no-go / direct contrast     

Frontal cortex     

 Middle frontal gyrus R 37 32 33 

 Pre-central gyrus R 44 -2 45 

Cingulate cortex     

 Posterior cingulate cortex R 4 -26 26 

 Posterior cingulate cortex L -4 -26 28 

Temporal cortex     

 Superior temporal gyrus I R 61 -38 21 

 Superior temporal gyrus II R 53 -40 13 

 Superior temporal gyrus L -50 -43 21 

 Middle temporal gyrus R 42 -56 -2 

Parietal cortex     

 Precuneus R 27 -72 29 

 Superior parietal lobe L -35 -63 44 

 Inferior parietal lobe R 34 -49 41 
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  Talairach coordinates 

Region     x   y   z 

 Inferior parietal lobe L -33 -54 39 

Occipital cortex     

 Inferior occipital gyrus R 45 -75 0 

 Inferior occipital gyrus L -37 -84 -10 

Sub-cortical regions     

 Thalamus R 5 -19 4 

Common inhibition network GNGT     

Frontal cortex     

 Anterior insula R 33 23 8 

 Anterior insula L -36 18 4 

 SMA/pre-SMA R 3 -8 51 

 SMA/pre-SMA L -4 -7 50 

Cingulate cortex     

 Anterior cingulate cortex L -4 10 36 

Occipital cortex     

 Lingual gyrus R 9 -70 0 

 Lingual gyrus L -6 -74 -4 

Sub-cortical regions     

 Thalamus  R 8 -17 4 

Common inhibition network SST     

Frontal cortex     

 Anterior insula R 33 23 8 

 Anterior insula L -37 20 1 

 SMA/pre-SMA R 2 2 49 

 SMA/pre-SMA L -4 -2 49 

Cingulate cortex     

 Anterior cingulate cortex L -1 16 36 

Occipital cortex     

 Lingual gyrus R 6 -68 4 

 Lingual gyrus L -9 -78 4 

Sub-cortical regions     

 Caudate L -6 5 7 

 Putamen/globus pallidus R 28 -7 7 

 Thalamus  L -8 -17 7 

Common inhibition network GNGT & SST     

Frontal cortex     

 Anterior insula R 33 23 8 

 Anterior insula L -38 20 1 
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  Talairach coordinates 

Region     x   y   z 

 SMA/pre-SMA R 4 2 46 

 SMA/pre-SMA L -6 -2 46 

 Pre-central gyrus R 36 -11 57 

Cingulate cortex     

 Anterior cingulate cortex R 6 13 34 

 Anterior cingulate cortex L -6 13 37 

Temporal cortex     

 Superior temporal gyrus L -56 -27 12 

Occipital cortex     

 Lingual gyrus R 8 -68 5 

 Lingual gyrus L -8 -80 5 

Sub-cortical regions     

 Caudate L -13 -2 13 

 Putamen/globus pallidus R 29 -7 5 

 Thalamus  R 5 -18 6 

 Thalamus  L -8 -18 6 

Specific inhibition network GNGT     

Frontal cortex     

 Superior frontal gyrus R 24 49 30 

 Middle frontal gyrus L -26 37 36 

Cingulate cortex     

 Anterior cingulate cortex R 4 23 33 

 Anterior cingulate cortex L -5 25 33 

Specific inhibition network SST     

Frontal cortex     

 Middle frontal gyrus R 40 44 20 

Cingulate cortex     

 Posterior cingulate cortex R 5 -26 27 

 Posterior cingulate cortex L -6 -26 27 

Parietal cortex     

 Inferior parietal lobule R 39 -56 42 

 Precuneus R 10 -51 46 

 Precuneus L -5 -50 46 

Occipital cortex     

 Middle occipital gyrus R 29 -79 21 
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For trials in which inhibition was successful the direct statistical contrast between both 
aspects of action inhibition (stop > no-go / direct contrast) revealed no significant in-
crease of BOLD-signal in specific brain areas for action restraint (GNGT). For action 
cancellation (SST) the analysis of the direct contrast revealed SST-specific activation in 
right middle frontal gyrus (rMFG), bilateral posterior cingulate cortex (PCC), and right 
lateralized thalamus. Furthermore, activation in bilateral parietal and temporal areas 
as well as inferior occipital gyrus was more pronounced for action cancellation. 
 Based on the described analyses and the hypothetical network suggested by Swick 
and colleagues (2011), three ROIs were defined as seed regions for functional connec-
tivity analyses (see section “Connectivity analysis, choice and definition of seed re-
gions“): a common ROI in right AI (TAL: x33, y23, z8) in order to find evidence for a 
common inhibition network, an action restraint specific ROI in right SFG (TAL: x24, y49, 
z30) in order to find evidence for an action restraint specific fronto-parietal network, 
and an action cancellation specific ROI in PCC (TAL: x0, y-26, z26) in order to find evi-
dence for an action cancellation specific cingulo-opercular network. 
 Functional connectivity analysis. Additionally to the standard GLM fMRI analysis, 
we conducted functional connectivity analyses in order to enable the specification of 
overlapping and differential functional networks activated by different aspects of ac-
tion inhibition (Tab.1, Fig.3). Instantaneous correlation analyses showed that for both 
aspects of inhibitory processing, a network including bilateral inferior frontal regions, 
(pre-)SMA, anterior cingulate cortex (ACC), thalamus, and occipital areas was activat-
ed. This common inhibition network was found for the aggregated data of successful 
no-go and stop trials (Fig.3, colour-coded in green) and also independently for both 
paradigms (Fig.3, action restraint colour-coded in red, action cancellation colour-coded 
in blue). Although visual inspection of the instantaneous correlation maps suggests 
that subcortical areas might be more strongly involved in the common inhibition net-
work for action cancellation, the direct contrast of the found network for action re-
straint and action cancellation (connectivity within common network during stop   
trials > connectivity within common network during no-go trials) did not reveal any 
statistically significant differences in neural activation. 
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Fig.3. Functional connectivity within inhibitory networks activated during successful inhibition. a) Common 
inhibition network for conjunction of no-go and stop trials colour-coded in green, common network for 
GNGT colour-coded in red (seed region right AI); common network for SST colour-coded in blue (seed region 
right AI). b) Specific network for GNGT colour-coded in red (seed region right SFG); specific network for SST 
colour-coded in blue (seed region PCC). Statistical maps p≤.0001 CLT corrected (cluster threshold of 5 voxels) 
RFX N=17. Abbreviations: AI anterior insula, IFG inferior frontal gyrus, (pre-)SMA (pre-)supplementary motor 
area, ACC anterior cingulate cortex, TAL thalamus, SFG superior frontal gyrus, MFG middle frontal gyrus, PCC
posterior cingulate gyrus. Neural activation overlaid over a single representative subject’s brain. 

 
In addition to the common inhibition network, functional connectivity measures 
showed that during action restraint a network including right superior frontal regions, 
left middle frontal regions, and anterior cingulate cortex was activated (Fig.3, colour-
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coded in red). No such functional network was found during action cancellation. In 
contrast, for action cancellation posterior cingulate cortex, right middle frontal gyrus, 
parietal and occipital regions were found to be functionally related (Fig.3, colour-
coded in blue). No such network was found to be activated during action restraint. 

DISCUSSION 

Employing a within-subject within-session event-related fMRI design, analyzing func-
tional network connectivity as well as local activity changes, we investigated to what 
extent the neural correlates of two different aspects of response inhibition, action 
restraint and action cancellation, rely on a common and/or task dependent network. 
We expected to find both a common inhibition system within the brain as well as dif-
ferent activation patterns and neural networks involved in action restraint and action 
cancellation. Specifically, we expected action restraint to activate a task-specific fron-
to-parietal network and action cancellation to activate a task-specific cingulo-opercular 
network. 

A common inhibition network and its lateralization 

A common inhibition network. In accordance with our hypotheses, we found right and 
left anterior insula regions, which extend into inferior frontal gyrus, pre-
supplementary, and supplementary motor areas, to be activated during successful 
inhibition in both action restraint (assessed by the GNGT) and action cancellation (as-
sessed by the SST). Our connectivity analyses, moreover, showed task-related func-
tional connectivity between bilateral inferior frontal regions, (pre-) SMA, and thalamic 
regions. Therefore, our data support the notion that both paradigms share a common 
pattern of neural activation. We interpret these findings as direct evidence for a com-
mon, or core task set, inhibition network across different modalities of response inhibi-
tion, as suggested previously (Swick et al., 2011). These brain regions have previously 
been investigated and associated with inhibitory processing in neuroimaging studies 
(Chambers et al., 2009; Swick et al., 2011), as well as human lesion (Aron, Fletcher, 
Bullmore, Sahakian, & Robbins, 2003), EEG (Enriquez-Geppert, Konrad, Pantev, & Hus-
ter, 2010), and brain stimulation (Chambers et al., 2006, 2007; Majid, Cai, George, 
Verbruggen, & Aron, 2012) research. 
 During successful inhibition, we find an interaction between inferior frontal re-
gions, (pre-)SMA, and thalamus. This connects to work by Aron (Aron, 2011) who pre-
sented a hypothetical network account suggesting that such an IFG-SMA-THALAMUS 
network is involved in global reactive stopping. For the SST, Duann and colleagues 
(2009) investigated directed connectivity by means of Granger Causality Mapping. 
They found reciprocal connectivity between inferior frontal cortex and (pre-)SMA. 
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Furthermore, they showed that (pre-)SMA mediates response inhibition through its 
connectivity with primary motor cortex via the basal ganglia circuitry, while inferior 
frontal cortex interconnects to this system indirectly through its connectivity with (pre-
)SMA. Recently, Zandbelt and colleagues (2013) revealed interactions between inferior 
frontal cortex, pre-supplementary motor area, striatum and motor cortex using an 
approach combining repetitive transcranial magnetic brain stimulation and fMRI. 
 During successful inhibition, inferior frontal regions seem to not only interact with 
(pre-)SMA, but also with thalamus. Previous literature emphasized thalamic involve-
ment in an inhibition network also with respect to the anatomical setup of connecting 
fiber tracts (Aron, Behrens, Smith, Frank, & Poldrack, 2007). Such involvement was 
mainly shown to work via suppression mechanisms: Thalamic activation should be 
released during execution of motor action, whereas it should be suppressed during its 
inhibition (Aron, 2011; Duann et al., 2009). The current findings emphasize that tha-
lamic regions play a crucial role in the processing of motor responses and their inhibi-
tion. However, it has to be considered that mere functional connectivity measures 
cannot enable any interpretation regarding the directivity of such an involvement. 
More elaborate studies employing directed connectivity measures are needed to clari-
fy the precise interplay of involved regions within a global inhibition network across 
different inhibitory modalities. 
 Notably, the described common inhibition network seems to be crucial not only for 
the SST but for both tasks independently and also for their conjunction. Future re-
search may, therefore, need to consider that different response inhibition paradigms 
show significant overlap in their neural networks. Furthermore, it would be of interest 
to investigate how action restraint and cancellation are conceptually equivalent to 
reactive inhibition or incorporate additionally also proactive components (Zandbelt, 
Bloemendaal, Neggers, Kahn, & Vink, 2012; Zandbelt, van Buuren, Kahn, & Vink, 2011; 
Zandbelt, Bloemendaal, Neggers, Kahn, & Vink, 2013; Zandbelt & Vink, 2010) and 
whether the global inhibition network we find transfers to these other conceptualiza-
tions of action inhibition. 
 The current study found pronounced activation of inferior frontal regions during 
successful inhibition for both action restraint and action cancellation; however, alt-
hough this activation extends into IFG, our findings indicate that the statistical 
“hotspot” for successful inhibition clearly lies in anterior insula rather than IFG. This 
finding implies that IFG and anterior insula may form a functional entity during inhibi-
tory processing, and that anterior insula may be the most crucial brain region for dif-
ferent forms of response inhibition. This is in contrast to the consistent emphasis on 
the role of rIFG in the response inhibition literature (Aron et al., 2004), which has been 
described as being a core region for response inhibition that is involved across differ-
ent response modalities (Chikazoe, Konishi, Asari, Jimura, & Miyashita, 2007). Howev-
er, in line with the current findings, Swick et al. (2011) found the most prominent over-
lap of inferior frontal activation to be located in anterior insula in their meta-analysis 
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of 42 studies of GNGT and SST. They suggest two possible reasons for the disagree-
ment over IFG or anterior insula as the focus of activation during response inhibition. 
First, the close proximity of IFG and anterior insula to each other could result in mis-
labelling of fMRI activation in either IFG or anterior insula. Secondly, extensive spatial 
smoothing of functional imaging data could blur distinct regions in such way that acti-
vation in IFG would be smoothed into anterior insula and vice versa. Swick and col-
leagues suggest that it is especially likely that activation foci in group level statistical 
maps would appear in anterior insula. However, despite the strength of this argument, 
in our data we see the strongest activation focus for both tasks in anterior insula, even 
for single subject and unsmoothed group data. This emphasis on the role of the anteri-
or insula alongside IFG activation in response inhibition research follows the example 
of Sharp et al. (2010), who labeled their focus of activation as “IFG / insula”, and 
acknowledges the importance of anterior insula in inhibition processing and its relation 
to IFG. It would be of interest to examine whether these two regions could be func-
tionally discriminated in the context of inhibition research. 
 Lateralization of the common inhibition network. We find stronger right hemi-
spheric activation in the bilateral areas of interest and also a greater number of right 
hemisphere unilateral regions of activation for both tasks. Therefore, our findings 
suggest that the brain regions involved in response inhibition tasks are asymmetrically 
distributed towards the right hemisphere. This is in line with most response inhibition 
literature, independent of the paradigm used (Aron et al., 2004; Chambers et al., 2009; 
Swick et al., 2011). The evidence presented here is in contrast to the notion of Rubia et 
al. (2001) that a GNGT would show greater involvement of the left hemisphere, while a 
SST would involve more right hemispheric regions. 
 Despite the clear right lateralization of activation, our findings also show that brain 
activation is not exclusively located in the right hemisphere, indicating a role for the 
left hemisphere in inhibitory processing. Several other studies have shown explicit 
involvement of left IFG / left anterior insula in inhibition tasks (Boehler, Appelbaum, 
Krebs, Hopf, & Woldorff, 2010; Swick, Ashley, & Turken, 2008), suggesting that left-
hemispheric regions play a role in response inhibition, though to a lesser extent. There-
fore, future investigations are needed to clarify the specific division of labor between 
the two hemispheres for action inhibition. 

Distinct neural networks underlying action restraint and action cancellation 

The neural correlates of action restraint. Contrary to our prediction, the direct con-
trast between stop trials in the SST and no-go trials in the GNGT does not show any 
significant differential activation for action restraint (as assessed by the GNGT). We do 
not find specific GNGT related increases of neural activation in rMFG and right inferior 
parietal lobule / precuneus, as would be expected based on the meta-analysis by Swick 
et al. (2011). The lack of specific neural activation related to action restraint compared 
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to action cancellation in our data is in line with the findings of Sebastian and colleagues 
(2013). They attribute this zero-finding to the fact that they presented action-restraint-
trials interleaved with inference-inhibition- and action-cancellation-trials. However, we 
find the same results using two time-wise entirely unrelated tasks. Therefore, the 
question arises whether or not action restraint or withholding might be a sub form of 
action cancellation activating no or very few specific neuronal components additional 
to a global inhibition system. 
 On a more descriptive level, we find a prefrontal cluster of activation slightly supe-
rior to rMFG around Brodmann area (BA) 10 in the GLM analysis of successful no-go 
trials versus baseline that we do not find for action cancellation. The functional con-
nectivity we found between right superior frontal regions, left middle frontal regions, 
and ACC emphasizes the role of these frontal regions for cognitive processing during 
action restraint. However, we failed to find convincing empirical evidence in favor of a 
GNGT-specific fronto-parietal network as suggested by Swick et al. (2011). We find 
some frontal areas being marginally important for GNGT execution, but no indication 
of their task-specific connectivity to parietal regions. 
 In our data, only superior frontal activation was specifically marginally significant 
for action restraint. However, in response inhibition literature there is still no consen-
sus on which specific middle and/or superior frontal cortical structures are crucial for 
inhibitory processing. Simmonds et al. (2008) report a superior frontal region (BA10) 
similar to the one we find together with BA9 in their activation likelihood estimation 
over 11 studies investigating the GNGT. Swick et al. (2011) report as a result of their 
activation likelihood estimation over 21 studies investing the GNGT a middle frontal 
area (BA9) exclusively as the most crucial specific prefrontal area activated during the 
GNGT. The role of middle and superior frontal areas for inhibition is still not clearly 
defined and this might motivate a closer look into the precise distribution of specific 
neural activity in prefrontal areas especially during action restraint. 
 The neural correlates of action cancellation. For action cancellation (as assessed 
by the SST), we find a well-pronounced task-specific neural activation pattern. Hence, 
besides the common network of inhibition described above, action cancellation specif-
ically activates PCC and thalamic regions in the direct contrast analysis between SST 
and GNGT. These regions have been associated with functions such as task set control, 
salience monitoring, and performance monitoring (Swick et al., 2011). Furthermore, 
our data shows increased activity in right middle frontal and bilateral parietal areas 
specifically for action cancellation. This activation pattern could suggest the involve-
ment of a right lateralized fronto-parietal neural component similar to the dorsal at-
tentional system (Corbetta, Patel, & Shulman, 2008) or the executive control system 
(Seeley et al., 2007), both of which include top-down adaptive cognitive control as one 
of their central functions. Higher false alarms rates and longer reaction times meas-
ured during the SST compared to the GNGT (see behavioural results) suggest that the 
SST might call for a significantly higher cognitive load or might be simply more difficult. 
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This interpretation could also account for the vaster and more pronounced task-
related neural activation we find for the SST compared to the GNGT. 
 In our study a specific task design was employed to optimally compare the two 
paradigms. To do so, a fixed stop signal delay was used in the SST. This resulted in a 
significantly longer reaction times in SST- compared to GNGT-performance and one 
could assume that participants just waited for the stop signal and thereby transformed 
the SST simply into a slower GNGT. However, the significantly higher error rate in the 
SST as well as the fact that we found differential neural activity and networks underly-
ing both paradigms might speak against this interpretation. Nonetheless, it would be 
of value to develop comparable designs for GNGT and SST that still allow for an imple-
mentation of variable stop signal delays in order to gain an even more defined assess-
ment of the underlying differential mechanisms. 
 Our functional connectivity analysis reveals that, during successful inhibition of 
stop trials, activity in PCC is not correlated with activity in thalamic regions as predict-
ed, but rather with rMFG, parietal, and occipital regions. Instead of being task-specific 
for action cancellation, our data thus suggest that thalamic regions are an integral 
component of a common inhibition network relevant during both action cancelation 
and action restraint. Therefore, the notion of a cingulo-opercular network activated in 
the stop-signal paradigm is supported by our data on a descriptive level, but not with 
respect to functional connectivity. 

Limitations 

When interpreting our findings, it is important to emphasize that the question of how 
to label processes underlying the stopping of certain actions is not yet resolved. The 
label “inhibition” may often not be an adequate description of the function of a brain 
region found to be active during response inhibition paradigms. 
 In the current study task-related neural activity and functional connectivity was 
assessed looking at activity changes during no-go and stop events and their contrasts 
compared to baseline. Therefore, we cannot interpret our findings as inhibition-
specific, but rather as task-specific. Claims can be made concerning the common and 
distinct networks recruited for the two tasks, but specificity to inhibitory processes 
cannot be concluded based on solely these results. It is debated about which contrast 
to look at for inhibition-specific activity (Swick et al., 2011) and additional options to 
the comparison against baseline would be comparing successful inhibition to false 
alarms or go events. Our design did not provide a sufficient number of false alarm 
trials to allow such statistical comparisons. Directly contrasting no-go and stop events 
to go events, on the other hand, did not reveal any significant results. This might be 
due to power issues. Essentially, we had to focus on the comparison to baseline which 
has to be seen as a rather sub-optimal choice of contrasts in response inhibition re-
search (Swick et al., 2011). Our hypotheses focused on a task comparison and, thus, on 
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differential task-related activity during inhibitory processing rather than the isolation 
of one specific form of inhibition. Furthermore, the type of connectivity analysis em-
ployed investigates neural activity during a certain time window rather than in contrast 
to other time courses. Therefore, the choice to base our analyses on the comparison 
against baseline is justified. However, it has to be emphasized that activation found 
might not be specific to action restraint or action cancellation, but could reflect other 
processes (e.g. response preparation). Further investigations have to clarify in how far 
the results bear up to a more specific choice of contrasts. 
 Furthermore, there are several considerations to take into account, when thinking 
about assigning certain functions to the involved regions. While (pre-)SMA and thalam-
ic regions seem to be specifically involved in the mechanisms underlying the with-
drawal of motor action (Swick et al., 2011), the exact role of inferior frontal brain 
structures is not clear. Variations in task design of go/no-go and stop-signal paradigms 
as well as the addition of control trials that can tap into processes such as action selec-
tion or the choice of alternative action plans may specifically be capable of shedding 
light on this important question. For example, Verbruggen and colleagues (2010) 
showed that the disruption of neural tissue in ventral rIFG by thetaburst transcranial 
magnetic brain stimulation did affected both stop-signal trials in which subjects had to 
withhold their response and dual-signal trials in which subjects had to execute an addi-
tional response. This finding suggests that when the cognitive system finds itself con-
fronted with alternative competing plans, inferior frontal regions might serve as a 
higher-order control of updating and selecting the respective action plans, rather than 
underlying specifically their simple inhibition. Schall and Godlove (2012) point out that 
– when taking into account studies not focusing on inhibition only but also other cogni-
tive processes – the function of inferior frontal cortex might rather be labeled as atten-
tion capture modulating with stimulus unexpectedness. These described functions of 
inferior frontal activity are similar to those discussed with regard to anterior insula: 
while classically understood as a tool of interoceptive awareness (Craig, 2009), anterior 
insula functions include the selection of appropriate responses, cognitive control, 
maintenance of task set, and focal attention (Vinod Menon & Uddin, 2010; Nelson et 
al., 2010). Other authors have emphasized the role of right inferior frontal regions in 
attentional capture (Sharp et al., 2010) and attentional control (Hampshire, Chamber-
lain, Monti, Duncan, & Owen, 2010). All of these aspects are crucial for the successful 
inhibitory processing of any kind. 
 Due to this evidence, we cannot conclusively label the function of the brain regions 
we find to be associated with action restrain and action cancellation as “inhibition”. 
This is partly also to be attributed to the limitations of using fMRI as rather coarse 
method to study brain activation related to inhibition. Ultimately, the spatial resolu-
tion of imaging methods has to be combined with a time-wise more precise approach. 
For instance, in the context of SST research, Schall and Godlove (2012) emphasize the 
importance of looking at the modulation of activity in certain brain regions with re-



A NETWORK APPROACH TO RESPONSE INHIBITION 

47 

spect to time components inherent to the task (e.g., stop-signal reaction time in the 
SST). Further research is needed to clarify the detailed allocation of tasks between 
involved brain structures in inhibitory processing. However, activation in inferior 
frontal brain areas, in particular, is certainly an integral component of every process 
associated with inhibition. Therefore, this activation seems to be fundamental to re-
sponse inhibition. 

CONCLUSION AND IMPLICATIONS 

On a behavioural level, action restraint and action cancellation share the task instruc-
tion not to respond to a certain configuration of stimuli. Our findings show that they 
rely on a common network of neural activation including bilateral inferior frontal re-
gions, (pre-)SMA, and thalamic regions. However, our findings also point to additional 
neural components that are distinct to action restraint (i.e., rSFG and ACC) or action 
cancellation (i.e., rMFG and PCC). We therefore conclude that response inhibition 
related neural activity across different inhibitory aspects does refer to a common inhi-
bition system within the brain, but is in part also task dependent. 
 It might be that the strict dichotomous view of action restraint versus action can-
cellation as two independent dimensions of action inhibition needs revision. Instead of 
being conceptualized dichotomously, the two concepts might rather combine inde-
pendent inhibitory processing with a fundamental shared cognitive inhibition system. 
Our findings of common, as well as specific, inhibitory neural components would sup-
port such a claim. 
 The findings of the present study suggest that the decision to use specific inhibition 
tasks in future neuroscientific research should be based on theoretical considerations 
that take into account the conceptual as well as the neural aspects of the hypotheses 
to be investigated. Furthermore, it is clear that in clinical settings the choice to include 
response inhibition paradigms as elements in diagnostic batteries should be made 
carefully. Therefore, with respect to the diagnostics of specific clinical disorders, it 
should be carefully reviewed which of the distinct inhibition aspects are relevant. In 
this way, research like this can contribute to disorder- (or even criteria-) specific tai-
lored assessment and (perhaps in the very far future) alteration or treatment. 
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CHAPTER 3 
 The role of right prefrontal and medial 

cortex in response inhibition 
 

Interfering with action restraint and action 
cancellation using transcranial magnetic 

brain stimulation 

 
 
 
 
 
 
 
 
 
“Every impulse of feeling should be guided by reason; and, in my opinion, exertion 
should always be in proportion to what is required.” 

― Jane Austen, Pride and Prejudice, 1813 
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ABSTRACT 

The ability of inhibiting impulsive urges is paramount for human behaviour. Such suc-
cessful response inhibition has consistently been associated with activity in prefrontal 
cortex. The current study aims to unravel the differential involvement of different 
areas within right prefrontal cortex for successful action restraint versus action cancel-
lation. These two conceptually different aspects of action inhibition were measured 
with a go/no-go task (action restraint) and a stop-signal task (action cancellation). 
Localization of relevant prefrontal activation was based on functional Magnetic Reso-
nance Imaging (fMRI) data. Significant task-related activation during successful action 
restraint was localized for each participant individually in right anterior insula (rAI), 
right superior frontal gyrus (rSFG), and pre-supplementary motor area (pre-SMA). 
Activation during successful action cancellation was localized in right anterior insula 
(rAI), right middle frontal gyrus (rMFG), and pre-supplementary motor area (pre-SMA). 
Subsequently, fMRI-guided continuous thetaburst stimulation (cTBS) was applied to 
these regions. Results showed that the disruption of neural activity in rAI reduced both 
the ability to restrain (go/no-go) and cancel (stop-signal) responses. In contrast, cTBS-
induced disruption of the rSFG specifically impaired the ability to restrain from re-
sponding (go/no-go), while leaving the ability for action cancellation largely intact. 
Stimulation applied to rMFG and pre-SMA did not affect inhibitory processing in nei-
ther of the two tasks. These findings provide a more comprehensive perspective on 
the role of prefrontal cortex in inhibition and cognitive control. The results emphasize 
the role of inferior frontal regions for global inhibition, whereas superior frontal re-
gions seem to be specifically relevant for successful action restraint.
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Self-control or the ability to select, adapt, and withhold behavioural responses is cru-
cial to human functioning. However, everyday life examples in non-clinical as well as 
clinical contexts demonstrate how easily the ability to restrain or cancel automatic or 
preplanned reactions can break down. Neuroscience contributed to this discussion by 
starting to unravel which neurocorrelates are involved in the failure of inhibitory pro-
cessing, whereby functional magnetic resonance imaging (fMRI) has repeatedly em-
phasized the role of prefrontal cortex in controlled behaviour and in self-regulation 
failure (Heatherton & Wagner, 2011; Earl K Miller, 2000). One facet of self-regulation is 
response (or action) inhibition. Response inhibition, defined as the cognitive ability to 
withhold any planned or automatic reaction (Logan et al., 1997), is considered one of 
the key concepts in understanding the flexible and adaptive nature of human behav-
iour. Neuroimaging studies investigating the involvement of prefrontal neural compo-
nents in response inhibition mainly used simple motor response inhibition paradigms, 
focusing on either of two aspects of inhibitory processing: action restraint as measured 
in go/no-go tasks (GNGTs) and action cancellation as measured in stop signal tasks 
(SSTs). These imaging studies consistently reported task-related activity within inferior 
frontal gyrus (IFG) or anterior insula (AI), pre-supplementary motor area (pre-SMA), 
and subcortical circuitries involving thalamic regions and the striatum (Chambers et al., 
2009; Swick et al., 2011). Within the prefrontal cortex, mainly dorsolateral prefrontal 
cortex, middle frontal gyrus (MFG), and superior frontal gyrus (SFG) have been empha-
sized (Simmonds et al., 2008; Swick et al., 2011). In most studies an asymmetric distri-
bution of neural activity towards the right hemisphere was found to play a role in inhi-
bition (Aron et al., 2004). 
 Similarly, the neurocorrelates of response inhibition have also received attention in 
brain stimulation research. Noninvasive brain stimulation (NIBS) techniques such as 
transcranial magnetic brain stimulation (TMS) and transcranial direct current stimula-
tion (tDCS) can provide further insights into the functional architecture of the response 
inhibition system in the brain, offering a complimentary methodological perspective to 
functional imaging approaches (Sack & Linden, 2003). For example the inhibitory pro-
cessing in a SST was shown to be impaired by event related TMS over pre-SMA (Chen, 
Muggleton, Tzeng, Hung, & Juan, 2009) and frontal eye field (Muggleton, Chen, Tzeng, 
Hung, & Juan, 2010). Repetitive TMS over right IFG compared to a sham TMS condition 
was shown to reduce inhibitory control in a SST, while no effects of stimulation on 
right MFG, right angular gyrus, right and left dorsal premotor cortex, and left IFG were 
observed (Chambers et al., 2006, 2007). In line with these findings, Verbruggen and 
colleagues (2010) showed that the disruption of neural tissue in specifically the ventral 
part of the right IFG by means of cTBS (continuous theta burst stimulation) impaired 
response inhibition in a stop signal paradigm. In a tDCS study, Hsu and colleagues 
(2011) revealed that cathodal stimulation (inhibiting neural activity) over pre-SMA 
impaired, while anodal stimulation (enhancing neural activity) elevated the ability to 
successfully inhibit responses in a SST. Jacobson and colleagues (2011) showed that 
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while cathodal tDCS did not have an effect on response inhibition, anodal tDCS over 
the rIFG improved inhibitory processing in a SST. Furthermore, effects of cathodal tDCS 
over right dorsolateral prefrontal cortex diminishing successful inhibition in a GNGT 
have been demonstrated (Beeli, Casutt, Baumgartner, & Jäncke, 2008). 
 While converging evidence of these functional brain stimulation studies indicate a 
causal role of rIFG in successful response inhibition, most of the above mentioned 
studies focused exclusively on the SST as a measure of action cancellation. Whether or 
not the same or other neural structures within prefrontal cortex are relevant for action 
restraint was not addressed in any of these previous studies. Moreover, while most 
studies did compare right IFG with other regions within right and left hemisphere, a 
systematic single subject based comparison of the differential functional relevance of 
several distinct sub-regions within right prefrontal cortex for successful action cancel-
lation and/or action restraint is still missing. 
 The current study was designed to investigate the neural components involved in 
global response inhibition, as well as action restraint and action cancellation in particu-
lar. Virtual lesions were induced in several functional sub-regions within right prefron-
tal cortex and pre-SMA. CTBS, a repetitive patterned TMS protocol with which long 
lasting after effects can be achieved with relatively short periods of stimulation, was 
used. Thereby a 40 seconds train including 600 pulses of uninterrupted TBS (3 pulses of 
50 Hz repeated every 200 ms) is delivered (Huang et al., 2005). The specific target 
regions were localized for each individual subject based on functional imaging data. 
The differential effect of brain stimulation on three different prefrontal areas (rAI, 
rSFG, rMFG) and pre-SMA was systematically investigated. Individual fMRI-guided 
neuronavigation ensured that the individual “hotspots” of activations in every single 
participant were reliable targeted across several sessions. Behavioural effects of induc-
ing neural disruptions within the various target regions were examined independently 
for action restraint (measured with a GNGT) and action cancellation (measured with a 
SST). 
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MATERIALS AND METHODS 

Participants. All participants (N=11; mean age in years = 27, SD = 7.27) were native 
Dutch speakers, had normal or corrected-to-normal vision, and had no history of neu-
rological or psychiatric disorders. They received medical approval from an independent 
physician for participation and gave their written informed consent after being intro-
duced to the procedure. The study was approved by the local Medical Ethical Commit-
tee. 
 Experimental design. Participants took part in one training session and five exper-
imental sessions. During the training session they were introduced to the TMS labora-
tories and the tasks they had to perform. Furthermore, their individual active motor 
threshold was determined. In each of the experimental sessions participants received 
cTBS (Huang et al., 2005) on one of four target sites or sham stimulation in a semi-
counterbalanced order. RSFG, rMFG, rAI, and pre-SMA were identified as target sites 
based on individual fMRI data (details presented below). Sham TMS was delivered on a 
target site located in the middle of the four empirical target sites in order to keep non-
neural TMS effects constant (Duecker & Sack, 2013). Therefore, Talairach coordinates 
of the four sites were averaged and transferred back to native space in order define a 
sham TMS target site. This procedure ensured sham TMS to be an optimally matched 
control condition for each specific empirical target site, especially with respect to the 
mimicking of the auditory sensation accompanying cTBS. 
 Paradigms. In order to access response inhibition two paradigms were employed: a 
go/no-go task (GNGT) and a stop signal task (SST). The tasks designs were comparable 
in order to enable the direct comparison of the outcome measures. 
 In order to elicit action restraint, a simple go/no-go motor response task was em-
ployed (Fig.1A). Participants were instructed to respond as fast and accurately as pos-
sible to a frequent go stimulus via button press with the right index finger, while they 
should not respond to a rare no-go stimulus. Go as well as no-go stimuli were present-
ed for 100msec. Inter-trial intervals were randomly varied among five levels (650, 750, 
850, 950, or 1050 msec) in order to avoid expectancy effects. 
 In order to elicit action cancellation, a modified stop signal task (Logan et al., 1997) 
was employed (Fig.1B). Participants were instructed to respond as fast and accurately 
as possible to a go stimulus via button press with the right index finger, while they 
should not respond to the very same stimulus in the rare cases when it was followed 
by a visual stop signal. No dual choice reaction time task was implemented in order to 
keep the design of the two tasks as similar as possible. This means that the go stimulus 
was presented in all trials and the stop stimulus was presented following the go stimu-
lus only during stop trials. In the go trials the go stimulus was presented for 100 msec. 
In the stop trials the go stimulus was presented for 100 msec followed with a stimulus 
onset asynchrony of 150, 200, 250, 300, or 350 msec by a visual stop signal presented 
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for 80 msec. Inter trial intervals were jittered (1050 and 1250 msec) in order to avoid 
expectancy effects. 

 

Fig.1. Task design. Go trials colour-coded in green, no-go / stop trials colour-coded in red. 1A) Go/no-go task 
(GNGT): Participants were instructed to respond as fast and accurately as possible to a frequent go stimulus 
(in this case a C) via button press, while they should not respond to a rare no-go stimulus (in this case an M). 
1B) Stop signal task (SST): Participants were instructed to respond as fast and accurately as possible to a go 
stimulus (in this case a C) via button press, while they should not respond to this same stimulus in the rare
cases when it was followed by a visual stop signal (in this case an M). 

 
The letters C and M were used as stimuli, since they do not have any linguistic associa-
tion with the concept of “stopping”. The assigned letter to the go respectively no-go / 
stop condition was randomized between participants. Stimuli and fixation crosses were 
presented in white (RGB 255/255/255; Arial pt 24) on a grey background (RGB 
125/125/125). For each task, participants had to complete 5 blocks of 64 trials includ-
ing 25 % inhibition trials. Go and no-go / stop trials were pseudo-randomized (one of 
four trials was an inhibition trial) in order to prevent randomizations including trains of 
more than two consecutive inhibition trials. This design led to a total of 320 trials (80 
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inhibition trials) per task. After each block participants received feedback on their 
mean reaction times for go trials, their number of misses in go trials, and their per-
centage of false alarms in inhibition trials. During the training session participants were 
familiarized with the tasks and our procedure and had to complete a training version 
of each task. Stimuli were presented using Presentation software (Neurobehavioural 
Systems, Inc., Albany, USA). The order of the two tasks within one session was coun-
terbalanced within and semi-counterbalanced between participants. 
 Localization of TMS target regions. Previous to their participation in the current 
experiment all participants underwent structural (high resolution T1-weighted 
MPRAGE; isotropic voxel resolution 1x1x1 mm³; 192 sagittal slices) and functional 
whole-brain (Gradient-Echo-EPI-sequence; TR=1500msec; TE=28msec; FOV=224mm; 
flip angle=71°; matrix=64x64; slice thickness=3.5mm; distance factor=10%; 458 vol-
umes per run) imaging in a 3 Tesla Siemens Allegra Scanner. All fMRI analyses and 3D 
surface reconstructions were performed with Brain Voyager QX (Brain Innovation BV, 
Maastricht, Netherlands). For 17 participants random effects group analyses (p<.001, 
cluster level threshold corrected) of successful inhibition in two fMRI adapted versions 
of the exact same tasks as described above were conducted. Functional imaging re-
vealed three right lateralized frontal brain regions as being mainly activated during 
action restraint and/or action cancellation (rSFG for the GNGT, rMFG for the SST; 
rAI/IFG and pre-SMA for both tasks; Fig.2). Eleven participants from the sample were 
medically eligible to undergo TMS and agreed to come back for further sessions. For 
them the described regions were localized on single subject maps choosing the statisti-
cally most significant voxels of individual activation within the regions. The established 
target regions were transformed into surface clusters and projected onto the individu-
al 3D surface reconstruction of each participant’s right hemisphere (Fig.3; for specific 
individual Talairach coordinates see Tab.1). The average distance from the skull surface 
to the target site was 50mm for rAI, 56mm for pre-SMA, 33mm for rMFG, and 34mm 
for rSFG. 
 TMS stimulation. Biphasic TMS pulses were applied using the Medtronic MagPro 
X100 stimulator (Medtronic Functional Diagnostics A/S, Skovlunde, Denmark, maxi-
mum stimulator output approximately 1.9 Tesla and 150 A/µs) and a figure-of-eight 
coil (MCB70; with the inner and outer radii of the two coil loops = 1.2cm and 5.4cm, 
respectively). The coil was manually held tangentially to the skull, oriented perpendicu-
larly to the gyrus on which the target site was located. The heads of the participants 
were co-registered to their structural brain imaging data using the online visualization 
function of Brain Voyager TMS Neuronavigator (Brain Innovation BV, Maastricht, The 
Netherlands). This allowed targeting brain areas precisely based on functional imaging 
data projected onto the 3D surface reconstructions of the participants’ right hemi-
spheres and monitoring the coil position while stimulating. CTBS was applied at 100% 
individual active motor threshold (ranging from 25% to 36% of maximum stimulator 
output) for 40 seconds. Active motor threshold was determined by the observation of 
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movement method as proposed by Varnava and colleagues (Varnava, Stokes, & Cham-
bers, 2011). For sham stimulation a placebo figure-of eight TMS coil (MC-P-B70 Place-
bo) was used. In the sham condition the neuronavigation procedure and all other 
stimulation parameters were equal to the real TMS conditions. 
 

Fig.2. Increased cortical activation associated 
with successful inhibition during no-go (col-
our-coded in red) and stop (colour-coded in 
blue) trials. Lateral and medial view of an 
inflated right hemisphere. Statistical maps 
p≤.001 RFX n=17. Abbreviations: GNGT go/no-
go task, SST stop signal task, SFG superior 
frontal gyrus, MFG middle frontal gyrus, AI 
anterior insula, pre-SMA pre-supplementary 
motor area. 

 

Tab.1. Talairach coordinates of individual brain stimulation target sites for every participant. Abbrevia-
tions: rAI right anterior insula, pre-SMA pre-supplementary motor area, rMFG right middle frontal gyrus, 
rSFG right superior frontal gyrus. 

 rAI pre-SMA rMFG rSFG 

Participant x y z  x y z  x y z  x y z 

Group (n=17) 33 24 9 3 5 49 37 32 34 21 49 43 

1 39 15 4 5 6 50 27 36 35 20 58 36 

2 40 16 1 2 -5 58 44 33 36 18 44 50 

3 32 15 10 6 0 45 41 32 34 17 52 37 

4 37 20 9 5 -2 50 31 33 32 20 46 35 

5 28 22 8 5 5 54 36 26 33 16 51 44 

6 37 20 11 1 5 59 42 35 34 22 53 43 

7 34 26 3 4 2 52 31 23 34 12 43 42 

8 38 13 -5 8 4 49 35 39 22 21 54 37 

9 39 14 12 5 5 49 34 30 34 21 40 43 

10 33 19 10 4 -4 54 31 30 38 23 48 38 
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Fig.3. Individual fMRI-based brain stimulation target sites for eighth participant. Stimulation sites for which 
an effect of TMS on action cancellation could be demonstrated in prior studies (Chambers et al., 2006, 2007; 
Verbruggen et al., 2010) are shown colour-coded in grey. 

 
Statistical analysis of behavioural data. One participant did not complete one exper-
imental session, because of uncomfortable twitches in the face muscles. Therefore, 
this subject was excluded from the analyses. Ten participants completed all six ses-
sions. Two participants had to be excluded due to behavioural false alarm pattern 
incompatible with the given task instruction (one participant showed false alarm rates 
on the GNGT entirely opposite to all other participants with an outlier analysis identify-
ing his differential values as being > 1 SD from the mean, while a second participant 
showed a false alarm rate on inhibition trials in the SST of 100% at baseline).Therefore, 
data of 8 participants was included in our analysis. Our sample size was evaluated by a 
power analysis based on the average effect sizes revealed by Chambers and colleagues 
(2006), Chambers and colleagues (2007), and Verbruggen and colleagues (2009) and 
the ratio to which a functionally guided localization of TMS target regions increases 
statistical power compared to a conventional approach (Sack et al., 2009). The power 
analysis was performed using G-power software 3.1.5 (Faul, Erdfelder, Lang, & Buch-
ner, 2007; assumptions: α 0.05, 1-β 0.95). 
 For every participant and both tasks, mean reaction time, misses in go trials, and 
false alarms in inhibition trials were calculated. For the SST additionally the mean stop 
signal reaction time (SSRT) was estimated according to the horse-race model (Band, 
van der Molen, & Logan, 2003). SSRT was defined per participant as the difference 
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between stop signal delay at 50% correct inhibition and the median reaction time. All 
further statistical analyses were performed using SPSS19 (IBM Statistics, USA). In order 
to examine statistical differences in performance with respect to the five TMS condi-
tions, a general linear mixed model analysis including the 4 stimulation sites as dummy 
coded variables with the sham condition as the reference variable was performed. 
Thereby, four a priori comparisons (each stimulation site compared to sham condition) 
could be tested. Mixed models provide an approach to repeated measures data in the 
framework of regression analyses. Order effects with respect to the individual sessions 
for false alarm rates were tested in a one-factorial analysis of variance with repeated 
measures. 

RESULTS 

The presented analyses are based on data of 8 participants. In the neutral (sham 
stimulation) condition participants reacted faster in the successful go trials for the 
GNGT compared to the SST (GNGT: 301.06 ± 14.65ms; SST: 455.25 ± 44.96ms). False 
alarms (commission errors on inhibition trials) were more frequent in stop trials than 
in no-go trials (GNGT: 16.00 ± 3.42; SST: 33.63 ± 5.89). In both tasks relatively few 
misses (omission errors on go trials) occurred (GNGT: 5.13 ± 3.15; SST: 2.38 ± 0.82). In 
the SST, an average SSRT of 166.52ms was observed (SD = 102.77). However, no per-
fect positive linear relationship between false alarm rates and length of SSD (more 
false alarms the longer the SSD) as foreseen based on the simulations by Band and 
colleagues (2003) was found in our data. Furthermore, an erroneous estimation of 
SSRT might have been caused by the fact that we did not employ a dual choice RT 
paradigm as is often done in SST research. Therefore, the interpretability of SSRT in our 
study is questionable. Focusing on the significantly longer reaction times in SST- com-
pared to GNGT-performance, one could assume that participants just waited for the 
stop signal and thereby transformed the SST simply into a slower GNGT. This is known 
to distort SSRT estimation (Verbruggen, Chambers, & Logan, 2013). However, the sig-
nificantly higher error rate in the SST as well as the fact that we find differential TMS 
results for both paradigms speaks against this interpretation. 
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Fig.4. False alarm rates in inhibition trials for action restraint and action cancellation. Significant elevation 
of false alarm rates compared to the sham condition are labeled (* p>.05). Abbreviations: rAI right anterior
insula, SMA pre-supplementary motor area, rMFG right middle frontal gyrus, rSFG right superior frontal 
gyrus, sham sham brain stimulation, GNGT go/no-go task, SST stop signal task. 

 
Effects of stimulation on the go/no-go task. For action restraint the mixed model 
analysis revealed that compared to sham stimulation false alarm rates in inhibition 
trials were elevated following rAI stimulation (mean difference compared to sham 
condition=6.25,  =6.0, df=32, p=.021, Cohen’s d = 0.59) and rSFG stimulation (mean 
difference compared to sham condition=6.38, F=6.24, df=32, p=.019, Cohen’s d=0.51). 
No significant effects on false alarm rates were found for pre-SMA and rMFG stimula-
tion (mean difference pre-SMA compared to sham condition=2.25, F=.77, df=32, 
p=.385; mean difference rMFG compared to sham condition=1.38, F=.29, df=32, 
p=.594). An analysis of variance revealed no order effects with respect to the individual 
sessions for false alarm rates induced by for instance learning or habituation 
(F(4,28)=.45, p=.769). Stimulation did not significantly affect response rates / misses 
(rAI: F=.04, df=32, p=.843; pre-SMA: F=.42, df = 32, p=.521; rMFG: F=.06, df=32, 
p=.805; rSFG: F=.09, df=32, p=.767) and reaction times (rAI: F=1.44, df=32, p=.240; pre-
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SMA: F=.05, df=32, p=.821; rMFG: F=.20, df=32, p=.656; rSFG: F=2.09, df=32, p=.158) in 
go trials. Significant results are depicted in figure 4. 
 Effects of stimulation on the stop signal task. For action cancellation the mixed 
model analysis revealed that compared to sham stimulation false alarm rates in inhibi-
tion trials were elevated following rAI stimulation (mean difference compared to sham 
condition=6.13, F=4.30, df=31, p=.048, Cohen’s d=0.32). No significant effects on false 
alarm rates were found for pre-SMA, rMFG, and rSFG stimulation (mean difference 
pre-SMA compared to sham condition=3.75, F=1.0, df=31, p=.305; mean difference 
rMFG compared to sham condition=2.63, F=.31, df=31, p=.582; mean difference rSFG 
compared to sham condition=3.50, F=.67, df=31, p=.357). An analysis of variance re-
vealed no order effects with respect to the individual sessions for false alarm rates 
induced by for instance learning or habituation (F(4,28)=1.29, p=.297). Stimulation did 
not significantly affect response rates / misses in go trials (rAI: F=.00, df=31, p=.995; 
pre-SMA: F=.07, df=31, p=.786; rMFG: F=.30, df=31, p=.584; rSFG: F=.48, df=31, 
p=.493) and stop signal reaction times (SSRT; rAI: F=.01, df=31, p=.908; pre-SMA: 
F=.16, df=31, p=.690; rMFG: F=.00, df=31, p=.939; rSFG: F=1.23, df=31, p=.277). After 
pre-SMA stimulation participants reacted significantly faster on go trials (mean differ-
ence compared to sham condition=11.63ms, F=4.51, df=31, p=.043). Otherwise, reac-
tion times (rAI: F=3.39, df=31, p=.076; rMFG: F=.09, df=31, p=.758; rSFG: F=2.43, df=31, 
p=.130) in go trials have not been affected by stimulation. Significant results are de-
picted in figure 4. 

DISCUSSION 

This study systematically investigated the role of right prefrontal cortex in controlled 
behaviour, more specifically in response inhibition. The disruption of neural activity in 
right inferior frontal regions as well as pre-SMA by means of cTBS was expected to 
corrupt the ability to generally inhibit responses. Furthermore, the disruption of rSFG 
activity was expected to impair action restraint (as measured with a GNGT) but not 
cancellation (as measured with a SST), while the disruption of rMFG was thought to 
impair action cancellation but not restraint. Results showed that inferior frontal re-
gions are crucial for different aspects of inhibitory processing (action restraint and 
action cancellation), while superior frontal regions might be more relevant for action 
restraint as measured in go/no-go paradigms specifically. Stimulation applied to mid-
dle frontal regions and pre-SMA did not have any effect on inhibitory processing. 
 Right inferior frontal cortex. According to our expectations the disruption of neural 
activity in right inferior frontal cortex strongly affected inhibitory processing in general. 
CTBS to rAI impaired the ability to restrain responses (measured with a GNGT) as well 
as the ability to cancel reactions to a certain configuration of stimuli (measured with a 
SST). This is in line with a vast body of imaging literature emphasizing the crucial role of 
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right inferior frontal cortex in inhibition (Aron et al., 2004). Right inferior frontal re-
gions have been found to be activated during successful inhibition across different 
response inhibition modalities. Thereby, paradigms such as the stop signal (Boehler et 
al., 2010; Chambers et al., 2009; Duann et al., 2009; Swick et al., 2011), the go/no-go 
(Simmonds et al., 2008; Swick et al., 2011), and the anti-saccade task (Chikazoe et al., 
2007) have been employed. Furthermore, all brain stimulation studies on response 
inhibition that included right inferior frontal regions as target sites demonstrated an 
effect of brain stimulation on inhibition even across different stimulation modalities 
(rTMS: Chambers et al., 2006, 2007; cTBS: Verbruggen et al., 2010; tDCS: Jacobson et 
al., 2011). Thus, our results further support the notion of right inferior frontal cortex 
being crucial for successful action inhibition and emphasize that this holds true even 
across different aspects of inhibitory processing employing a within-subject approach. 
However, there are two issues to consider when interpreting our findings: 
 So far, within the inferior frontal cortex specifically the inferior frontal gyrus has 
been subject of brain stimulation research. Our study is the first to not target rIFG, but 
rAI. The decision to target rAI was made with respect to our fMRI findings on which the 
localization of individual target regions was based. Although with sufficiently liberal 
significance level extending into rIFG, the most significant “hotspot” of inferior frontal 
activation during successful inhibition – for both action restraint and action cancella-
tion – was found to be localized within the anterior insula. This was the case for anal-
yses of action restraint and action cancellation independently on group and also single 
subject level in our data set. In their meta-analysis of 42 studies of GNGTs and SSTs, 
Swick and colleagues (2011) also found the most prominent overlap of inferior frontal 
activation to be in anterior insula. Sharp and colleagues (2010) labeled their focus of 
activation as “IFG / insula” and thereby acknowledged the role of anterior insula 
alongside IFG activation in response inhibition research. With respect to cTBS stimula-
tion, however, one has to be aware of the fact that deeper brain structures cannot be 
targeted without also stimulating the more superficial regions lying on top. Therefore, 
we have to emphasize that by targeting their individual “hotspot ”of activation during 
successful inhibition within anterior insula, for some participants the most anterior 
part of the inferior frontal gyrus (around BA13; see Fig.3) was also exposed to stimula-
tion. 
 Furthermore, labeling the function of inferior frontal regions in response inhibition 
merely as ”inhibition” has to be evaluated with caution. Hampshire and colleagues 
(2010) concluded from their imaging study that inferior frontal cortex might play a 
more attentional than inhibitory role in response inhibition. They argue that IFG is 
recruited as soon as important cues have to be processed, regardless of whether a 
motor response has to be generated or inhibited. However, our findings clearly show 
that performance on trials in which the generation of a motor response is requested 
(go trials) is not affected by the disruption of neural activity in inferior frontal regions, 
while the successful inhibition of a motor response (in no-go and stop trials) is. Ver-
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bruggen and colleagues (2010) further specified the effect on response inhibition. They 
showed that the disruption of neural tissue in specifically the ventral part of the right 
IFG by means of cTBS did affect both, stop signal trials (in which subjects had to with-
hold their response) and dual signal trials (in which subjects had to execute an addi-
tional response). The more dorsal part of the rIFG seemed more crucial for detecting 
changes in the visual environment in the first place. With respect to anterior insula 
function, involvement in saliency processing, switching of action plans, attention, and 
cognitive control (Vinod Menon & Uddin, 2010) have been emphasized. Functionally, 
anterior insula can be described as the general control instance the cognitive system 
accesses whenever actions need to be changed; thereby, actions can range from sim-
ple motor responses as in the presented study to complex forms of social interaction 
(White, Brislin, Meffert, Sinclair, & Blair, 2013). 
 Our findings clearly emphasize the crucial role of right inferior frontal cortex, and 
specifically right anterior insula in action restraint and action cancellation and, thus, 
these specific forms of controlled behaviour. It would be of interest to examine 
whether IFG and AI could be functionally discriminated in the context of inhibition 
research. This could cast further light on which specific functions – with respect to 
attention, updating and changing of action plans, attention, and stopping of actions – 
inferior frontal cortex incorporates. 
 Right middle and superior frontal cortex. Based on our fMRI localizer (see Fig.2), 
we expected that cTBS applied to rSFG would impair action restraint but not cancella-
tion, while cTBS applied to rMFG would impair action cancellation but not restraint. 
Our findings support the former hypothesis, while they do not support the latter. 
 Our findings do not suggest a crucial involvement of middle frontal cortex in re-
sponse inhibition. In contrast, Zheng and colleagues (2008) found a correlation be-
tween intensity of neural activation in rMFG and performance in both a GNGT and a 
SST and, thus, identified the middle frontal cortex as the “key locus” of inhibitory con-
trol. Neither the fMRI localizer nor the brain stimulation data in our study support this 
notion. Although significantly activated during action cancellation (but not action re-
straint), cTBS targeting rMFG did not affect the ability to inhibit in either of the tasks. 
In response inhibition literature middle frontal cortex is seen ambiguously: Some imag-
ing studies find its involvement in the GNGT and the SST (Zheng et al., 2008), some 
don’t (Rubia et al., 2001), and some find only marginal involvement (McNab et al., 
2008). The only brain stimulation study including a middle frontal area as a target site 
(Chambers et al., 2006) did not find any effect of rTMS applied to rMFG on inhibitory 
processing in a SST. Our findings extend these results as we replicate the absence of an 
effect of GTMS applied to MFG on the SST and in addition also find no effect on the 
GNGT. Although the absence of evidence is no evidence of absence (de Graaf & Sack, 
2011), the described converging evidence suggests that the role of rMFG in response 
inhibition is of a less substantial but rather supportive nature. Future studies could, 
therefore, a priori hypothesize such a lack of evidence regarding the causal role of 
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rMFG in response inhibition and then apply Bayesian inferential analyses to directly 
test zero-findings and substantiate the assumption of an expected absence of evidence 
as evidence of absence (Verbruggen, Adams, et al., 2013). 
 In contrast, our results might suggest the notion of a crucial involvement of superi-
or frontal activation, specifically in action restraint. Imaging studies reported the in-
volvement of rSFG in GNGT related inhibition (Simmonds et al., 2008). However, also 
middle frontal brain regions have been found to be activated during successful inhibi-
tion in the GNGT (Swick et al., 2011). To our knowledge, so far neither MFG nor SFG 
have been investigated by means of brain stimulation in the context of action restraint 
(as measured in a GNGT). Our findings indicate that disruption of neural activity within 
rSFG might impair the ability to successfully inhibit responses in a GNGT, while rMFG 
stimulation does not. This suggests that the superior more than the middle frontal 
cortex is crucially involved in action restraint. Interestingly, TMS over rSFG did not 
affect the SST, indicating a potentially task-specific differential involvement of SFG in 
action restraint and not in action cancellation. 
 This is also in accordance with the imaging data acquired in the same sample. 
When directly contrasting fMRI activation during successful GNGT and SST inhibition, 
we found rSFG to be significantly involved in the GNGT, while rMFG was not. There-
fore, based on our empirical fMRI data, we expected performance in the GNGT to 
worsen after rSFG but not rMFG stimulation. In response inhibition research there still 
seems to be no consensus on which specific middle and/or superior frontal cortical 
structures are crucial for inhibitory processing: Simmonds and colleagues (2008) report 
a superior frontal region (BA10) – similar to the one we find – and BA9 in their activa-
tion likelihood estimation over 11 studies investigating the GNGT. Swick and colleagues 
(2011) report as a result of their activation likelihood estimation over 21 studies invest-
ing the GNGT a middle frontal area (BA9) as the most crucial specific prefrontal area 
activated during the GNGT. Therefore, the role of middle and superior frontal areas for 
inhibition is still not clearly defined in fMRI literature and this motivated our closer 
look into the precise distribution of specific neural activity in prefrontal areas. 
 In summary, our results seem to imply that superior frontal cortex is involved in 
action restraint as measured by a GNGT but not in action cancellation as measured by 
a SST, while middle frontal cortex does not seem to be crucial in inhibitory processing. 
Of course, these findings are bound to the specific stimulations sites we chose within 
superior and middle frontal cortex (see Tab.1) based on individual functional imaging 
data. Furthermore, bearing in mind the rather small sample investigated in this study 
and the fact that effects have not been tested directly across tasks, our results regard-
ing rSFG involvement in specific aspects of response inhibition should be interpreted 
with caution. In our analysis only a priori planned comparisons (differences in false 
alarm rates following stimulation of certain target sites compared to the sham condi-
tion) were tested. This does not enable strong claims regarding how TMS effects each 
site differently, but rather interpretations on how TMS affects each site compared to a 



THE ROLE OF RIGHT PREFRONTAL AND MEDIAL CORTEX IN RESPONSE INHIBITION 

67 

condition in which no TMs is applied. Further studies are needed to establish and test 
theories on superior frontal involvement in response inhibition in order to enable 
stronger claims. 
 Pre-supplementary motor area. Contrary to our expectations we did not find any 
effect on inhibitory processing induced by disruption of neural activity within pre-SMA. 
In the SST participants even reacted slightly faster on go trials after pre-SMA stimula-
tion compared to sham stimulation which should also induce more commission errors 
in inhibition trials. However, pre-SMA stimulation did not elevate false alarms rates in 
both tasks at all. This is in opposition to a vast body of imaging literature that empha-
sizes consistently the involvement of pre-SMA in motor response inhibition across 
different inhibitory domains including the GNGT and the SST (Swick et al., 2011). Fur-
thermore, brain stimulation studies also reported effects of event related single pulse 
TMS (Chen et al., 2009) and tDCS (Hsu et al., 2011) applied to pre-SMA on inhibitory 
processing. However, it seems that these effects are difficult to replicate with repeti-
tive TMS (Verbruggen et al., 2010). We explain our failure to reveal any behavioural 
effects on inhibitory processing for pre-SMA stimulation with the fact that the individ-
ual target sites for pre-SMA stimulation were located significantly deeper (mean coil 
cortex distance across all participants for pre-SMA 56mm) than for the other regions 
(mean coil cortex distance across all participants for rAI 50mm, for rMFG 33mm, for 
rSFG 34mm). Applying stimulation according to distance adjusted motor threshold 
(Stokes et al., 2007) could circumvent this problem. However, for the individual func-
tional “hotspots” within pre-SMA we encountered, this would have exceeded common 
safety regulations by far (Rossi et al., 2009). In their recent work Obeso and colleagues 
(Obeso et al., 2013; Obeso, Robles, Marrón, & Redolar-Ripoll, 2013) interfered success-
fully with pre-SMA activation using online as well as offline repetitive TMS and induced 
inhibitory failure. Furthermore, the authors find further evidence for the essential 
functional alliance of pre-SMA and inferior frontal areas in response inhibition as well 
as for the specific involvement of pre-SMA in the stopping rather than the switching of 
actions. Therefore, we conclude that cTBS as used in the current study is likely not an 
appropriate method to investigate pre-SMA function. Due to methodological choices 
and our rather small sample size, our zero result regarding pre-SMA can only be inter-
preted with caution. 

CONCLUSION AND IMPLICATIONS 

This study is the first to systematically investigate the differential involvement of sev-
eral distinct functional sub-regions within right prefrontal cortex in different aspects of 
controlled behaviour. Our results emphasize the crucial role of inferior frontal cortex, 
specifically the right anterior insula, in action restraint (as measured with a GNGT) and 
action cancellation (as measured with a SST). Furthermore, superior frontal cortex 
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seems to be crucially involved in action restraint specifically, but not action cancella-
tion. The role of middle frontal cortex in action inhibition seems to be of less substan-
tial nature. 
 These findings enable a broader understanding of self-controlled behaviour as-
signed to humans and the neural mechanism underlying inhibitory failure. In how far 
results acquired in the context of simple motor response inhibition can be transferred 
to the rather complex inhibitory processing required in everyday social interactions 
remains an open question for further investigations. 
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CHAPTER 4 
 Out of control 

 
Evidence for anterior insula involvement in 

motor impulsivity and reactive aggression 

 
 
 
 
 
 
 
 
 
 
 
 
“Crime is terribly revealing. Try and vary your methods as you will, your tastes, your 
habits, your attitude of mind, and your soul is revealed by your actions.” 

― Agatha Chris e, The ABC Murders, 1936 
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ABSTRACT 

Inhibiting impulsive reactions while still defending one’s vital resources is paramount 
to functional self-control and successful development in a social environment. Howev-
er, this ability of successfully inhibiting, and thus controlling one’s impulsivity, often 
fails, leading to consequences ranging from motor impulsivity to aggressive reactions 
following provocation. Although inhibitory failure represents the underlying mecha-
nism, the neurocognition of social aggression and motor response inhibition have tra-
ditionally been investigated in separation. Here, we aimed to directly investigate and 
compare the neural mechanisms underlying the failure of inhibition across those dif-
ferent modalities of self-control. We employed functional imaging to reveal the over-
lap in neural correlates between failed motor response inhibition (measured by a 
go/no-go task) and reactive aggression (measured by the Taylor aggression paradigm) 
in healthy males. The core overlap of neural correlates was located in anterior insula, 
suggesting common anterior insula involvement in motor impulsivity as well as reac-
tive aggression. This evidence regarding an overarching role of anterior insula across 
different modalities of self-control enables an integrative perspective on insula func-
tion and a better integration of cognitive, social, and emotional factors into a compre-
hensive model of impulsivity. Furthermore, it can eventually lead to a better under-
standing of clinical syndromes involving inhibitory deficits. 
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In order to ensure survival and sufficient supply of necessary resources in a competi-
tive world, impulsive reactions reverting to rather archaic mechanisms such as retalia-
tion might sometimes be the right choice. At the same time, the ability to use one’s 
cognitive capacities in order to inhibit overly impulsive actions seems equally im-
portant for the progressing of individuals within human societies. The right balance 
between impulsivity and inhibition is paramount to functional self-control and success-
ful development in a social environment. However, this ability of successfully inhibit-
ing, and thus controlling one’s impulsivity, can also fail, leading to a variety of behav-
ioural consequences ranging from poor motor response inhibition performance (motor 
impulsivity) to overly aggressive reactions to provocation in social interaction. Alt-
hough for different behavioural outcomes the underlying mechanism might be a gen-
eral failure of inhibition, the neurocognition of social aggression and motor response 
inhibition have traditionally been investigated in separation. The current study aims to 
directly investigate the overlap in neural components involved in motor impulsivity 
and reactive aggression. 
 Response inhibition – defined as the cognitive ability to deliberately withhold any 
planned or automatic reaction (Logan et al., 1997) –, as well as impulsive behaviour in 
the context of self-control, retaliation, and aggression, have attracted interest in cogni-
tive and social neuroscience. Neuroimaging studies investigating the involvement of 
neural components in response inhibition mainly used simple motor response inhibi-
tion paradigms such as stop signal and go/no-go tasks (GNGTs). Such imaging studies 
consistently reported task-related activity within inferior frontal gyrus, anterior insula, 
pre-supplementary motor area, and subcortical circuitries involving thalamic regions 
and the striatum (Chambers et al., 2009; Simmonds et al., 2008; Swick et al., 2011). In 
most studies on inhibitory processing an asymmetric distribution of neuronal activity 
towards the right hemisphere was found (Aron et al., 2004). 
 The display of reactive aggression – defined as an aggressive reaction to provoca-
tion – has empirically been associated with impaired executive functioning (Hoaken et 
al., 2003). Looking at how response inhibition related neural activity might be mirrored 
in trait impulsiveness and self-reported reactive aggression might lead to important 
insights. Horn and colleagues (2003) showed that impulsive individuals (measured with 
Eysenck’s Impulsivity Scale) reverted stronger right orbitofrontal activity in order to 
maintain inhibitory capacities in a GNGT. Furthermore, GNGT-inhibition related activity 
in the right dorsolateral prefrontal cortex was found to be negatively correlated with 
motor impulsiveness measured by the Barratt Impulsiveness Scale (Asahi et al., 2004). 
Recently, Pawliczek and colleagues (2013) showed that high trait aggressiveness 
(measured with a questionnaire) is attended not only by inhibition deficits in an emo-
tional stop signal task on a behavioural level, but also lower inhibition related brain 
activity in pre-supplementary motor area and primary motor cortex. Despite their 
valuable achievement of explicitly demonstrating a link between aggression and differ-
ent inhibition related brain regions that has mostly been built on implicit assumptions, 
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the mentioned studies hold one constraint. The measures they used in order to de-
termine impulsivity and aggression are self-report questionnaires. It has been demon-
strated that such self-report measures correlate rather weakly with behavioural 
measures of similar concepts (Giancola & Parrott, 2008). This is not surprising as both 
ways of measuring aggression refer to slightly different constructs. Therefore, it is 
rather interesting to apply neuroscientific methodology to both self-report measures 
and also actual behavioural measures. The latter has rarely been done. It is necessary 
to investigate common neural mechanism of motor impulsivity and aggression by look-
ing at how behavioural inhibition measures such as the GNGT relate to other behav-
ioural rather than self-report-based impulsivity or aggression measures. 
 When it comes to behavioural measurements of reactive aggression, the Taylor 
Aggression Paradigm (TAP; Taylor, 1967) proved itself the most feasible option in an 
imaging environment (Krämer et al., 2007; Lotze, Veit, Anders, & Birbaumer, 2007). 
This task demonstrated high construct, internal, discriminant as well as external validi-
ty (C. a. Anderson, Lindsay, & Bushman, 1999; Bernstein, Richardson, & Hammock, 
1987; Giancola & Zeichner, 1995). During the task participants are provoked by one or 
more virtual opponent and their aggressive behaviour in reaction to provocation is 
measured by recording the severity level of the feedback or “punishment” they admin-
ister to their opponents. Punishment can be operationalized as administration of a 
highly aversive stimulus (e.g. an aversive noise or pneumatic pressure stimulus) to the 
opponent. 
 So far, surprisingly few imaging studies have investigated the neural correlates of 
reactive aggression in the TAP or a similar social interaction task in healthy adults 
(Krämer et al., 2007; Krämer, Kopyciok, Richter, Rodriguez-Fornells, & Münte, 2011; 
Lotze et al., 2007), adolescents (White et al., 2013), and psychopaths (Veit et al., 2010). 
Most prominently anterior insula, anterior cingulate cortex, ventral and dorsal medio-
frontal cortex, hypothalamic areas, and striatum were found to be involved in standard 
reactions to provocative situations and retaliation. Considering especially insula and 
the cingulate cortex activation, neural networks involved in response inhibition and 
reaction to provocation should substantially overlap. However, such an overlap has 
never been directly investigated with adequate methodology and, thus, claims on the 
specific and precise involvement of brain areas and their functional structure poten-
tially contributing to several modalities of self-control remain to be tested. 
 Until today, no systematic inquiry evaluated the two concepts within the same 
psychological modality comparing a behavioural response inhibition paradigm such as 
the GNGT with a behavioural paradigm measuring aggression such as the TAP. The 
present study combines the advantages of employing both of these tasks with the high 
spatial resolution of functional Magnetic Resonance Imaging (fMRI) in a within-subject, 
within-session design. This enabled exploratory investigations in order to identify and 
compare network neural components involved in successful and unsuccessful response 
inhibition as well as aggressive reactions within provocative social interactions. 
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MATERIALS AND METHODS 

Participants. Eighteen male participants volunteered, gave their written informed 
consent and were paid for participating in this study. An extensive screening on neuro-
logical and psychological syndromes ensured that all participants were healthy. Only 
males were included to avoid gender related confounding effects. Two participants 
had to be excluded from the analyses, as they did not perform the tasks according to 
the instructions of the experimenter. One participant was excluded, as he did not show 
any reaction to provocation (he did not show any variance in his behaviour and only 
chose equally low reactions). Data of fifteen participants were included in further anal-
yses (mean age = 22.33; SD = 2.35). Most participants were university students and 
were recruited via advertisements on university related websites and flyers. 
 Procedure. Prior to the experiment, participants were told that they would take 
part in an experiment investigating the impact of human feedback on reaction time 
performance, together with two other participants. They were instructed that one task 
was performed (GTNT) independently and one task (TAP) would be a reaction time 
game in which all three participants would play together. Before entering the scanner, 
the participant and the two opponents (collaborators of the experimenters) were in-
troduced, had a chance for casual conversation, and followed the experimenters’ in-
struction together. The experimenter’s collaborators were trained beforehand and 
acted according to a script in order to keep interactions constant with each participant. 
Throughout the experiment, the real participant would hear the experimenter talk 
with the “fake” opponents via intercom during the breaks. Participants performed a 
GNGT and the TAP. Task-order was counterbalanced. Immediately after completion of 
the experiment, participants underwent an oral manipulation check in order to make 
sure that they were fully deceived by the experimental setup. After all the measure-
ments had been finalized, they were provided with a written debriefing in order to 
explain the deception and disclose the experiments’ real purpose and motivation. The 
study was approved by the local Ethical Committee of the Faculty of Psychology and 
Neuroscience at Maastricht University and conformed to the Code of Ethics of the 
World Medical Association (Declaration of Helsinki). 
 Go/no-go task (GNGT). In order to elicit action restraint, a simple go/no-go motor 
response task was used (Fig.1A). Participants were instructed to respond as fast and 
accurately as possible to a go stimulus via button press with the right index finger, 
while they should not respond to a rare no-go stimulus. Go as well as no-go stimuli 
were presented for 200 msec followed by a fixation cross for a randomized interval of 
1300, 2800, or 4300 msec. No-go events occurred in 25% of all trials. The trials were 
pseudo-randomized in order to avoid unreasonably long concatenations of only inhibi-
tion events. 
 Stimuli and fixation crosses were presented in white (RGB 255/255/255; Arial pt 24) 
on a grey background (RGB 125/125/125). Participants performed two runs of 200 
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trials each for the GNGT, leading to a total of 400 trials (100 no-go trials). Stimuli were 
presented using Presentation software (Neurobehavioural Systems, Inc., Albany, USA). 
Behavioural statistical analyses were performed using SPSS19 (IBM Statistics, USA). 
 A square and a circle were used as stimuli. Which stimulus was assigned to the go 
respectively the no-go condition was randomized between participants. After every 40 
trials there was a resting period of 19500 msec integrated into the task, where only a 
fixation cross was shown. 
 

 

Fig.1. Go/no-go task (GNGT, A) and Taylor aggression paradigm (TAP, B). During the decision phase, partici-
pants were presented with a screen that informed them against whom they were playing in this trial (in this
case “Tim”) and asked to choose the feedback noise level that should be administered to this opponent in
case the opponent would lose (“1234 5678”). During the outcome phase, participants were informed on
whether or not they won and what feedback noise level the particular opponent chose for this trial. 
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Taylor Aggression Paradigm (TAP). In order to elicit reactive aggression, an adaptation 
of the Taylor aggression paradigm (Krämer et al., 2007; Taylor, 1967) was used (Fig.1B). 
Participants were told that they would play a competitive reaction time game against 
two opponents. Whoever would be slower in reacting to a target stimulus by button 
press with the right index finger, would lose the trial and be administered an aversive 
feedback noise chosen by the winning opponent. The intensity of the feedback noises 
could be set by the participant for each trial on a scale from 1 (lowest noise) to 8 
(loudest noise). For analyses, the feedback given by the participants was grouped into 
low (level 1-3), middle (4 and 5), and high (level 6-8) punishment. All task parameters 
were controlled by the experimenters as follows: Participants randomly played against 
each of the putative opponents in 50% of the trials. One of the opponents always se-
lected relatively low feedback noises (from 1 to 4; non-provoking opponent) and the 
other relatively loud feedback noises (from 4 to 8; provoking opponent). Participants 
randomly won (and lost) in 50% of trials for each opponent with the constraint that if 
they needed longer than 500 msec to respond, they always lost. This ensured the cred-
ibility of competing against a human opponent. 
 Each trial of 27000 msec consisted of a decision phase (6000 msec), the actual 
reaction time game (jittered between 4500 and 7500 msec), an outcome phase (6000 
msec), and a jittered resting period. During the decision phase, participants were pre-
sented with a screen that informed them against whom they were playing in this par-
ticular trial (“Rob” or “Tim”) and asked to choose the feedback noise level that should 
be administered to this opponent in case he would lose. As the actual reactive aggres-
sive behaviour is measured during the decision phase of the TAP, the analyses focused 
exclusively on this phase. During the outcome phase, participants were informed 
about whether or not they won or lost in this particular trial and what feedback noise 
level the particular opponent chose for this trial. In case of losing, the feedback noise 
was administered right after the outcome information was presented. 
 Stimuli and fixation crosses were presented in white (RGB 255/255/255; Arial pt 24) 
on a grey background (RGB 125/125/125). Participants performed 3 runs of the TAP 
including 28 trials (14 trials per opponent) each, leading to a total of 84 trials (42 trials 
per opponent). Stimuli were presented using Presentation software (Neurobehavioural 
Systems, Inc., Albany, USA). Behavioural statistical analyses were performed using 
SPSS19 (IBM Statistics, USA). 
 Feedback noises were adjusted to a subjective threshold of endurability while run-
ning a functional sequence before the experiment started. This way it was possible to 
control for scanner noise. No noises above 100 decibel were administered in order to 
ensure that the hearing of the participants could be in no way compromised. 
 Technical details, fMRI acquisition, and analysis. Stimulus material was displayed 
onto a frosted screen, positioned at rear of the scanner bore, using an LCD projector 
(Panasonic, No PT-EZ57OEL). Responses were collected employing a standard MR 
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compatible button box (Current Designs, 8-button response device, HHSC-2x4-C, Phila-
delphia, USA). 
 Using a 3 Tesla Siemens Prisma MR scanner structural (high resolution T1-weighted 
MPRAGE; isotropic voxel resolution 1x1x1 mm³; 192 sagittal slices) and functional 
whole-brain (Gradient-Echo-EPI-sequence; TR=1500msec; TE=26msec; FOV=224mm; 
flip angle=73°; matrix=64x64; distance factor=20%; 478 volumes per run for the GNGT, 
512 volumes per run for the TAP) images were acquired. 28 oblique transversal slices 
of 3.5x3.5x3.5mm voxel tilted 30° relatively to the anterior-posterior commissure 
plane were obtained in order to avoid signal dropout in frontal areas (Deichmann et 
al., 2003). 
 Data analyses were performed using Brain Voyager QX (Brain Innovation BV, Maas-
tricht, The Netherlands). Prep-scans at the beginning of each functional run ensured 
equilibrium effects for signal saturation. Preprocessing included 3D-motion-correction 
(as implemented in Brain Voyager QX with trilinear / sinc interpolation and intra-
session alignment to the 1st functional volume recorded after the individual anatomi-
cal scan), cubic spline slice scan time correction, and the application of a temporal high 
pass filter (general linear model (GLM) with Fourier basis set of 3 cycles sine/cosine per 
run including linear trend removal). Images were co-registered to the individual ana-
tomical scans and normalization to Talairach stereotaxic space (Talairach & Tournoux, 
1988). Volume time courses were spatially smoothed using a 6mm full width half max-
imum Gaussian kernel. 
 In order to establish activation patterns for the two tasks, random effects group 
analyses were performed. A GLM was defined to analyze specific activation patterns 
for no-go trials and false alarms in the GNGT and specific activation patterns with re-
spect to the behaviour displayed during the decision phase in the TAP. In the TAP, the 
first three trials per opponent were excluded from the analyses to ensure that analyses 
were based on the trials during which the participant could already estimate the be-
havioural pattern of the opponents. The following conditions were included as predic-
tors a) for the GNGT: successful go trials, successful no-go trials, false alarms (commis-
sion errors on the no-go trials) and b) for the TAP: number of trials that participant 
choses high punishment for the provoking opponent, participant choses low punish-
ment for the non-provoking opponent. Most participants rarely or never chose a low 
or middle punishment for the provoking opponent. Furthermore, a middle or high 
punishment for the non-provoking opponent was almost never chosen. Therefore, 
these conditions could not be taken into account on the level of group analyses. The 
following specific contrasts were examined: For the GNGT neural correlates of success-
ful inhibition were investigated by contrasting successful no-go trials with successful go 
trials (no-go trials > go trials) and neural correlates of unsuccessful inhibition were 
investigated by contrasting unsuccessful no-go trials with successful go trials (false 
alarms > go trials). For the TAP neural mechanisms underlying aggressive reaction to 
the provoking opponent were examined by contrasting trials in which the participant 
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gave a high punishment to the provoking opponent with trials in which the participant 
gave a low punishment to the non-provoking opponent (provocation > no provoca-
tion). Furthermore, the overlap of neural activation during unsuccessful inhibition and 
aggressive reaction to the provoking opponent was revealed through a conjunction 
analysis (false alarms > go trials ^ provocation > no provocation). 
 To reduce error variance, one noise regressor consisting of the first eigenvariate 
time series from cerebrospinal fluid regions and motion artefacts were included into 
the analyses as covariates. Statistical maps were created using a threshold of p<.001 
corrected for multiple comparisons by means of cluster threshold level estimation 
(1000 Monte Carlo simulation iterations; Forman et al., 1995). 

RESULTS 

Behavioural data 

GNGT. On average, in the GNGT participants showed reaction times on go trials of 
404.42 msec (SD = 35.29), and committed 1.58% misses (omission errors on go trials, 
SD = 2.19) as well as 24.4% false alarms (commission errors on no-go trials, SD = 
12.36). 
 TAP. The average feedback (i.e. punishment by mean of auditory feedback noise) 
selected by the participants for the opponents was of medium intensity (MEAN = 3.54; 
SD = .04). However, for the provoking opponent significantly higher feedback was 
chosen than for the non-provoking opponent (provoking opponent: MEAN = 4.52, SD = 
.64; non-provoking opponent: MEAN = 2.56, SD = 1.17; t = 4.59, p=<.001). Within the 
42 trials playing against the provoking opponent, participants selected averagely 22 
times a high feedback (6, 7, or 8; SD = 7.73), 9 times a middle feedback (4 or 5; SD = 
5.80), and 11 times a low feedback (1, 2, or 3; SD = 6.62). In contrast, for the non-
provoking opponent a reversed behavioural pattern was observed: participants now 
selected on average 6 times a high feedback (6, 7, or 8; SD = 6.98), 6 times a middle 
feedback (4 or 5; SD = 5.84), and 30 times a low feedback (1, 2, or 3; SD = 11.48). The 
mean reaction time to the target stimulus was 204.53 msec (SD = 31.83). During the 
oral manipulation check no participant doubted the cover story for the experiment and 
all fifteen participants reported that they perceived one opponent as more provocative 
than the other. Twelve participants reported explicitly that they adapted their reaction 
to that perception. Similarly, an analysis of variance with repeated measures revealed 
a significant interaction effect of high, middle, and low feedback level chosen by the 
participants and the type of opponent (F = 19.5, p<.001). Thereby, high punishment 
was chosen more frequently for the provoking than the non-provoking opponent, low 
punishment was chosen more often for the non-provoking than for the provoking 
opponent. 
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 FMRI data. Talairach coordinates of the brain regions showing increased activation 
associated with the investigated contrasts are reported in table 1. Statistical maps of 
random effects group analyses are depicted in figure 2 (for successful inhibition) and 3 
(for unsuccessful inhibition, aggressive reaction to provocation, and the corresponding 
activation overlap). 

Fig.2. Successful inhibition. Increased cortical activa-
tion associated with successful inhibition during no-
go trials vs. go trials (no-go trials > go trials; plane 
x(33) y(18) z(3)). Statistical map p≤.001; cluster level 
threshold (CLT) corrected; Random Effects group 
Analysis (RFX); N=15. Maps projected onto averaged 
anatomical scan of all 15 participants; radiological 
convention. 

 

 
Table 1. Talairach coordinates of activated brain regions. 

  Talairach coordinates Size  
Region   x  y  z  voxel t 
No-go trials > go trials       
Frontal cortex       
 Anterior insula cortex R 31 17 1 596 6.12 
 Superior frontal gyrus R 35 38 26 688 7.34 
Temporal/occipital cortex       
 Fusiform gyrus L -42 -52 -12 645 5.47 
False alarms > go trials       
Frontal cortex       
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  Talairach coordinates Size  
Region   x  y  z  voxel t 
 Insula cortex R 38 9 6 14153 9.11 
 Insula cortex L -43 5 6 30260 11.27 
 Middle frontal gyrus R 23 38 36 2343 6.44 
 Middle frontal gyrus L -25 38 36 5068 6.74 
 Superior frontal gyrus R 8 -7 65 2471 6.33 
 Superior frontal gyrus L -14 -12 65 4018 6.61 
Cingulate cortex       
 Anterior cingulate cortex  0 11 37 22392 8.58 
Parietal cortex       
 Supramarginal gyrus R 51 -46 32 1411 5.67 
 Supramarginal gyrus L -54 -46 32 8080 7.12 
Occipital cortex       
 Lingual gyrus R 11 -65 3 27854 6.88 
 Lingual gyrus L -18 -64 0 (R & L) (R & L) 
Subcortical regions       
 Thalamus R 10 -12 8 1016 5.84 
 Thalamus L -15 -14 8 7972 5.66 
Provocation>no provocation       
Frontal cortex       
 Anterior insula cortex R 27 17 6 718 6.11 
 Anterior insula cortex L -33 18 16 1104 5.43 
 Insula cortex L -41 -7 18 769 6.46 
Parietal cortex       
 Inferior parietal lobe L -41 -35 50 19896 8.58 
Subcortical regions       
 Putamen / globus pallidus R 13 3 5 1307 6.58 
 Putamen / globus pallidus L -15 0 5 1098 6.06 
 Thalamus  L -19 -19 8 1104 5.37 
 Caudate L -17 -8 24 601 5.82 
Cerebellum       
 Anterior lobe R 13 -48 -18 800 5.24 
 Posterior lobe R 15 -74 -16 2277 7.15 
False alarms > go conjunction with 
Provocation > no provocation 

      

Frontal cortex       
 Anterior insula cortex R 29 24 9 358 5.59 
 Anterior insula cortex L -35 16 12 1075 5.43 
 Insula cortex L -45 -4 14 416 5.29 
Subcortical regions       
 Thalamus L -17 -18 6 395 5.06 
 Putamen / globus pallidus L -15 -2 7 124 4.98 
 
For successful inhibition (no-go trials > go trials), the examination of blood oxygenation 
level dependent signal change in 15 participants, revealed a significant increase of 
activation in right anterior insula cortex (AIC), right superior frontal gyrus, and left 
fusiform gyrus (Fig.2, Tab.1). 
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 During unsuccessful inhibition (false alarms > go trials) associated with commission 
errors in the inhibition trials increased activation in bilateral insula cortex, bilateral 
middle and superior frontal gyri, anterior cingulate cortex (ACC), and thalamus was 
found. Furthermore, the supramarginal gyri and occipital regions showed significantly 
increased activation for unsuccessful inhibition in the GNGT (Fig.3, Tab.1). When con-
trasting trials in which the participant gave a high punishment to the provoking oppo-
nent with trials in which the participant gave a low punishment to the non-provoking 
opponent (provocation > no provocation), increased activation in bilateral insula cor-
tex, inferior parietal lobe, and cerebellum was observed. Furthermore, several subcor-
tical regions (i.e., the right and left putamen/globus pallidus, left-lateralized thalamic 
regions and caudate) showed significant activation change associated to this contrast 
(Fig.3, Tab.1). No significant activation change associated with giving a low punishment 
to the non-provoking opponent (no provocation > provocation) was observed. 
 When examining the significant overlap of neural activation associated with unsuc-
cessful inhibition and aggressive reaction to provocation (false alarms > go trials ^ 
provocation > no provocation), bilateral AIC, extended parts of the insula cortex in the 
left hemisphere, as well as left-lateralized subcortical structures (i.e., thalamus and 
putamen/globus pallidus) showed to be activated for both aspects of dis-inhibition 
likewise (Fig.3, Tab.1). Furthermore, activation in right AIC during unsuccessful inhibi-
tion positively correlated with activation in right AIC during the condition in which a 
high punishment was assigned to the provoking opponent (right AIC: r = .642, p = .01; 
correlations were obtained by calculating bivariate Pearson correlations between beta-
weights for both conditions across participants extracted from a region of interest 
defined by activation in right AIC). No correlations were found for the other regions 
showing maximal overlap of activation in the conjunction analysis (left AIC: r = .386, p = 
.156; subcortical structures: r = .408, p = .131; correlations were obtained by calculat-
ing bivariate Pearson correlations between beta-weights for both conditions across 
participants extracted from a region of interest defined by activation in left AIC or a 
common region of interest including all relevant subcortical structures). 
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Fig. 3. GLM maps. A) Increased cortical activation associated with unsuccessful inhibition during no-go trials 
vs. go trials (false alarms > go trials; plane x(37) y(9) z(8)). B) Increased cortical activation associated with
aggressive reaction to provoking opponent vs. non-aggressive reaction to non-provoking opponent (provoca-
tion > no provocation; plane x(28) y(-37) z(8)). C) Increased cortical activation overlapping for aggressive 
reaction to provocation and unsuccessful inhibition during no-go trials (false alarms > go trials ^ provo-
cation > no provocation; plane x(28) y(-4) z(10)).Statistical maps p≤.001; cluster level threshold (CLT) correct-
ed; Random Effects group Analysis (RFX); N=15. Maps projected onto averaged anatomical scan of all 15 
participants; radiological convention. 
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DISCUSSION 

We employed two behavioural paradigms (GNGT, TAP) to investigate the neural com-
ponents involved in successful and unsuccessful response inhibition as well as aggres-
sive reactions in provocative social interactions. We also examined in how far neural 
activation associated with unsuccessful inhibition and aggressive reaction to provoca-
tion overlaps. 
 Response inhibition. We found right AIC and right superior frontal gyrus to be acti-
vated during successful response inhibition as measured by a simple go/no-go motor 
response task. These findings are in accordance with previous literature on motor 
action inhibition (Simmonds et al., 2008; Swick et al., 2011). We found a right-
lateralization of inhibition related activation, which has been reported to be associated 
to various inhibition paradigms before (Aron et al., 2004; Chambers et al., 2009; Swick 
et al., 2011). Evidence is growing that besides right inferior frontal gyrus (Aron et al., 
2004; Chikazoe et al., 2007), AIC plays a crucial role in response inhibition across dif-
ferent aspects of inhibition (Sharp et al., 2010; Swick et al., 2011). In their activation 
likelihood estimation over 11 studies investigating the GNGT, Simmonds and col-
leagues (2008) report AIC to be involved specifically in complex go/no-go paradigms. 
However, in our paradigm, which would be defined as a simple GNGT according to 
Simmonds’ criteria, we find the same activation. Repeatedly, superior or middle fontal 
regions similar to the one we find in our analyses have been reported to be crucially 
involved in GNGT performance (Simmonds et al., 2008; Swick et al., 2011). 
 During unsuccessful inhibition we found a significant activation pattern across 
many cortical and subcortical areas. It should be emphasized that right AIC and right 
superior frontal gyrus – the two regions that were specifically involved in successful 
inhibition – are part of the activation pattern of unsuccessful inhibition. Menon and 
colleagues (2001) found a pattern similar to ours and acknowledged the substantial 
overlap of error related brain activation with activation found during successful inhibi-
tion in a GNGT. They also found a more distributed network for unsuccessful than for 
successful inhibition and emphasized that this is in accordance with ideas resulting 
from previous EEG studies. The involvement of AIC in successful as well as unsuccessful 
inhibition might also reflect dynamic behavioural control across different modalities of 
cognition rather than response inhibition specifically. 
 Furthermore, the current finding might be explained by a post-error overshoot of 
the neural network crucial for the execution of a certain task. This would correspond 
to the subjective feeling of error awareness or mental overcompensation – expressed 
by elevated alertness, alarm, and intense visualization of what should have been done 
– following an inaccurate reaction (Klein et al., 2007). Furthermore, especially regions 
such as ACC and AIC that have repeatedly been associated with the successful execu-
tion of cognitive tasks, have also been reported to be crucially involved in momentary 
lapses of attention (Weissman, Roberts, Visscher, & Woldorff, 2006) and maladaptive 
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changes of event related brain networks (Eichele et al., 2008). Along these lines it 
should be emphasized that, when errors occur, the participant has to deal with a sub-
jective feeling of failing or blundering which is not necessarily present in an aggressive 
reaction to provocation. This might be an explanation of our finding that the ACC is 
specifically involved in motor impulsivity but not the TAP. 
 Generally, it is debatable in how far specificity of functional involvement with re-
spect to certain brain regions can be assumed in this context. The mentioned brain 
areas might rather be involved in general cognitive control and monitoring of actions 
than in the specific cognitive aspect a task is supposed to tap into. The activations 
could not only be related to the inability to withhold a response, but also to error mon-
itoring and reactions to committing an error and subsequently implementing a cogni-
tive control process. Overall activations might be due to more than just greater impul-
sivity. 
 Additionally, it is crucial to emphasize that we cannot rule out emotional processes 
that came along with error processing. False alarms, thus not succeeding in the specific 
task, could be accompanied by a sense of failure and subsequently negative emotions 
such as irritation and anger. Therefore, related neural activity might also reflect such 
emotional processes. 
 Aggressive reaction to provocation. In order to elicit aggressive reactions in a pro-
vocative social interaction we employed the Taylor aggression paradigm. Participants 
consistently choose significantly higher feedback, which means more uncomfortable 
noise stimuli, for the provoking compared to the non-provoking opponent and after-
wards reported to deliberately have done so. Not just qualitatively, but also quantita-
tively we could confirm that the behavioural pattern varied with respect to the charac-
teristics of the opponent. This implies that our experimental manipulation was suc-
cessful and that we managed to simulate interactions as similar to natural behaviour as 
possible in a laboratory situation. However, at the same time this very pronounced and 
natural behavioural pattern restricted our analyses to the two most obvious reactions: 
aggressive reactions to provocation and no aggressive behaviour following no provoca-
tion. Therefore, in our data the intensity of provocation and the level of the chosen 
punishment cannot be disentangled. Ultimately though, this is the case for any retaliat-
ing behaviour observable in a natural environment and, thus, provocation and the 
resulting retaliation is understood as a unity in the presented analyses. When directly 
contrasting these two conditions, no significant change of neural activation specifically 
associated with a not aggressive reaction to the non-provoking opponent was ob-
served. 
 During periods in which participants reacted aggressively towards the provoking 
opponent increased neural activation was found in bilateral insula cortex, left inferior 
parietal lobe, a variety of mostly left lateralized subcortical structures (i.e., bilateral 
putamen/globus pallidus, as well as thalamus and caudate in the left hemisphere), and 
cerebellum. Bearing in mind that specific contrasts were chosen slightly differently, 
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these results overlap substantially with the findings of Krämer and colleagues (2007). 
Activation of AIC in the TAP or similar fairness games has been associated with the 
processing of negative emotions such as anger and disgust (Krämer et al., 2007; 
Sanfey, Rilling, Aronson, Nystrom, & Cohen, 2003; White et al., 2013). This follows a 
tradition of associating AIC with experience of mostly but not exclusively negative 
salient emotions (Craig, 2009; Damasio et al., 2000; Jabbi, Swart, & Keysers, 2007). 
Furthermore, increased activation of subcortical structures such as the puta-
men/globus pallidus and the caudate as part of the striatum has been observed. This 
has previously been reported for punishment of unfair offers in a social interaction 
game investigating altruistic punishment (de Quervain et al., 2004). Krämer and col-
leagues (2007) argue that by punishing the provoking opponent participants might aim 
to modify the opponent’s behaviour. In case the provoking opponent could be educat-
ed, his punishment towards the participant might decrease after consequent retalia-
tion, which in turn would be rewarding for the participant. Besides AIC and subcortical 
activation, the inferior parietal lobe was significantly involved in retaliation. This could 
reflect putting oneself in the opponent’s position. Especially the temporoparietal junc-
tion was repeatedly associated with theory of mind and social cognition (Corbetta et 
al., 2008). To understand the other’s position and motivation is a prerequisite for the 
successful and dynamic adaption of behaviour within social interactions. In the context 
of the TAP as we implemented it in a healthy population, this is especially crucial when 
interacting with the provoking opponent. In order to adapt one’s default reaction 
(choosing relatively low feedback as done so for the non-provoking opponent) and 
retaliate, one has to quickly identify the opponent, extract his putative motivation 
from his previous behaviour, and chose for the reasonable response. The relatively 
strong involvement of left inferior parietal lobe found in our data might reflect such a 
process amongst others. This explanation might be supported by the fact that inferior 
parietal lobe is the only activation hotspot within the provocation related neural net-
work that was not at the same time involved in unsuccessful inhibition (see conjunc-
tion analysis). As a simple motor response task does not require social cognition of any 
kind, this finding might imply that the specific social component present in the TAP and 
absent in the GNGT is mirrored in inferior parietal activation. 
 Not just with respect to parietal involvement do our data show greater left- than 
right-hemispheric neural involvement during aggressive reactions to provocation. It 
might be interesting to consider this result in the light of theoretical frameworks based 
on inter-hemispheric balance and motivational direction. Approach motivation and 
anger on state as well as trait level are consistently reported to be accompanied by a 
shift in inter-hemispheric balance in favor of the left hemisphere (Carver & Harmon-
Jones, 2009; Eddie Harmon-Jones & Sigelman, 2001; Eddie Harmon-Jones, 2004; Hor-
tensius, Schutter, & Harmon-Jones, 2012; van Honk & Schutter, 2006). This is well 
mirrored in our results. On the other hand, in line with this perspective, successful 
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inhibition, a cognitive process conceptually based on avoidance motivation, shows 
exclusively right-hemispheric neural correlates and, thus, the exact opposite pattern. 
 Anterior insula involvement. When investigating conjoint activity associated to dis-
inhibition on the level of motor action and social interaction, bilateral insula cortex, 
and left-lateralized subcortical structures (i.e., thalamus and putamen/globus pallidus) 
revealed the strongest functional overlap. 
 The strong and constant involvement of AIC in motor impulsivity as well as reactive 
aggression is striking. Our data do not only show an activation overlap within this re-
gion, but also that the more a participant recruits right AIC during unsuccessful inhibi-
tion, the more it is recruited during aggressive behaviour. AIC has been target of nu-
merous investigations across almost countless domains, including interoception, 
awareness of body movement, self-recognition, vocalization and music, emotional 
awareness, uncertainty and anticipation, visual and auditory awareness, time percep-
tion, attention, perceptual decision making, cognitive control, and performance moni-
toring (following the review of Craig, 2009). In the context of the present study the AIC 
has been repeatedly associated with successful inhibition (Sharp et al., 2010; Swick et 
al., 2011). Especially voluntary inhibition, so to speak the “free won’t” as opposed to 
the free will (Brass & Haggard, 2007), has been the function attributed to AIC activa-
tion. As mentioned previously, AIC involvement in the context of social interaction 
paradigms related to retaliation and the punishment of unfairness has mostly been 
interpreted as reflecting the processing of negative emotions (de Quervain et al., 2004; 
Krämer et al., 2007; Sanfey et al., 2003; White et al., 2013). These interpretations are 
highly reasonable, although seemingly conflicting with results that reveal AIC to be 
equally involved in unsuccessful inhibition (V Menon et al., 2001) and the processing of 
positive emotions (Hennenlotter et al., 2005; Jabbi et al., 2007). 
 Generally, taking a broader perspective on insula function might resolve these 
potential conflicts. All contexts for which significant anterior insula activation has been 
reported (Craig, 2009) require the ability to focus on the immediate presence and the 
involvement of rather unusual, potentially threatening, or change demanding stimuli. 
This involves an instantaneous need to monitor whether the current or planned behav-
iour is still adequate and if necessary to quickly adapt responses. Thus, saliency moni-
toring, response switching, attention, and control are key aspects in this process 
(Menon & Uddin, 2010). In their review on anterior insula activation in perceptual 
paradigms, Sterzer and Kleinschmidt (2010) emphasize that anterior insula is recruited 
as soon as any perceptual input poses a challenge to the given modus operandi. Craig 
(2009) goes a step further by suggesting AIC to be the crucial node in a human aware-
ness network whose main responsibility is the subjective regulation of psychological 
and physiological reactions to cognitively challenging situations. Following this reason-
ing, he proposes AIC even as potential candidate for the neural correlate of conscious-
ness. Our data clearly supports the interpretation that AIC might be crucial for dynamic 
behavioural control across different modalities such as cognition and social interaction. 
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Our findings provide evidence on neural level for the speculation Hoaken and col-
leagues (2003) derive from their behavioural data: More than inhibition as such, it 
might be rather general problems with the processing of social information that medi-
ate the link between executive functioning and aggression. Both motor response inhi-
bition as well as naturalistic aggressive reaction to provocation, constitute cognitive 
situations requiring high mental involvement and flexible adaption to rare respectively 
unusual and, thus, salient stimuli. Therefore, we interpret our findings as evidence for 
the involvement of anterior insula cortex not in specifically inhibitory, but general 
cognitive self-control across different modalities. 
 This does not imply that AIC not equally incorporates functions such as voluntary 
motor inhibition or the processing of negative emotions. It has to be taken into ac-
count that not only an aggressive reaction to provocation, but also dysfunctional motor 
inhibition, and thus failure in a specific task, could be accompanied by negative emo-
tions. AIC has frequently been considered a crucial node of interoception in the cognitive 
system (Craig, 2009) and as such could merely reflect the processing of anger. 
 Reactive aggression does not only implicitly comprise a highly impulsive compo-
nent. Aggression – despite its immediate, possibly functional consequences for the 
executor – is mostly considered unwanted in society and is highly stigmatized. For this 
reason, it often imposes negative long-term consequences on the aggressor. There-
fore, it could be argued that in order to avoid these negative consequences, aggressive 
reactions to provocation should generally be inhibited. In the same line, a motor re-
sponse should be inhibited in a response inhibition paradigm. In this respect, reactive 
aggression is closely related to motor impulsivity and a better grasping of this overlap 
can eventually lead to a better understanding of clinical syndromes involving aggres-
sion and other inhibitory deficits. 

Limitations 

The current findings and conclusions have to be considered bearing in mind the limita-
tions of our study. We only examined 15 healthy, young males. Thus our findings can-
not be generalized to bigger populations, to a gender-unspecific context, or any clinical 
population. 
 This study was designed to research the specific question in how far neural corre-
lates of motor impulsivity and reactive aggression overlap. Nevertheless, it has to be 
emphasized that the interpretations of our results are of a rather exploratory nature 
and comprise several alternative explanations. This has to be kept in mind, when eval-
uating the common neural ground of impulsivity and aggression. 
 Furthermore, it has to be emphasized that despite their experimental advantages 
the chosen behavioural paradigms measure rather specific expressions of the underly-
ing concepts. The GNGT is one among various paradigms employed to measure re-
sponse inhibition. Eagle and colleagues (2008) differentiated several aspects of action 
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inhibition, attributing action restraint to the GNGT as opposed to, for instance, action 
cancellation measured in stop signal paradigms. This should be kept in mind when 
interpreting our findings and only further research including different inhibition para-
digms can allow for generalizations. 
 Despite providing us with a well-established tool to investigate provocative social 
interactions and retaliation in an imaging environment, it has to be considered that the 
TAP proves to be an unusually complex paradigm for an fMRI setting. For the present-
ed analyses we focused merely on the decision phase of the task in which actual be-
haviour can be observed. Although our behavioural results show that the experimental 
manipulation was successful and a rather natural pattern of social interaction could be 
simulated, the limited variety of observed behaviour poses a challenge regarding the 
choice of maximally specific GLM contrasts. In order to ensure sufficient power of 
statistical analyses and maximal convergence towards real life social behaviour, we 
restricted our analyses to the contrast of aggressive behaviour in a provocative social 
interaction and not aggressive behaviour in a social interaction involving no provoca-
tion. Due to this circumstance, we cannot fully dissociate pure provocation and pure 
reactive aggression as for instance in the study by Krämer and colleagues (2007) in 
which punishment could be selected from only four levels instead of eighth in as in our 
study. It might be more likely that the entire scale is at least once administered for 
each opponent if there is less options to choose from. All conclusions we draw are 
based on perceiving retaliation and the provocative situation causing it as a unity. 
Therefore, the interpretations resulting from the presented findings definitely lack in 
specificity. It might, though, be questionable, whether neural components exclusively 
involved in pure inhibition or pure reactive aggression exist and whether identifying 
them will ultimately enable us to better understand such complex real life concepts as 
self-control and retaliation. For future studies, it would be rather interesting to look at 
participants administering relatively greater punishments than their peers and at the 
same time display a weaker ability to inhibit motor responses. While enabling a more 
precise description of the specific overlap between the two domains, this would re-
quire a significantly larger sample than our study features. 

CONCLUSION AND IMPLICATIONS 

In this study we investigated the neural correlates involved in successful and unsuc-
cessful response inhibition as well as retaliation towards a provoking social counter-
part. Furthermore, we focused on the overlap of neural components involved in dis-
inhibition in the context of motor action and provocation. Our findings provide evi-
dence of anterior insula involvement in general self-control across different domains 
including motor action and social interaction. This might enable a broader perspective 
on insula function in terms of the awareness model proposed by Craig (2009). 
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CHAPTER 5 
 No effects of bilateral tDCS over inferior 

frontal gyrus on response inhibition 
and aggression 

 
 
 
 
 
 
 
 
 
 
“Science, my boy, is made up of mistakes, but they are mistakes which are useful to 
make, because they lead little by little to the truth.” 

― Jules Verne, Journey to the Center of the Earth, 1864 
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ABSTRACT 

Brain imaging studies have shown that in both, response inhibition and aggression, the 
prefrontal cortex is consistently activated. Response inhibition describes the capacity 
to adequately inhibit or restraint automatic or pre-planned responses. Deficits in this 
capacity have been linked to aggressive behaviour. Pro- and reactive aggression are 
sub-types of aggression, describing the display of aggressive behaviour either instru-
mentally or in response to provocation. Response inhibition is mostly associated with 
predominantly right prefrontal activity the neural components underlying aggression 
seem to be left-lateralized. These differences in hemispheric dominance are conceptu-
alized in cortical asymmetry theories on motivational direction, which assign avoidance 
motivation (relevant to inhibit responses) to the right and approach motivation (rele-
vant for aggressive actions) to the left prefrontal cortex. In line with this notion, previ-
ous studies employing Non-Invasive Brain Stimulation techniques demonstrated that 
unilateral enhancement of the right prefrontal cortex can increase inhibitory capacity 
and reduce aggression. So far no brain stimulation study aimed to directly address the 
inherent inverse relationship between both concepts by assessing response inhibition 
and aggression within one experiment and by applying two opposing bilateral brain 
stimulation protocols in order to respectively induce left or right fronto-cortical domi-
nance. In the current study, sixty-nine healthy participants underwent bilateral tran-
scranial Direct Current Stimulation (tDCS) with anode over left and cathode over right 
inferior frontal cortex or vice versa (inducing either left- or right-hemispheric domi-
nance). Sham stimulation was administered to the control group. During brain stimula-
tion, response inhibition as well as pro- and reactive aggression were assessed with a 
go/no-go task (GNGT) and the Taylor Aggression Paradigm (TAP). On a behavioural 
level, in the group receiving sham stimulation, we revealed an inverse relationship 
between response inhibition and aggressive behaviour; the worse the ability to re-
strain a response in the GNGT, the more aggression was displayed during the TAP. No 
effects of bilateral prefrontal tDCS on either response inhibition or aggression were 
observed. This is at odds with previous unilateral brain stimulation studies, and there-
fore fails to provide evidence in support of the prefrontal cortical asymmetry model in 
the domain of response inhibition and aggression. The absence of tDCS effects might 
furthermore indicate that the methodological approach of shifting cortical asymmetry 
by means of bilateral tDCS protocols has failed, and/or that targeting inferior frontal 
cortex instead of the dorsolateral prefrontal cortex is not advisable. These and other 
possible explanations for our results and indications for brain stimulation research are 
shortly discussed. 
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Response inhibition is defined as the cognitive ability to withhold automatic or pre-
planned reactions (Logan et al., 1997) and comprises various sub-components,such as 
ation cancellation and action restraint. While action cancellation refers to the with-
drawal of an already initiated response, action restraint refers to the withdrawal of an 
action prior to its initiation (Eagle et al., 2008). The latter is mirrored in a variety of real 
life behaviours especially in the social domain, where a reaction might be imminent, 
but has to be taken back at a last possible notice before it is executed. Action restraint 
is classically measured by go/no-go paradigms in which participants have to respond to 
a frequent go stimulus, while they have to restrain their response to an infrequent no-
go stimulus. 
 Aggressive acts are one concrete form of social interactions, in which response 
inhibition is of importance. Aggression is understood as behaviour that aims to inten-
tionally harm another being verbally, physically, or psychologically (Anderson & Bush-
man, 2002). As the term aggression comprises rather complex aspects of behaviour, it 
is usually categorized into sub-types; while proactive aggression refers to using aggres-
sion in an instrumental, goal-oriented way, reactive aggression refers to aggressive 
actions in response to preceding provocation (Poulin & Boivin, 2000; Raine et al., 
2006). A tool to measure aggression, going beyond mere self-report and towards a 
controlled behavioural assessment, is the Taylor Aggression Paradigm (TAP; Taylor, 
1967). The TAP is set up as a reaction time game in which two or more opponents 
interact and are enabled to administer aversive feedback of variable intensity to each 
other. 
 Response inhibition and aggression are related on various levels. On the behav-
ioural level, the display of aggression has empirically been associated with impaired 
executive functioning including response inhibition (Hoaken, Shaughnessy, & Pihl, 
2003). On the neural level, neuroscience has investigated how response inhibition 
relates to self-reported impulsivity and aggression. For instance, Horn and colleagues 
(2003) showed that impulsive compared to non-impulsive individuals recruited more 
activity in the right orbitofrontal cortex to maintain inhibitory capacities in a go/no-go 
task (GNGT). Furthermore, GNGT-inhibition related activity in the right dorsolateral 
prefrontal cortex was shown to negatively correlate with impulsiveness on the Barratt 
Impulsiveness Scale (Asahi, Okamoto, Okada, Yamawaki, & Yokota, 2004). Pawliczek 
and colleagues (2013) demonstrated that highly aggressive individuals show inhibition 
deficits in an emotional stop signal task on behavioural level and on neural level lower 
inhibition related brain activity in pre-supplementary motor area and primary motor 
cortex. More recently, we could demonstrate a substantial overlap of neural networks 
involved in failed response inhibition and behavioural aggression within anterior insula 
and various sub-cortical brain regions (Dambacher, Sack, Lobbestael, Arntz, Brugman, 
& Schuhmann, 2014b). 
 Despite the described relationship between response inhibition and aggression, 
neuroscientific research has mostly examined the concepts in isolation. In brain imag-
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ing literature, response inhibition is mainly associated with activity in the right prefron-
tal cortex (Aron, Robbins, & Poldrack, 2004; Dambacher, Sack, Lobbestael, Arntz, 
Brugman, & Schuhmann, 2014a), while anger and aggression are mainly associated 
with activity in the left prefrontal cortex (Carver & Harmon-Jones, 2009; Dambacher, 
Sack, Lobbestael, Arntz, Brugman, & Schuhmann, 2014b; van Honk & Schutter, 2006). 
 In a similar vein, studies employing Non-Invasive Brain Stimulation (NIBS) such as 
transcranial Direct Current Stimulation (tDCS) and Transcranial Magnetic Stimulation 
(TMS) suggest that response inhibition can be altered by enhancing or inhibiting activi-
ty in the right prefrontal cortex (thus, shifting the cortical balance towards or away 
from the right prefrontal cortex). For instance, Jacobson and colleagues (2011) showed 
that enhancing activity in right inferior frontal gyrus by means of unilateral anodal 
tDCS improved inhibition in a stop signal task. In contrast, the disruption of right infe-
rior frontal cortex by means of TMS (Chambers et al., 2006, 2007; Dambacher, Sack, 
Lobbestael, Arntz, Brugmann, & Schuhmann, 2014; Verbruggen, Aron, Stevens, & 
Chambers, 2010) impaired successful inhibition in various response inhibition para-
digms. Similar results were found when inhibiting right dorsolateral prefrontal cortex 
by means of cathodal tDCS (Beeli, Casutt, Baumgartner, & Jäncke, 2008). When study-
ing the concept of aggression, NIBS findings suggest that aggression and its cognitive 
predecessors can be increased by shifting the front-cortical balance towards the left 
hemisphere and decreased when shifting it to the right: D’Alfonso and colleagues 
(2000) demonstrated that by disrupting the right prefrontal cortex by means of repeti-
tive TMS they could induce an attentional bias towards angry faces, while the disrup-
tion of left prefrontal cortex had an opposite effect. When enhancing the left prefron-
tal cortex with tDCS, aggressive behaviour in provocative situations was increased 
(Hortensius, Schutter, & Harmon-Jones, 2012). Opposite effects (decrease of proactive 
aggression in males) were observed, when unilaterally enhancing the right dorsolateral 
prefrontal cortex (Dambacher et al., 2015). 
 In summary, studies employing NIBS showed that shifting the fronto-cortical domi-
nance towards the right hemisphere (by enhancing the right and/or disrupting the left 
prefrontal cortex) increases inhibitory capacity and decreases aggression, while shift-
ing it to the left (by enhancing the left and/or disrupting the right prefrontal cortex) 
had the exact opposite effect. This evidence is in line with the theoretical framework 
on fronto-cortical asymmetry and motivational states proposed by Harmon-Jones and 
colleagues (Harmon-Jones & Allen, 1998; Harmon-Jones & Sigelman, 2001; Harmon-
Jones, 2004). It states that avoidance motivation is associated with right-, while ap-
proach motivation is with left-hemispheric fronto-cortical brain activity. Although the 
fact that action restraint and aggression seem inversely related on behavioural and 
neural level fits with this framework, no brain stimulation study until today aimed to 
directly address this relationship by assessing both concepts within one experiment 
and by applying two opposing bilateral brain stimulation protocols in order to respec-
tively induce left and right fronto-cortical dominance. 
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 In the current study, we applied bilateral tDCS (inducing either right or left fronto-
cortical dominance) or sham stimulation, while participants were performing a stand-
ard GNGT and the TAP. Based on previous neuroimaging work (Dambacher, Sack, 
Lobbestael, Arntz, Brugman, and Schuhmann, 2014b), stimulation was targeted at the 
inferior frontal cortex. It was assumed that response inhibition and aggression were 
inversely related on behavioural and neural level. We hypothesized that the induction 
of right-hemispheric fronto-cortical dominance by means of anode over right / cathode 
over left bilateral tDCS would enhance inhibitory capacity and simultaneously reduce 
aggressive behaviour. Moreover, we expected that the induction of left-hemispheric 
fronto-cortical dominance by means of anode over left / cathode over right bilateral 
tDCS would impair inhibitory capacity and simultaneously increase aggressive behav-
iour. 

METHODS AND MATERIALS 

Participants. Sixty-nine healthy volunteers participated in this study. Data of one par-
ticipant was incomplete due to technical problems and had to be excluded from the 
analysis. Another four participants were not included in the analysis, as they doubted 
the interaction with a real human opponent during the TAP (see below). Therefore, 
sixty-four participants (mean age in years = 21.89; SD = 3.26) were included in the 
analysis. Participants were randomly assigned to one of three experimental groups 
(between-subject design): One group received anodal stimulation over right and simul-
taneously cathodal stimulation over left inferior frontal cortex (induction of right-
hemispheric dominance; male n=11 female n=11). One group received anodal stimula-
tion over left and simultaneously cathodal stimulation over right inferior frontal cortex 
(induction of left-hemispheric dominance; male n=14 female n=8). A third group re-
ceived sham stimulation (male n=14 female n=6). 
 Participants had no history of neurological or psychiatric disorders, were suited to 
undergo Non-Invasive Brain Stimulation, and gave their written informed consent 
before taking part. They were paid for participation. 
 Paradigms and tools. GNGT. In order to measure response inhibition or action 
restraint, a standard go/no-go motor response task was employed (Dambacher, Sack, 
Lobbestael, Arntz, Brugmann, & Schuhmann, 2014c). Participants were instructed to 
respond as fast and accurately as possible to a frequent go stimulus via button press, 
while they had to restrain their response to a rare no-go stimulus. Go as well as no-go 
stimuli were presented for 100 msec. Inter trial intervals were randomly varied (650, 
750, 850, 950, or 1050 msec) eliminating expectancy effects. The letters C and M were 
used as stimuli, as they lack any linguistic association with the concept of “stopping” in 
the languages spoken by the participants. Stimuli and fixation crosses were presented 
in white (RGB 255/255/255; Arial pt 24) on a grey background (RGB 125/125/125). For 
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both the baseline and the actual experimental measurement, participants had to com-
plete 5 blocks of 64 trials including 25% inhibition trials. Go and no-go trials were 
pseudo-randomized (one of four trials was an inhibition trial). This design led to a total 
of 320 trials (80 inhibition trials). After each block participants received feedback on 
their mean reaction times for go trials, their number of omission errors in go trials, and 
their percentage of commission errors in inhibition trials. Stimuli were presented using 
Presentation software (Neurobehavioural Systems, Inc., Albany, USA). 
 TAP. In order to measure actual aggressive behaviour, the Taylor Aggression Para-
digm (TAP; Taylor, 1967) implemented in custom-made software was employed. It was 
framed as a competitive reaction time game in which participants had to respond to a 
target stimulus as fast as possible by button press with the right index finger. Two 
participants were simultaneously invited to the laboratory. Each participant was told 
to play against another participant of the same gender sitting in the next room. The 
amount of win and lose trials were preprogrammed in the same order for every partic-
ipant. Participants were made to believe that the winner of a trial could administer an 
aversive noise to the opponent and that this noise could influence the performance of 
the opponent on the next trial. In the beginning of each trial, the participant was asked 
to choose the duration and volume of this noise blast by moving a slider on a scale 
from 0 to 10 (duration: 0 to 5 seconds; volume: 0 to 100 dB). At the end of each trial, 
participants were informed about whether they had won or lost the trial. At the same 
time they could see which feedback the opponent had chosen for the trial. In the case 
that the participant had lost, she / he was presented with this feedback through head-
phones. By summing and averaging the behaviour (given intensity & duration) across 
all trials, a total aggression score was calculated. The behaviour (given intensity & 
duration) across the first seven unprovoked trials (in which the opponent never admin-
istered a noise) was summed up and averaged to receive a proactive aggression score. 
By summing and averaging the behaviour (given intensity & duration) from the eighth 
trial onwards (provoked trials), a reactive aggression score was calculated. The TAP 
demonstrated high construct, internal, discriminant as well as external validity (Ander-
son, Lindsay, & Bushman, 1999; Bernstein, Richardson, & Hammock, 1987; Giancola & 
Parrott, 2008; Giancola & Zeichner, 1995). 
 Questionnaires. The Reactive-Proactive-Aggression Questionnaire (RPQ) was used 
to measure self-reported trait aggression (Raine et al., 2006). Participants rated their 
opponents regarding sympathy, competence, friendliness, and reaction time speed on 
a 7-point likert scale at the beginning and the end of the experiment. In order to check, 
whether the actual behaviour (administration of feedback noise) and not merely the 
perception of the feedback received by the opponent was modulated by tDCS, partici-
pants rated on a 7-point likert scale how annoying 4 exemplary feedbacks would have 
been for them, if they would have received them during the game (‘volume 0 / dura-
tion 0’, ‘volume 4 / duration 2’, ‘volume 10 / duration 10’, ‘volume 2 / duration 6’). 
During this rating the brain stimulation was still active. 
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 Non-Invasive Brain Stimulation. Participants were divided into three groups and 
randomly assigned to one of three tDCS conditions: induction of right-hemispheric 
fronto-cortical dominance, induction of left-hemispheric fronto-cortical dominance, or 
sham stimulation. 
 To induce right-hemispheric fronto-cortical dominance, the anode was positioned 
over right inferior frontal cortex (F8), while the cathode was positioned over left infe-
rior frontal cortex (F7). To induce left-hemispheric fronto-cortical dominance, the an-
ode was positioned over left inferior frontal cortex (F7), while the cathode was posi-
tioned over right inferior frontal cortex (F8). These stimulation sites were chosen in 
accordance with existing imaging work allocating the main overlap of neural networks 
involved in response inhibition and aggression in inferior frontal regions (Dambacher, 
Sack, Lobbestael, Arntz, Brugman, & Schuhmann, 2014a, 2014b). A DC-stimulator plus 
and 5x7cm standard electrodes (neuroConn, Ilmenau, Germany) were employed. Elec-
trodes were fixated using conductive EEG gel (Ten20 conductive Neurodiagnostic elec-
trode Paste, WEAVER and company, Aurora CO, USA). We applied 1.5mA direct current 
for 21.75 minutes, including ramping up and down phases of 20s each. 
 When administering sham tDCS the electrodes were equally positioned, but the 
stimulation was switched of immediately after the ramping phase. Therefore, partici-
pants also had a light skin sensation in the sham condition and could not differentiate 
whether they had been assigned to the real or the sham tDCS condition. When rating 
how certain they were about which type of stimulation they received (from 1 “100% 
sham” to 7 “100% real”; with 4 “I don’t know”), no differences between the real and 
sham stimulation groups were identified (right-hemispheric fronto-cortical dominance: 
MEAN=4.73; left-hemispheric fronto-cortical dominance: MEAN=4.67; sham stimula-
tion: MEAN=4.75; ANOVA: F(2,61)=.017 p=.984). 
 Experimental procedure. Participants were told that they took part in a study in-
vestigating the effects of human feedback compared to computerized feedback in 
reaction time performance. In each experimental session two participants of the same 
gender that did not know each other took part simultaneously. Participants were seat-
ed in two different laboratory rooms next to each other. Following the montage of the 
tDCS setup, participants received instructions and completed a baseline measurement 
of the GNGT prior to the initiation of the stimulation. During brain stimulation (the 
experimental manipulation) participants performed the GNGT and the TAP in counter-
balanced order. Subsequently, participants had to fill in the questionnaires. Immedi-
ately after completion of the experiment, participants were administered an exit inter-
view ensuring that they were fully deceived by the experimental setup. After all partic-
ipants were assessed, participants were provided with a written debriefing. The study 
was approved by the local Ethical Committee of the Faculty of Psychology and Neuro-
science at Maastricht University. 
 Statistical analysis. For response inhibition, the effects of brain stimulation were 
examined with a 3x2 multivariate analysis of variance (MANOVA; conditions x gender; 
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with mean reaction time on go trials, misses, and false alarms as dependent variables; 
all corrected for baseline via differential scores). For aggression, the effects of brain 
stimulation were examined with a 3x2 multivariate analysis of variance (MANOVA; 
conditions x gender; with total aggression, proactive aggression, and reactive aggres-
sion as dependent variables); trait aggression (RPQ) was included as a covariate. Spe-
cific differences were examined with paired-sample t-tests. Relationships were investi-
gated via Pearson product-moment correlation coefficients. Post hoc analyses were 
conducted with G-power software (Faul et al., 2007) to ensure sufficient statistical 
power. 

RESULTS 

A relation between response inhibition and aggression could be observed. Within the 
sham condition, inhibitory capacity in the GNGT correlated with the behaviour across 
all types of aggression in the TAP; the more false alarms participants committed, the 
more aggression they displayed (TOTAL AGGRESSION r=.550 p=.012 / PROACTIVE AG-
GRESSION r=.452 p=.046 / REACTIVE AGGRESSION r=.474 p=.035). No such relation 
could be observed within the groups receiving real stimulation. It has to be noted that 
participants in the group that received sham stimulation became faster and committed 
more commission errors (false alarms) in the experimental measurement compared to 
the baseline measurement (reaction time: MEANpre=292.21 MEANpost=271.83 
t(19)=5.686 p<.001; false alarms: MEANpre=22.20 MEANpost=30.00 t(19)=-3.765 
p=.001). Therefore, in all three groups further analyses for the GNGT were computed 
on differential scores. 
 Effects of brain stimulation. Means and standard deviations are depicted in table 
1. For response inhibition, a 3x2 MANOVA (conditions x gender; with mean reaction 
time on go trials, misses, and false alarms as dependent variables; all corrected for 
baseline) revealed no significant main effects (MEAN REACTION TIME condition: 
F(2,61)=2.293 p=.100; gender: F(1,62)=2.100 p=.153 / MISSES condition: F(2,61)=1.118 
p=.334; gender: F(1,62)=1.949 p=.168 / FALSE ALARMS condition: F(2,61)=2.193 
p=.121; gender: F(1,62)=.341 p=.562). Furthermore, no interaction effects could be 
observed (MEAN REACTION TIME condition*gender: F=.064 p=.938 / MISSES condi-
tion*gender: F=2.550 p=.087 / FALSE ALARMS condition*gender: F=.032 p=.969). Post-
hoc power analyses revealed an achieved power of .95 for both main effects and the 
interaction (assuming alpha=.05, 1-beta=.95, based on Pillai’s V per effect; calculated 
with G-Power). 
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Tab. 1. Means and standard deviations. Reaction times, misses, and false alarms are represented as differ-
ential values (minus baseline performance). Agg: aggression. 

 induction of right-hemispheric 
dominance 

induction of left-hemispheric 
dominance 

sham stimulation 

 
male 
n=11 

female 
n=11 

 
male 
n=14 

female 
n=8 

 
male 
n=14 

female 
n=6 

 M SD M SD M SD M SD M SD M SD 

reaction time -22.47 12.50 -30.84 21.88 -9.49 23.61 -18.20 19.70 -19.00 16.57 -23.61 15.64 

misses -.27 12.50 -10.55 7.78 -4.14 8.49 -1.38 10.36 0.50 9.20 -2.33 6.34 

false alarms 4.55 5.26 6.36 8.04 2.29 6.53 2.88 8.98 7.43 10.65 8.67 5.50 

total agg 5.10 1.31 3.85 1.05 4.26 1.73 2.98 1.52 4.45 1.18 4.73 .90 

proactive agg 4.19 1.76 2.39 1.32 3.52 1.62 1.82 .95 3.37 1.66 3.35 .75 

reactive agg 5.33 1.26 4.22 1.05 4.45 1.89 3.27 1.86 4.73 1.33 5.07 1.06 

 
For aggression, a 3x2 MANOVA (conditions x gender; with total aggression, proactive 
aggression and reactive aggression as dependent variable and trait aggression as co-
variate) revealed a significant gender difference in proactive aggression with males 
displaying more proactive aggression than females (PROACTIVE AGGRESSION gender: 
F(1,62)=7.142 p=.010). No further significant main effects were revealed (TOTAL AG-
GRESSION condition: F(2,61)=1.906 p=.159; gender: F(1,62)=3.459 p=.068 / PROACTIVE 
AGGRESSION condition: F(2,61)=1.060 p=.354 / REACTIVE AGGRESSION condition: 
F(2,61)=1.759 p=.182; gender: F(1,62)=2.07 p=.155). Furthermore, no interaction ef-
fects could be observed (TOTAL AGGRESSION condition*gender: F=.960 p=.389 / PRO-
ACTIVE AGGRESSION condition*gender: F=1.575 p=.216 / REACTIVE AGGRESSION con-
dition*gender: F=.645 p=.529). Post-hoc power analyses revealed an achieved power 
of .95 for both main effects and the interaction (assuming alpha=.05, 1-beta=.95, 
based on Pillai’s V per effect; calculated with G-Power). 
 
Control variables. Participants considered their opponent more competent, but less 
friendly after (as compared to before) they had played the TAP (How competent is your 
opponent pre/post: MEANpre=4.98 MEANpost=5.50 / t(63)=-3.014 p=.004; How friend-
ly is your opponent pre/post: MEANpre=5.67 MEANpost=4.83 / t(63)=5.294 p=.000; all 
items rated on a 7point Likert-Scale). No significant differences in how much partici-
pants liked their opponent and how fast they thought the opponent is were observed 
(How much do you like your opponent pre/post: t(63)=.904 p=.369; How fast in his 
reactions will (was) your opponent be pre/post: t(63)=1.263 p=.211). The higher in 
volume and duration the feedback was, the more annoying it was perceived; this ob-
servation did not differ with respect to the brain stimulation conditions (“How annoy-
ing would this feedback have been for you?” rated between 1 “not at all” and 7 “very 
much”; right-hemispheric fronto-cortical dominance: feedback volume 0 & duration 0 
MEAN=1.50 / feedback volume 4 & duration 1 MEAN=2.59 / feedback volume 10 & 
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duration 5 MEAN=6.59 / feedback volume 2 & duration 3 MEAN=2.64; left-hemispheric 
fronto-cortical dominance: feedback volume 0 & duration 0 MEAN=1.64 / feedback 
volume 4 & duration 1 MEAN=2.68 / feedback volume 10 & duration 5 MEAN=6.36 / 
feedback volume 2 & duration 3 MEAN=2.68; sham stimulation: feedback volume 0 & 
duration 0 MEAN=1.30 / feedback volume 4 & duration 1 MEAN=2.70 / feedback vol-
ume 10 & duration 5 MEAN=6.30 / feedback volume 2 & duration 3 MEAN=2.65). 

DISCUSSION 

This study investigated to what degree shifting fronto-cortical balance by means of 
bilateral tDCS affects response inhibition and aggression. It was assumed that response 
inhibition and aggression are inversely related on behavioural and neural level. We 
expected that the induction of right-hemispheric fronto-cortical dominance (placing 
the anode over the right and the cathode over the left inferior frontal cortex in a bilat-
eral tDCS setup) would lead to an enhanced ability to inhibit motor responses and at 
the same time reduce aggressive behaviour. Furthermore, the induction of left-
hemispheric fronto-cortical dominance (placing the anode over the left and the cath-
ode over the right inferior frontal cortex) was expected to reduce the ability to inhibit 
motor responses and at the same time increase aggressive behaviour. Our results 
failed to reveal any behavioural effects of either tDCS condition on response inhibition 
and/or aggression, and therefore do not provide any empirical support for these spe-
cific hypotheses. 
 Interestingly, independent of brain stimulation, we could observe the expected 
inverse relationship of the ability to inhibit pre-planned motor responses and all types 
of behavioural aggression (proactive, reactive, and total aggression). The more false 
alarms (commission errors) were committed by a given participant in the GNGT, the 
more aggression was displayed in the TAP. In other words: the worse people were in 
restraining responses when asked to do so, the more aggressively they behaved to-
wards their opponent after provocation. This is in line with previous work associating 
response inhibition deficits with impulsivity (Asahi et al., 2004; Horn et al., 2003; Paw-
liczek et al., 2013). The current study, however, is the first to demonstrate a similar 
relationship with respect to impulsive aggression employing an actual behavioural 
instead of a merely self-reported measure. 
 The interaction during the reaction time game caused participants to evaluate their 
opponents as less friendly but more competent compared to the beginning of the 
experiment. This emphasizes that the situation might have been perceived as rather 
competitive and provocative. Furthermore, the louder and longer the feedback noises, 
the more annoying participants rated them. Both results indicate that the implementa-
tion of provocation in the TAP was successful. 
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 We observed a tendency towards a gender effect with males being more aggressive 
than females. This effect was only significant for proactive aggression. A strong gender 
effect in the context of the TAP has been shown before (Dambacher et al., 2015). This 
is in line with a vast body of evidence supporting the notion that males tend to display 
more overt aggression than females especially in the domain of physical aggression as 
assessed by the TAP (Archer, 2004; Bjorkqvist, 1994; Eagly & Steffen, 1986; Lagerspetz, 
Bjorkqvist, & Peltonen, 1988). 
 Our findings seem plausible from a behavioural perspective and provide direct 
empirical support for the concept of an inverse relationship between response inhibi-
tion and aggression. However, although this study has sufficient statistical power (as 
revealed by post-hoc power analyses based on effect sizes by Dambacher et al., 2015), 
the here introduced bilateral tDCS protocols failed to reveal any effects on either re-
sponse inhibition or proactive and reactive aggression. This means, that on a neural 
level, our tDCS findings fail to find evidence in favor of the hypothesized prefrontal 
cortical asymmetry in the domain of response inhibition and aggression. However, it is 
not possible to draw any clear conclusions as the ‘absence of evidence’ in brain stimu-
lation research cannot simply be interpreted as ‘evidence of absence’ (DeGraaf & Sack, 
2011). The current results, which were obtained based on a clear hypothesis and 
sound methodology, can also give indications on the (in)efficacy of the brain stimula-
tion parameters and stimulation sites chosen. 
 Our absence of tDCS effects are at odds with previous studies applying stimulation 
unilaterally and thereby modifying response inhibition or aggression: Anodal stimula-
tion applied unilaterally to the right inferior frontal cortex enhanced the ability to in-
hibit responses in a stop signal paradigm (Jacobson et al., 2011). Applying cathodal 
stimulation unilaterally to the right dorsolateral prefrontal cortex was shown to impair 
response inhibition in a GNGT (Beeli et al., 2008). Finally, applying anodal stimulation 
unilaterally to the right dorsolateral prefrontal cortex was shown to reduce proactive 
aggression in males (Dambacher et al., 2015). 
 Our study, however, differed in several methodological aspects from these previ-
ous experiments. First, based on a concrete hypothesis derived from the expected 
inverse relationship between response inhibition and aggression and their opposing 
prefrontal lateralization, we opted for a bilateral stimulation protocol positioning both 
electrodes symmetrically over both hemispheres. This is opposed to the usage of a 
unilateral (or non-symmetrical) protocol, for which the return electrode would be 
positioned, for instance, over the orbit or mastoid of the hemisphere contralateral to 
the target site. We assumed that such a setup of enhancing activity in one hemisphere, 
while at the same time inhibiting activity in the region symmetric to the target site in 
the contralateral hemisphere, would directly manipulate the prefrontal cortical asym-
metry underlying response inhibition and aggression. However, as of yet, no empirical 
evidence exists that supports the general validity of such bilateral tDCS montages, 
neither on behavioural nor neurophysiological level (Horvath et al., 2014; Horvath, 
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Forte, & Carter, 2015). It thus remains speculative whether bilateral tDCS protocols as 
described in the current study in fact induce the intended shifts in cortical balance 
between hemispheres.  
 Second, in accordance with existing imaging work localizing the main overlap of 
neural networks involved in response inhibition and aggression in inferior frontal cor-
tex (Dambacher, Sack, Lobbestael, Arntz, Brugman, and Schuhmann, 2014a, 2014b), 
we chose this area as our tDCS target region. However, some previous studies demon-
strating tDCS effects on response inhibition or aggression positioned the electrodes 
superior to our target sites within dorsolateral prefrontal cortex (Beeli et al., 2008; 
Hortensius et al., 2012; Dambacher et al., 2015). 
 Third, with 1.5mA we stimulated with a rather low intensity compared to tDCS 
studies which observed a brain stimulation related effect (Hortensius et al., 2012; 
Dambacher et al., 2015). 
 As no study has specifically applied a bilateral tDCS protocol over inferior frontal 
cortex, the comparability of our study to previous findings is limited and our absence 
of tDCS effects could, thus, be due to any of those methodological differences. Hence, 
while the verdict on the validity of the prefrontal cortical asymmetry concept in the 
domain of response inhibition and aggression is still out, our current study clearly indi-
cates that caution is warranted when conceptualizing the manipulation of hemispheric 
asymmetry by means of bilateral tDCS montages. 
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CHAPTER 6 
 The role of the insular cortex in retaliation 

 
 

 
 
 
 
 
 
 
 
 
 
“The sad truth is that most evil is done by people who never make up their minds to be 
good or evil.” 

― Hannah Arendt, The Life of the Mind, 1978 
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ABSTRACT 

The insular cortex has consistently been associated with various aspects of emotion 
processing and social behaviour, including anger processing and overt aggression. 
Aggression research distinguishes proactive or instrumental aggression from retalia-
tion, i.e. aggression in response to provocation. Here, we investigated the specific role 
of the insular cortex during retaliation, employing a controlled behavioural aggression 
paradigm implementing different levels of provocation. Fifteen healthy male volun-
teers underwent whole brain functional magnetic resonance imaging (fMRI) to identify 
brain regions involved in interaction with either a provoking or a non-provoking oppo-
nent. FMRI group analyses were complemented by examining the parametric modula-
tions of brain activity related to the individual level of displayed aggression. These 
analyses identified a hemispheric lateralization as well as an anatomical segregation of 
insular cortex with specifically the left posterior part being involved in retaliation. The 
left-lateralization of insular activity during retaliation is in accordance with evidence 
from electro-physiological studies, suggesting left-lateralized fronto-cortical domi-
nance during anger processing and aggressive acts. The posterior localization of insular 
activity, on the other hand, suggests a spatial segregation within insular cortex with 
particularly the posterior part being involved in the processing of emotions that trigger 
intense bodily sensations and immediate action tendencies. 
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Aggression is defined as the intentional infliction of harm to another being (Anderson 
& Bushman, 2002). Different forms of aggression are distinguished; proactive aggres-
sion refers to using aggression in an instrumental, goal-oriented way, whereas reactive 
aggression refers to retaliation, i.e. aggressive actions triggered by preceding provoca-
tion (Poulin & Boivin, 2000; Raine et al., 2006). 
 Aggression and retaliation are complex social behaviours and their scientific as-
sessments rely on social interaction paradigms that do not only measure the percep-
tion of – or attention to – specific social emotional cues, but also their behavioural 
consequences in an experimental setup. Ideally, such paradigms allow quantifying 
different levels of aggressive behaviour within provocative and non-provocative inter-
actions in a controlled way. One of the most widely used and validated behavioural 
aggression paradigms fulfilling these requirements is the Taylor Aggression Paradigm 
(TAP), which also proofed to be feasible in an neuroimaging environment (Beyer, Mün-
te, Erdmann, & Krämer, 2014; Beyer, Münte, Göttlich, & Krämer, 2014; Brunnlieb, 
Münte, Krämer, Tempelmann, & Heldmann, 2013; Dambacher et al., 2014; Krämer, 
Jansma, Tempelmann, & Münte, 2007; Lotze, Veit, Anders, & Birbaumer, 2007). The 
TAP is set up as a reaction time game between two or more opponents in which the 
winner can administer an aversive feedback stimulus of variable intensity to the oppo-
nent; therewith it measures aggressive behaviour within direct social interactions in a 
controlled way. Several neuroimaging studies have aimed to identify the neural activa-
tions induced by the TAP, reporting predominantly prefrontal regions, parietal cortex, 
basal ganglia, thalamus (Krämer et al., 2007), and dorsal medial prefrontal cortex (Lot-
ze et al., 2007) involvement during the interaction between opponents. Prefrontal 
regions, striatum, and other parts of the reward network (Krämer et al., 2007) were 
activated when winning (versus loosing) against the opponent. Furthermore, the insu-
lar cortex was especially associated with aggressive behavior during this social interac-
tion game (Dambacher et al., 2014; Krämer et al., 2007). However, insular cortex in-
volvement has also been reported in many other contexts including the processing of 
positive emotions, action inhibition, mindfulness, and interoception (Craig, 2009), 
questioning any functional specificity of its involvement. 
 The seemingly rather general involvement of insular cortex in a variety of emotion-
al and cognitive paradigms led to the development of models which could potentially 
assign different functions to different parts of the insular cortex. For instance, a segre-
gation along a posterior-to-anterior gradient representing the progressive integration 
of bodily feelings has been proposed (Craig, 2009): Whereas acute emotions or intero-
ceptive components might be represented in the posterior parts of the insular cortex, 
the anterior parts seem to code for more abstract and highly integrated constructs. 
This suggests that – opposite to the anterior insular cortex – the posterior insular cor-
tex is involved in the processing of emotions triggering intense bodily sensation and 
immediate action tendencies. 
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 Besides its segregation, the lateralization of insular activation is yet to be fully un-
derstood. Previous work suggested that the left hemisphere – as opposed to the right 
– generally might be more involved in approach related motivational states such as 
anger processing and aggression (Harmon-Jones, 2004; van Honk & Schutter, 2006). It 
remains to be answered, however, whether this assumption holds true not only re-
garding overall fronto-cortical asymmetry, but also with respect to specific brain re-
gions such as the insular cortex. 
 Following this line of argumentation, we particularly expect the posterior parts of 
the insular cortex to be involved in retaliation during which intense bodily sensations, 
action-oriented emotional content, and immediate behavioural responses are mobi-
lized. Furthermore, this activation is expected to be left-lateralized as retaliation is 
closely related to anger processing and approach motivation. The here presented 
study tests this hypothesis by assessing the parametric modulations of brain activity 
underlying retaliation in a controlled aggression paradigm during whole brain fMRI. 

MATERIALS AND METHODS 

Please note that the here reported analyses are based on the same data set used in a 
previously reported study which compared the neural correlates of reactive aggression 
with regions involved in motor impulsivity (measured with a go-/nogo task; Dambacher 
et al., 2014). 
 Participants. Eighteen male university students volunteered, gave their written 
informed consent, and were paid for participating. A screening ensured that none of 
the participants had a previous history of neurological or psychiatric disorders. Data of 
two participants were excluded from the analyses as they did not follow the instruc-
tions of the experimenter. Another participant was excluded, since he did not show 
any reaction to provocation and always chose low reactions. Data of fifteen partici-
pants were included in further analyses (mean age = 22.33; SD = 2.35). The study was 
approved by the local Ethical Committee of the Faculty of Psychology and Neurosci-
ence at Maastricht University. 
 Taylor Aggression Paradigm (TAP). Introduced in its first version by Taylor in 1967 
(Taylor, 1967), the TAP has become a common tool in behavioural aggression research 
and has also proven itself the most adaptable option for brain imaging studies (Beyer, 
Münte, Göttlich, & Krämer, 2014; Dambacher et al., 2014; Krämer, Jansma, Tempel-
mann, & Münte, 2007; Lotze, Veit, Anders, & Birbaumer, 2007). The task is set up as a 
competitive reaction time game between two or more opponents. The players give 
each other feedback after each reaction time trial. During the task, aggressive behav-
iour is measured by recording the severity level of the feedback or “punishment” par-
ticipants assign to their virtual opponents. The level of provocation can be manipulat-
ed such that an opponent can choose a more or less aversive feedback for the other 
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player. Whenever a player loses a reaction time trial, he is presented with the feed-
back chosen by the opponent. The Taylor Aggression Paradigm has shown to be high in 
construct, internal, discriminant as well as external validity (Anderson, Lindsay, & 
Bushman, 1999; Bernstein, Richardson, & Hammock, 1987; Giancola & Zeichner, 1995). 
 During recruitment, participants were led to believe that the experiment investi-
gated the impact of human feedback on reaction time performance. They were in-
formed about playing a reaction time game (TAP) against two other participants. Be-
fore entering the scanner, the participant and the two opponents (collaborators of the 
experimenters) were introduced. The experimenter’s collaborators were trained be-
forehand and acted according to a script in order to ensure equal treatment of all par-
ticipants. Throughout the entire scan, the players communicated verbally via intercom. 
Immediately after completion of the experiment, an exit interview was administered 
to ensure that participants were fully deceived by the experimental setup. Upon com-
pletion of the study, a written debriefing was provided. 
 In the implementation of the TAP employed in this study (see also Dambacher et 
al., 2014, Fig.1), the participant played reaction time trials against one of two alleged 
opponents randomly. These opponents were collaborators of the experimenter and 
merely acted in their role as participants. Participants were told that whoever reacted 
faster to a target stimulus, won the trial. In cases that participants were slower than 
the alleged opponent, they were presented with an aversive feedback noise. At the 
beginning of each trial the volume of this noise was chosen on an 8-point scale. Feed-
back noises were adjusted to the individual threshold of endurability while running a 
functional sequence for each participant. No noises above 100 decibel were adminis-
tered to ensure that the hearing was not compromised. Participants randomly played 
against each of the putative opponents in 50% of the trials. One opponent always se-
lected soft feedback noises (from 1 to 4; non-provoking opponent), while the other 
selected loud feedback noises (from 4 to 8; provoking opponent). Participants random-
ly won (and lost) in 50% of trials per opponent. Trials in which reaction times exceeded 
500 msec always were losing trials. This ensured a realistic sensation of competing 
with a human opponent. 
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Fig. 1. Taylor Aggression Paradigm (TAP). Adapted from Dambacher et al., 2014. During the decision phase, 
participants were presented with a screen that informed them against whom they were playing in this trial 
(in this case “Tim”) and asked to choose the feedback noise level that should be administered to this oppo-
nent in case the opponent lost (“12345678”). During the outcome phase, participants were informed on
whether or not they won and what feedback noise level the particular opponent had chosen for this trial. 

 
Each trial of 27000 msec consisted of a decision phase (6000 msec), the actual reaction 
time game (jittered between 4500 and 7500 msec), and an outcome phase (6000 
msec). A jittered resting period followed. During the decision phase, participants were 
presented with a screen that informed them against whom they were playing in this 
particular trial (“Rob” or “Tim”) and asked to choose the volume of the feedback they 
wanted to administer to this opponent in case he would lose. The actual reactive ag-
gressive behaviour was measured during the decision phase of the TAP. During the 
outcome phase, participants were informed about whether or not they lost in this 
particular trial and which feedback noise levels the particular opponent chose for this 
trial. Whenever they lost, they were presented with this noise at the end of the out-
come phase. 
 Stimuli were presented in white (RGB 255/255/255; Arial pt 24) on a grey back-
ground (RGB 125/125/125). Participants performed 3 runs of the TAP including 28 
trials (14 trials per opponent) each, leading to a total of 84 trials (42 trials per oppo-
nent). Stimuli were presented using Presentation software (Neurobehavioural Sys-
tems, Inc., Albany, USA). Behavioural statistical analyses were performed using SPSS19 
(IBM Statistics, USA). 
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 Technical details, fMRI acquisition and analysis. (see also Dambacher et al., 2014) 
Stimulus material was presented using an LCD projector (Panasonic, No PT-EZ57OEL) 
mounted onto a frosted screen, positioned at rear of the scanner bore. Responses 
were registered with a standard MR compatible button box (Current Designs, 8-button 
response device, HHSC-2x4-C, Philadelphia, USA). 
 Images were acquired with a 3 Tesla Siemens Prisma scanner. Structural (high reso-
lution T1-weighted MPRAGE; isotropic voxel resolution 1x1x1 mm³; 192 sagittal slices) 
and functional whole-brain (Gradient-Echo-EPI-sequence; TR=1500msec; TE=26msec; 
FOV=224mm; flip angle=73°; matrix=64x64; distance factor=20%; 478 volumes per run 
for the GNGT, 512 volumes per run for the TAP) scans were recorded. Twenty-eight 
oblique transversal slices of 3.5x3.5x3.5mm voxels were obtained. Slices were tilted 
30° relatively to the anterior-posterior commissure plane to avoid signal dropout in 
frontal areas (Deichmann, Gottfried, Hutton, & Turner, 2003). 
 FMRI data were analyzed with Brain Voyager QX (Brain Innovation BV, Maastricht, 
The Netherlands). Preprocessing included 3D-motion-correction (trilinear / sinc inter-
polation and intra-session alignment to the first functional volume recorded after the 
individual structural scan), cubic spline slice scan time correction, and the application 
of a temporal high pass filter (general linear model (GLM) with Fourier basis set of 3 
cycles sine/cosine per run plus linear trend removal). Images were co-registered to the 
individual anatomical data sets and normalized to Talairach stereotaxic space (Talair-
ach & Tournoux, 1988). Volume time courses were spatially smoothed (6mm full width 
half maximum Gaussian kernel). 
 The first three trials per opponent were excluded to restrict the analyses to the 
trials in which participants were familiar with the distinct behavioural pattern of the 
two opponents (i.e. provoking versus non-provoking). 
 Random effects group analyses. A GLM was defined to analyze the behaviour dis-
played during the decision and the outcome phase in the TAP. For these analyses, the 
feedback given by the participants was grouped into low (level 1-3), middle (4 and 5), 
and high (level 6-8) punishment. 
 The following conditions were included as predictors for the decision phase (for 
phases of TAP see figure 1): participant chooses high punishment for the provoking 
opponent, participant chooses low punishment for the non-provoking opponent. Some 
participants rarely or never chose a low or middle punishment for the provoking oppo-
nent. Furthermore, not every participant chose a middle or high punishment for the 
non-provoking opponent. These conditions could therefore not be taken into account 
on the level of group analyses. 
 The following conditions were included as predictors for the outcome phase (for 
phases of TAP see figure 1): all win trials, all loose trials, win trials against provoking 
opponent, loose trials against provoking opponent, win trials against non-provoking 
opponent, loose trials against non-provoking opponent. 
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 To reduce error variance, one noise regressor consisting of the first eigenvariate 
time series from cerebrospinal fluid regions and motion artefacts were included into 
the analyses as covariates. Statistical maps were created using a threshold of p<.001 
corrected for multiple comparisons by means of cluster threshold level estimation 
(1000 Monte Carlo simulation iterations; Forman et al., 1995). 
 Analyses of parametric modulations. For these analyses, the feedback given by the 
participants was treated as a continuous linear variable (from 1 to 8). For the decision 
phase, a main and a parametric predictor for interaction with the provoking opponent 
and the non-provoking opponent were defined. For the decision phase, a main and a 
parametric predictor for winning and losing against the provoking opponent and the 
non-provoking opponent were defined. Parametric predictors were weighted on a 
single trial bases according to the behaviour the participant displayed (the punishment 
chosen) in the respective trial. 
 In order to examine which brain regions were modulated by the chosen punish-
ment, the conjunction of the main and the parametric effect for each specific condition 
(decision and outcome phase) was inspected. 
 Statistical maps were created using a threshold of p<.01 corrected for multiple 
comparisons by means of cluster threshold level estimation (1000 Monte Carlo simula-
tion iterations; Forman et al., 1995). 

RESULTS 

Behavioural data. (previously reported in Dambacher et al., 2014). The average feed-
back (i.e. punishment by mean of aversive noise) selected by the participants for the 
opponents was of medium intensity (MEAN = 3.54; SD = .04). A significantly higher 
feedback was chosen for the provoking compared to the non-provoking opponent 
(provoking opponent: MEAN = 4.52, SD = .64; non-provoking opponent: MEAN = 2.56, 
SD = 1.17; t = 4.59, p=<.001). During the exit interview at the end of the experiment no 
participant reported doubting the proposed purpose of the study and all fifteen partic-
ipants reported that they perceived one opponent as more provocative than the other. 
Twelve participants explicitly reported that they adapted their reaction to that percep-
tion. Similarly, an analysis of variance with repeated measures revealed a significant 
interaction effect of high, middle, and low feedback level chosen by the participants 
and the type of opponent (F = 19.5, p<.001). Thereby, high punishment was chosen 
more frequently for the provoking than the non-provoking opponent, low punishment 
was chosen more often for the non-provoking than for the provoking opponent. 
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Tab. 1. Talairach coordinates. Center of gravity, number of significant voxels per cluster, and maximum 
statistical t-value; clusters are labeled according to Talairach Client, Lancaster et al. (1997, 2000). 

  Talairach coordinates Size  

Region   x  y  z  voxel t 

RFX GLM       

Aggressive reaction to provoking opponent > non aggressive reaction to non-provoking opponent 

Anterior insular cortex R 27 21 10 1126 6.43

Anterior insular cortex connected L -17 -3 9 13798 7.41

Insular cortex connected L -17 -3 9 13798 7.41

Putamen / globus pallidus connected R -17 -3 9 13798 7.41

Putamen / globus pallidus connected L -17 -3 9 13798 7.41

Thalamus connected L -17 -3 9 13798 7.41

Caudate connected L -17 -3 9 13798 7.41

Parietal lobe, postcentral gyrus L -38 -34 53 30935 9.96

Frontal Lobe, paracentral lobe L -4 -11 47 2900 6.05

Cerebellum R 12 -65 18 7471 7.87

Non aggressive reaction to non-provoking opponent > aggressive reaction to provoking opponent 

Parietal lobe, postcentral gyrus R 36 -31 60 1796 6.52

Superior temporal gyrus R 53 4 -7 348 6.04

Won > lost 

Superior frontal gyrus R 21 56 18 1056 5.87

Middle frontal gyrus L -44 54 7 449 5.26

Middle frontal gyrus R 29 8 51 16489 11.67

Middle frontal gyrus L -33 6 51 17993 8.20

Inferior parietal lobe, postcentral gyrus R 38 -56 37 17931 8.07

Inferior parietal lobe, postcentral gyrus L -39 -55 37 18740 8.49

Parietal lobe, precuneus L 0 -63 34 721 5.26

Striatum R 11 8 3 761 5.77

Striatum L -16 10 3 1865 8.07

Lost > won 

Superior temporal gyrus R 48 -15 8 35116 12.37

Superior temporal gyrus L -49 -20 8 18628 9.87

Limbic lobe, parahippocampal gyrus R 18 -50 -2 3383 7.57

Limbic lobe, parahippocampal gyrus L -20 -55 -1 1552 6.04

Won against the provoking opponent > won against the non-provoking opponent 

No significant modulation detected       

Won against the non-provoking opponent > won against the provoking opponent 

No significant modulation detected       

Lost against the provoking opponent > lost against the non-provoking opponent 

No significant modulation detected       
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  Talairach coordinates Size  

Region   x  y  z  voxel t 

Lost against the non-provoking opponent > lost against the provoking opponent 

Parietal lobe, around postcentral gyrus R 35 -32 52 2685 7.64

Parietal lobe, around postcentral gyrus L -11 -41 68 1508  

Middle temporal gyrus L -41 -64 26 665 6.13

PARAMETRIC MODULATIONS       

Retaliation independent of opponent 

Inferior parietal lobe, pre- and postcentral gyrus L -38 -36 51 29148 6.16

Cerebellum R 14 -49 -20 1350 3.98

Retaliation interacting with provoking opponent 

Inferior parietal lobe, pre- and postcentral gyrus L -36 -34 56 17268 6.14

Cerebellum R 11 -53 -19 1703 4.79

Insular cortex L -39 -8 15 1562 6.13

Retaliation interacting with non-provoking opponent 

Inferior parietal lobe, pre- and postcentral gyrus L -41 -38 47 10864 4.21

Won 

No significant modulation detected       

Won against provoking opponent 

No significant modulation detected       

Won against non-provoking opponent 

No significant modulation detected       

 
Random effects group analyses. Talairach coordinates of the brain regions showing 
increased activation associated with the investigated contrasts are reported in table 1 
(reported are the center of gravity, the number of significant voxels per cluster, and 
the maximum statistical t-value; cluster are labeled according to Talairach Client, Lan-
caster et al., 1997, 2000). Statistical maps of random effects group analyses are depict-
ed in figure 2 for the decision and the outcome phase. 
 When contrasting trials in which participants gave a high punishment to the pro-
voking opponent with trials in which the participant gave a low punishment to the non-
provoking opponent (provocation > no provocation; only contrast previously reported 
in Dambacher et al., 2014), increased activation in bilateral insular cortex, left parietal 
lobe, left-lateralized motor regions, the left frontal lobe, and cerebellum was observed. 
Furthermore, several subcortical regions (i.e., the right and left putamen/globus palli-
dus, left-lateralized thalamic regions and caudate) showed significant activation 
change associated to this contrast (Fig.2, Tab.1). The only significant activation change 
associated with giving a low punishment to the non-provoking opponent (no provoca-
tion > provocation) was observed in the right parietal lobe close to the postcentral 
gyrus and the right superior temporal gyrus. 
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 During winning (all won trials > all lost trials), strong significant bilateral activation 
in the right superior frontal gyrus, the middle frontal gyri, the left precuneus, the infe-
rior parietal lobes, and the striatum was observed. During loosing (all lost trials > all 
won trials), strong significant bilateral activation in the superior temporal gyri and the 
parahippocampal gyri was observed. No differences in brain activity could be detected 
when winning against the provoking opponent as opposed to winning against the non-
provoking opponent (won trials against the provoking opponent > won trials against 
the non-provoking opponent; won trials against the non-provoking opponent > won 
trials against the provoking opponent). When participants lost to the non-provoking 
opponent versus to the provoking opponent (lost trials against the non-provoking 
opponent > lost trials against the provoking opponent), significant bilateral activation 
in the parietal lobes around the postcentral gyri and the left middle temporal gyrus 
could be detected. When participants lost to the provoking opponent versus to the 
non-provoking opponent (lost trials against the provoking opponent > lost trials 
against the non-provoking opponent), no significant differential brain activity could be 
detected. 
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Fig. 2. Random effects group analyses. Neural activation for the specified contrasts containing significant 
activation during the decision phase (A) and the outcome phase (B, C) of the Taylor Aggression Paradigm.
Statistical Maps: orange > blue, N=15, p<.001, Cluster Threshold level corrected, radiological convention. 

 
Parametric modulations. Talairach coordinates of the brain regions showing paramet-
ric modulations according to the displayed behaviour are reported in table 1. Statistical 
maps of parametric modulations are depicted in figure 3. 
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 In order to identify brain regions that modulate their activity according to the dis-
played behaviour (volume of the punishment chosen for the opponent defined on an 
8-point scale), we conducted additional analyses in which the predictors were 
weighted according to this behaviour. During retaliation, activity in the left pre- and 
post-central gyri, thus motor activation associated to the movement of the right hand 
was most prominent (main effect of retaliation against provoking opponent, non-
provoking opponent, or both ^ parametric effect of retaliation against provoking op-
ponent, non-provoking opponent, or both; conjunction). When interacting with the 
provoking opponent, the left posterior insular cortex was modulated by the intensity 
of punishment that was chosen for the provoking opponent (main effect of retaliation 
against provoking opponent ^ parametric effect of retaliation against provoking oppo-
nent; conjunction). This could not be observed for the interaction with the non-
provoking opponent. Finally, activation in the right cerebellum was parametrically 
modulated by the given punishment when interacting with both the non-provoking 
and the provoking opponent (main effect of retaliation against provoking opponent or 
both opponents ^ parametric effect of retaliation against provoking opponent or both 
opponents; conjunction). During the outcome phase no significant parametric modula-
tions due to the punishment chosen by the participants could be observed (main effect 
all win trials, win trials against provoking opponent, or win trials against non-provoking 
opponent ^ parametric effect all win trials, win trials against provoking opponent, or 
win trials against non-provoking opponent; conjunction).  
 
During the outcome phase no significant parametric modulations due to the punish-
ment chosen by the participants could be observed (main effect all win trials, win trials 
against provoking opponent, or win trials against non-provoking opponent ^ paramet-
ric effect all win trials, win trials against provoking opponent, or win trials against non-
provoking opponent; conjunction). 
 



THE ROLE OF THE INSULAR CORTEX IN RETALIATION 

127 

 

Fig. 3. Parametric modulations. Regions modulating their activity parametrically according to the displayed
behaviour, when interacting with both (blue), the provoking (red), or the non-provoking opponent (green) 
during the Taylor Aggression Paradigm. Statistical Maps: N=15, p<.01, Cluster Threshold level corrected,
radiological convention. 

DISCUSSION 

The current study investigated the role of the insular cortex during retaliation and 
revealed that the left posterior insular cortex is specifically activated when interacting 
with a provoking – as opposed to a non-provoking – opponent. 
 The role, segregation, and lateralization of insular activation during retaliation. 
During an aggressive reaction to provocation bilateral insular cortex and basal ganglia 
were mainly activated. This is in line with previous work associating insular cortex with 
aggression and the processing of negative emotions (Krämer et al., 2007; Sanfey, 
Rilling, Aronson, Nystrom, & Cohen, 2003). Our study provides direct quantitative sup-
port for the notion that the insular cortex is playing a crucial role in aggressive behav-
iour: We demonstrate that exclusively insular cortex activity is parametrically modu-
lated by the level of aggression displayed when interacting with the provoking oppo-
nent; this means that the stronger the retaliation in highly provocative situations the 
more insular cortex is recruited. 
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 We could confirm our specific hypothesis that activation within the insular cortex 
related to retaliation is left-lateralized and mainly localized in the posterior segment: 
Although the entire insular cortex was activated during retaliation (group analyses), it 
was specifically the activation level of the left posterior insular cortex that varied with 
the amount of aggression displayed. This indicates functional involvement, lateraliza-
tion, and segregation of the insular cortex specific to retaliation. 
 Craig (2009) suggested, that the insular cortex is structured along a posterior-to-
anterior gradient representing the progressive integration of bodily feelings. He argued 
that acute emotions or interoceptive components might be represented in the poste-
rior parts of the insular cortex, while the anterior parts seem to code for more abstract 
and highly integrated constructs. Retaliation or reactive aggression trigger intense 
bodily sensation and immediate action tendencies and, thus, should activate the pos-
terior insular cortex. A similar segregation of insular cortex was demonstrated for a 
concept rather opposite to aggression, namely love. While passionate love, which is 
closely related to intense body sensation and action-oriented, involves posterior parts 
of the insular cortex, companionate love involves more anterior parts (Cacioppo et al., 
2013; Cacioppo, Bianchi-Demicheli, Frum, Pfaus, & Lewis, 2012). 
 Although these findings are consistent with Craig’s (2009) view and shed light on 
the neural correlates of rather abstract concepts such as aggression and love, the 
question remains in how far insular involvement is specific to any of these functions. In 
fact, the insular cortex has been associated with even more functions that are seem-
ingly contradictory to what is reported here such as self-awareness, motor inhibition, 
processing of positive emotions, processing of negative emotions, and others (for re-
view see Craig, 2009). In the context of cognitive control, the insular cortex has fur-
thermore been described as a region modulating with stimulus saliency or urgency 
(Menon & Uddin, 2010; Nelson et al., 2010; Sterzer & Kleinschmidt, 2010). However, 
instead of focusing on rather isolated single processes, as often done in functional 
brain research, social and emotional contexts should be taken into account when ex-
plaining the functional roles of brain regions. For instance, Reynolds and Berridge 
(2008) demonstrated that varying emotional environments retunes the function of 
neural populations. They showed that neurons in the nucleus accumbens of rats en-
code alternately for fear or pleasure depending on the environment the animal is ex-
posed to (home-like, versus low stress, versus high stress). This is a revolutionary find-
ing, potentially suggesting that neural components alter their functional involvement 
according to the social situation in which they are recruited. The posterior insular cor-
tex might not be exclusively involved in aggression, passionate love, or other concepts. 
Rather, it might be highly relevant in different circumstances of intense emotions 
which require consequent behavioural responses. Most probably, it thereby adapts its 
function to whatever requirements have to be met. Further research, involving meth-
odology reaching beyond hemodynamic neuroimaging techniques and taking into 
account varying emotional environments, is needed. Moreover, it should be noted that 
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the insular cortex is highly interconnected with various brain regions and it will be of 
interest to investigate its specific functional interactions with those regions during 
different emotional and social contexts. 
 Further activation during the decision phase. The insular cortex was not the only 
brain region activated during the decision phase; activation in superior temporal gyrus 
and primary motor cortex was also detected. 
 Activation in the right superior temporal gyrus was detected, when reacting mildly 
to the non-provoking opponent. This brain region has been associated with processes 
linked to social cognition (Pelphrey, Morris, & McCarthy, 2004; Pelphrey, Viola, & 
McCarthy, 2004; Zilbovicius et al., 2006). Such processes are expected to be active 
when the participant is confronted with the non-provoking opponent; compared to his 
mean companion, he is friendly, nice, and from the participants’ point of view more 
understandable and accessible, thus an object for self-identification. 
 Additionally, primary motor cortex activity was detected during the decision phase. 
Low punishment levels (1,2,3,4) had to be selected by the left hand (leading to activa-
tion in the right primary motor cortex), whereas high levels of punishment (5,6,7,8) 
had to be selected by the right hand (leading to activation in left primary motor cor-
tex). This mechanism is mirrored in our results: In the group analyses, the left motor 
cortex is activated during aggressive reactions towards the provoking opponent, while 
the right motor cortex is activated during non-aggressive reactions to the non-
provoking opponent. Accordingly, activity in the right motor cortex modulated with 
the intensity of the chosen punishment independent of the provocation condition; the 
higher the chosen punishment, the more involvement of the left motor cortex was 
observed. 
 Winning and losing. Winning was associated with vast neural activity in bilateral 
superior and middle frontal regions, the inferior parietal lobes, the left precuneus, and 
bilateral striatum. This is in line with previous results (Krämer et al., 2007). Striatal 
activation on one hand and the involvement of prefrontal areas on the other hand, 
strongly suggest the recruitment of the reward circuit in the brain (Haber & Knutson, 
2010). Winning during the TAP is rewarding in two ways: Outperforming the opponent 
in the given task (reaction time competition) might be rewarding in itself. Furthermore, 
winning means avoiding a punishment and at the same time administering punishment 
to the opponent, which might also be a pleasurable experience. 
 In contrast, losing was associated with bilateral activation in the superior temporal 
gyri and the parahippocampal gyri. The former might simply reflect the anticipated 
auditory stimulus, which is to come every time a participant loses (and never, when 
the participant wins). Previously, the parahippocampal gyri were shown to be involved 
in scene recognition and the detection of paralinguistic speech profiles often related to 
the social component of the situation (e.g. sarcasm; Rankin et al., 2009). This might 
reflect the paralinguistic and socially driven interpretation of the communication dur-
ing the outcome phase; although the information presented during this phase is objec-
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tive and seemingly neutral (“You won/ you lost” and “Your opponent chose x”), it con-
tains social and paralinguistic cues related to the perception of the social opponent 
and the interpretation of his behaviour. 
 The only opponent-specific activation regarding the outcome phase was detected 
when loosing against the non-provoking opponent instead of the provoking opponent. 
When no highly aversive stimulus had to be expected, the parietal lobes and the left 
middle temporal gyrus were significantly activated. The participant might feel relief, 
when losing against the non-provoking opponent instead of the provoking opponent, 
as the noise feedback which is about to come is much less aversive. However, an asso-
ciation between the detected brain regions and the described processes has not been 
investigated yet. 
 Generally, the neural correlates of winning and losing were not linked to the indi-
vidual levels of displayed aggression; no parametric modulations in any brain regions 
could be detected during the outcome phase. 

CONCLUSION 

This study demonstrates that the left posterior insular cortex is the core brain region 
involved in retaliation; this was specifically demonstrated for provocative versus non-
provocative social interactions. We employed random effects group analyses and ex-
amined parametric modulations of brain activity during a controlled behavioural ag-
gression paradigm. The left-lateralization of insular activity during retaliation is in line 
with evidence from electro-physiological studies, suggesting left-lateralized fronto-
cortical dominance during anger processing and aggressive acts. Furthermore, our 
results support the theory that particularly the posterior segment of insular cortex is 
involved in the processing of emotions triggering intense bodily sensations and imme-
diate action tendencies. 
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CHAPTER 7 
 Reducing proactive aggression through 

Non-Invasive Brain Stimulation 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
“If he can only perform good or only perform evil, then he is a clockwork orange—
meaning that he has the appearance of an organism lovely with colour and juice but is 
in fact only a clockwork toy to be wound up by God or the Devil.” 

― Anthony Burgess, A Clockwork Orange, 1962 
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ABSTRACT 

Aggressive behaviour poses a threat to human collaboration and social safety. It is of 
utmost importance to identify the functional mechanisms underlying aggression and to 
develop potential interventions capable of reducing dysfunctional aggressive behav-
iour already at a brain level. We here experimentally shifted fronto-cortical asymmetry 
to manipulate the underlying motivational emotional states in both male and female 
participants while assessing the behavioural effects on proactive and reactive aggres-
sion. Thirty-two healthy volunteers received either anodal transcranial direct current 
stimulation to increase neural activity within right dorsolateral prefrontal cortex, or 
sham stimulation. Aggressive behaviour was measured with the Taylor Aggression 
Paradigm (TAP). We revealed a general gender effect, showing that males displayed 
more behavioural aggression than females. After the induction of right fronto-
hemispheric dominance, proactive aggression was reduced in males. The current study 
demonstrates that Non-Invasive Brain Stimulation can reduce aggression in males. This 
is a relevant and promising step to better understand how cortical brain states connect 
to impulsive actions and to examine the causal role of the prefrontal cortex in aggres-
sion. Ultimately such findings could help to examine whether the brain can be a direct 
target for potential supportive interventions in clinical settings dealing with overly 
aggressive patients and/or violent offenders. 
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Aggression is behaviour that intentionally causes physical or psychological harm to 
another being (Anderson & Bushman, 2002). It has a wide range of possible expres-
sions and has been categorized into different subtypes based on distinct motivations: 
while reactive aggression refers to aggressive behaviour in reaction to provocation, 
proactive aggression refers to using aggression in an instrumental way (Poulin & Boi-
vin, 2000; Raine et al., 2006). Aggression poses a threat to human collaboration and 
social safety. Aggressive reactions can lead to severe criminal acts putting potential 
victims at risk, but also destroying the lives of offenders and posing enormous costs to 
society. It is, therefore, crucial to understand the societal, cognitive, and neurobiologi-
cal mechanisms underlying aggression. This knowledge can lead to the development of 
interventions that can reduce overly aggressive behaviour. In this study we used Non-
Invasive Brain Stimulation to attempt to reduce aggression. 
 Research has repeatedly tackled the question of why some individuals are highly 
aggressive, whereas others are not. The General Aggression Model (Anderson & 
Bushman, 2002) states that aggressive behaviour results from an interplay between 
personal and situational variables and is mediated by cognitive, affective, and arousal-
related processes within an individual. One of the cognitive mechanisms playing a role 
in aggressive behaviour is the processing of social cues such as, for instance, social 
situation, social counterpart, or social content of communication (Crick & Dodge, 
1994). Social cue processing is biased in aggressive individuals (Crick & Dodge, 1996). 
In this context, pro- and reactive aggression could consistently be dissociated as two 
distinct types of aggression. For instance, behavioural research showed that a hostile 
interpretation style and an attentional bias towards angry faces was related to reactive 
aggression, whereas a stronger self-aggression association was shown to be related to 
proactive aggression (Brugman et al., 2014; Lobbestael, Cima, & Arntz, 2013). 
 More recently, neuroscientific research has identified potential neural substrates 
underlying aggression as one form of (anti)social behaviour. Brain researcher studies 
have investigated behavioural aggression in healthy adults (Krämer, Jansma, Tempel-
mann, & Münte, 2007; Krämer, Riba, Richter, & Münte, 2011; Lotze, Veit, Anders, & 
Birbaumer, 2007), adolescents (White, Brislin, Meffert, Sinclair, & Blair, 2013), and 
psychopaths (Veit et al., 2010): Neural networks associated with aggression included 
various regions within prefrontal cortex, the insular cortex, the cingulate cortex, stria-
tal areas, and the amygdala (Krämer et al., 2007, 2011; Lotze et al., 2007; Veit et al., 
2010; White et al., 2013). Subsequently, attempts have been made to relate these 
brain networks to other executive networks. For instance, overlapping areas activated 
during aggressive behaviour and failed motor inhibition could be located in prefrontal 
cortex (more specifically anterior insula) and thalamus (Dambacher et al., 2014). Spe-
cifically prefrontal cortex has repeatedly been associated with cognitive control 
(Koechlin, Ody, & Kouneiher, 2003; Miller, 2000). Dual-path theories emphasize the 
role of prefrontal cortex as a mediator for subcortical communication (Ledoux & 
Phelps, 2003). An example of the prefrontal cortex as a mediator can be found in the 
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communication between thalamus and amygdala. They can communicate via a direct 
pathway and this communication leads to rapid responses following emotional stimuli, 
but the responses are very unspecific. When signals from one subcortical region to the 
other are, however, directed through the prefrontal cortex, responses become more 
elaborate, though slower. Within the prefrontal cortex inter-hemispheric balance de-
termines the affective motivational state: Motivational direction is the basic psycho-
logical domain related to hemispheric asymmetry (van Honk & Schutter, 2006). 
Whereas avoidance or withdrawal motivation is mainly associated with right fronto-
cortical brain activity, approach motivation is related to activity in the left prefrontal 
cortex (Davidson, 1992; Harmon-Jones & Allen, 1998; Harmon-Jones & Sigelman, 2001; 
Harmon-Jones, 2004). In the context of aggression, anger-related (thus approach-
related) brain states have also been allocated to the left prefrontal cortex (Carver & 
Harmon-Jones, 2009). Based on this concept of fronto-cortical asymmetry, it has been 
demonstrated that through contractions of the right hand, greater left- compared to 
right-hemispheric frontal activity (measured by electro encephalogram) was induced, 
which led to increased aggression after provocation (Peterson, Shackman, & Harmon-
Jones, 2008). 
 The experimental induction of either left or right fronto-cortical dominance seems 
promising to understand how cortical balance theories can translate to behaviour. 
Non-Invasive Brain Stimulation methods such as Transcranial Magnetic Brain Stimula-
tion (TMS) or transcranial Direct Current Stimulation (tDCS) are mechanistic or causal 
techniques that are able to further clarify the role of the prefrontal cortex in mediating 
aggressive behaviour. While TMS can enhance or disturb brain activity in a specific 
region by means of electromagnetic induction, tDCS induces low electric currents into 
brain tissue to either de- or increase the excitability of the stimulated areas. Until hith-
erto surprisingly few studies investigated the role of prefrontal cortex in aggression 
using Non-Invasive Brain Stimulation techniques: The induction of relative left fronto-
cortical activation by means of tDCS was shown to increase aggressive behaviour in a 
reaction time game (Hortensius, Schutter, & Harmon-Jones, 2012). Similar mechanisms 
were demonstrated in the attentional domain: Increased left-to-right and simultane-
ously reduced right-to-left transcallosal inhibition (measured via motor evoked poten-
tials induced by TMS) was associated with a stronger attentional bias for angry faces 
(Hofman & Schutter, 2009). Furthermore, the disruption of right prefrontal cortex by 
means of repetitive TMS (and, thus, induction of relative left frontal brain activity) 
shifted selective attention towards angry faces (d’Alfonso, van Honk, Hermans, Post-
ma, & de Haan, 2000). 
 The described results from behavioural aggression research indicate that different 
aspects of aggressive behaviour - i.e. pro- versus reactive aggression – are dissociable. 
This suggests that also the neural mechanisms underlying these different forms of 
aggression might be different. The described neuroscientific findings indicate that 
shifting fronto-cortical balance can affect cognitive mechanisms underlying aggression 
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(d’Alfonso et al., 2000; Hofman & Schutter, 2009) and lead to more aggressive behav-
iour (Hortensius et al., 2012). Particularly, right-hemispheric fronto-cortical dominance 
was found to be related to avoidance- or withdrawal-related behaviour. Increasing 
activity in this area should decrease aggressive behaviour by increasing avoidance, as 
compared to approach, motivation. So far it has not been investigated if the induction 
of right fronto-cortical dominance can experimentally reduce different aspects of ag-
gression in a controlled behavioural aggression paradigm. Reducing aggression under 
controlled experimental conditions in healthy volunteers is necessary to causally clarify 
the role of the right prefrontal cortex in mediating aggressive behaviour. To directly 
provide this missing piece of evidence, we investigated whether shifting fronto-cortical 
balance by means of tDCS affects pro- and / or reactive aggression in healthy partici-
pants. We expected that the induction of right hemispheric fronto-cortical dominance 
by applying tDCS over right dorsolateral prefrontal cortex should enhance avoidance 
motivation and, thereby, cause a significant reduction in aggressive behaviour as com-
pared to sham tDCS. Furthermore we expected that this reduction would differentially 
affect pro- as compared to reactive aggression. 

MATERIALS AND METHODS 

Participants. Fourty-three healthy university students (N=20 male; mean age in 
years=22.14; SD=2.00) took part in this study. All had no history of neurological or 
psychiatric disorders and gave their written informed consent before participating. 
 Paradigms and tools. Taylor Aggression Paradigm (TAP). To measure aggressive 
behaviour, a standard controlled behavioural aggression paradigm was employed (Tay-
lor, 1967): Participants were made to believe that they played a competitive reaction 
time game against another participant sitting in the room next door. The amount of 
win and lose trials were preprogrammed and the players were made to believe that 
the winner of a trial could administer a loud noise to the looser as “feedback”. Before 
each trial, the participants were asked to choose the duration and volume of this noise 
blast on a 10-point scale (volume: 0 to 100 dB; duration: 0 to 5 seconds). 30 trials were 
played. The first provocation (first noise feedback not being zero) was given in the 7th 
trial. Three aggression scores could be calculated: A proactive aggression score was 
calculated by summating intensity- and duration-scores for the unprovoked (first sev-
en) trials. A reactive aggression score was calculated by summating intensity- and du-
ration-scores for the provoked (last 23) trials. A total aggression score was calculated 
by summating and averaging intensity- and duration-scores across all trials. The TAP 
has previously demonstrated high validity (Anderson, Lindsay, & Bushman, 1999; Bern-
stein, Richardson, & Hammock, 1987; Giancola & Parrott, 2008; Giancola & Zeichner, 
1995). 
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 Reactive-Proactive-Aggression Questionnaire (RPQ). The Reactive Proactive Ag-
gression Questionnaire (Raine et al., 2006) was used to measure self-reported trait 
aggression. Twelve items measured proactive aggression (e.g. ‘Used physical force to 
get others to do what you want’), while eleven items measured reactive aggression 
(e.g. ‘Reacted angrily when provoked by others’). By taking all 23 items into account an 
overall total aggression score could be calculated. High internal reliability has been 
shown for all scales (α = 0.81 for reactive aggression, α = 0.84 for proactive aggression, 
α = 0.90 for total aggression; Raine et al., 2006). 
 Experimental design. To assure that behaviour in the experiment was unaffected 
by social desirability, participants were told that they took part in a study investigating 
the effects of human feedback on reaction time performance. In every experimental 
session two participants of the same gender took part simultaneously. 
 The tDCS setup was mounted on the participants’ heads and they received instruc-
tions about the task. After the brain stimulation was initialized, participants performed 
the TAP. Immediately after completion of the experiment, participants had to answer 
some general questions about how they perceived the task in order to make sure that 
they were fully deceived by the experimental setup. Twenty-four hours after complet-
ing the experiment, participants had to fill in the RPQ. 
 After all the measurements had been finalized the experiments’ real purpose and 
motivation was disclosed to the participants. The study was approved by the local 
ethical committee and conformed to the Declaration of Helsinki. 
 Non-Invasive Brain Stimulation. Three participants had to be excluded as they 
were suspicious about the real purpose of the investigation. Another 8 participants 
had to be excluded since their medical conditions at the day of the experiment did not 
allow for the application of brain stimulation. Thirty-two participants could be included 
in the analysis and were randomly assigned to one of two tDCS conditions: stimulation 
over right dorsolateral prefrontal cortex N=16 (N=7 male), sham stimulation N=16 (N=6 
male). As the TAP relies on participant naivety it is not suited be repeated in a within-
subject-design. Even though the TAP is the best possible measure of our dependent 
variable, we sacrificed a possible within-subject-design. 
 To induce right hemispheric fronto-cortical dominance – and thus enhance avoid-
ance motivation – the anode was positioned over the right dorsolateral prefrontal 
cortex (F4), while the cathode was positioned above the left eyebrow (figure 1). A DC-
stimulator with 5x7cm standard electrodes (neuroConn, Ilmenau, Germany) was used. 
We induced 2.0 milliampere direct current for a duration of 750 seconds (ramping 
phases 20 seconds each). To apply sham tDCS, the same procedure was followed as 
explained above, but the stimulation was switched off immediately after the ramping 
phases. This mimicked the skin sensation accompanying real tDCS application and 
deceived participants about which condition they were assigned to. Unlike sham TMS, 
sham tDCS feels identical to real tDCS can thus be regarded as a highly effective sham 
condition. 
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Fig 1. TDCS setup. DLPFC (dorsolateral prefrontal cortex). 

 
Statistical analysis. Inferential statistics were conducted by computing multivariate 
analyses of variance (MANOVA) with the 2x2 factors gender (male, female) and stimu-
lation condition (induction of right hemispheric dominance, sham stimulation). Total 
aggression, reactive aggression, and proactive aggression were included as dependent 
variables. This was done for both the RPQ and the TAP separately. When a significant 
interaction effect was found, the sample was split and post-hoc tests were conducted 
via independent sample t-tests. Bivariate Pearson product-moment correlations coeffi-
cients were computed to estimate the relation between TAP and RPQ. 

RESULTS 

Mean values and standard deviations are summarized in table 1. Results are depicted 
in figure 2 and figure 3. 
 Gender. A multivariate analysis of variance showed that males behaved more ag-
gressively (total aggression and reactive aggression) than females, regardless of stimu-
lation type (TAP; total aggression F=5.33 / df=1,62 / p=.029, reactive aggression F=4.31 
/ df=1,62 / p=.047; proactive aggression F=3.94 / df=1,62 / p=.057; figure 2A). Males 
considered themselves more proactively aggressive (RPQ; total aggression F=7.49 / 
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df=1,62 / p=.011, reactive aggression F=2.84 / df=1,62 / p=.103; proactive aggression 
F=13.42 / df=1,62 / p=.001; figure 2B). 
 
Tab1. Mean and standard deviation (SD) per gender and stimulation condition. TAP (Taylor Aggression 
Paradigm; descriptive statistics based on mean), RPQ (reactive-proactive-aggression questionnaire; descrip-
tive statistics based on sum scores). 

     male female 

 tDCS sham  tDCS sham  tDCS sham 

 M SD  M SD  M SD  M SD  M SD  M SD 

TAP 3.84 1.16 4.00 1.33 4.16 .90 4.87 .86 3.60 1.33 3.48 1.32 

total 4.07 1.25 4.13 1.48 4.52 .96 4.86 1.09 3.73 1.39 3.69 1.55 

reactive 2.93 1.25 3.49 1.72 2.74 1.26 4.89 1.50 3.08 1.29 2.69 1.27 

proactive             

             

RPQ 8.44 3.44 9.31 6.16 10.00 5.98 13.17 3.15 7.22 2.95 7.00 5.25 

total 7.00 2.34 7.00 4.03 7.71 3.67 8.67 3.67 6.44 2.56 6.00 4.08 

proactive 1.44 1.67 2.31 2.75 2.29 3.15 4.50 5.98 .78 .83 1.00 1.41 

reactive 3.84 1.16 4.00 1.33 4.16 .90 4.87 .86 3.60 1.33 3.48 1.32 

 
Correlations between behavioural and self-report measures. Proactive behavioural 
aggression (TAP) correlated positively with self-reported proactive aggression (RPQ) in 
males, but not in females. For the other types of aggression there was no relation 
between behavioural and self-report measures (over all sample: total aggression 
r=.27/p=.132, reactive aggression r=.20/p=.266, proactive aggression r=.50/p=.003; 
male: total aggression r=-.13/p=.678, reactive aggression r=-.400/p=.175, proactive 
aggression r=.62/p=.024; female: total aggression r=.27/p=.268, reactive aggression 
r=.29/p=.225, proactive aggression r=.059/p=.809). 
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Fig 2. Aggression scores per gender and stimulation condition. TAP (Taylor Aggression Paradigm; descriptive 
statistics based on mean), RPQ (reactive-proactive-aggression questionnaire; descriptive statistics based on 
sum scores). 

 
TDCS effects. For total and reactive aggression in the TAP, a multivariate analysis of 
variance revealed that there was no main effect of stimulation condition (total aggres-
sion F=.485/df=1,62/p=.492; reactive aggression F=.103/df=1,62/p=.750). No interac-
tion effects between stimulation condition and gender were found (total aggression 
F=.953/df=1,62/p=.337; reactive aggression F=.167/df=1,62/p=.686). In contrast, for 
proactive aggression, there was a significant interaction effect between gender and 
stimulation condition (F=7.35/df=1,62/p=.011), with post hoc contrast analyses reveal-
ing that this interaction was driven by the induction of right hemispheric dominance 
significantly reducing proactive aggression in males (MEAN=2.74&MEAN=4.89/ 
df=11/p=.018/Cohen’s d=1.55; figure 2C & figure 3), but not in females (MEAN=3.08& 
MEAN=2.66/df=17/p=.480/Cohen’s d=0.33; figure 2C). Reactive aggression was not 
altered by brain stimulation in either males (MEAN=4.52&MEAN=4.86/df=11/p=.554/ 
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Cohen’s d=0.34; figure 2C) nor females (MEAN=3.73&MEAN=3.69/df=17/p=.952/Co-
hen’s d=0.03; figure 2C). 
 

Fig 3. Results. DLPFC (dorsolateral prefrontal cortex). 

DISCUSSION 

This study revealed that anodal compared to sham tDCS applied to the right dorsolat-
eral prefrontal cortex reduced proactive aggression in men. 
 Gender differences. Exploring gender differences in our sample, we demonstrated 
that men reported more aggressive tendencies than women did. They also behaved 
more aggressively compared to women. . A vast body of literature is in line with this 
finding. It has repeatedly been suggested that males display more physical aggression 
than females, who in turn tend to revert to more indirect forms of aggression (Archer, 
2004; Bjorkqvist, 1994; Eagly & Steffen, 1986; Lagerspetz et al., 1988). Several biologi-
cal factors such as testosterone levels contribute to this phenomenon (Book, Starzyk, 
& Quinsey, 2001; Mehta & Beer, 2010). The Taylor Aggression Paradigm, in which the 
actual aggressive act is to assign to the opponent a noise feedback evoking a rather 
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unpleasant and almost painful auditory experience, can be understood as measure of 
physical aggression. It is therefore to be expected that – due to its characteristics – the 
TAP is well suited to generate aggression in males. 
 Relation between behavioural and self-reported aggression. There was no rela-
tionship between total and reactive behavioural and self-reported aggression scores. It 
is a long- and well-known problem in aggression research that behavioural measures of 
social constructs do not necessarily overlap with measures on a self-reported level 
(Scheier et al., 1978). Especially in this domain, effects of social desirability are obsta-
cles that measurement tools have to overcome (Vigil-Colet et al., 2012). Our self-
report data was probably likewise affected as we measured exclusively university stu-
dents, a sample for which it might be very difficult to admit aggressive tendencies. 
 We found a positive relation between behavioural and self-reported aggression in 
the proactive domain for the overall sample and for males. This might hint towards the 
fact that conceptually, the proactive aspect of the TAP overlaps more precisely with 
the proactive sub-scale of the RPQ than the reactive aspect of the TAP with the reac-
tive sub-scale of the RPQ. Biases regarding self-reported aggression might be more 
relevant for reactive than for proactive aggression. In our societies it is emphasized 
that everyone should react rationally to provocation. Proactive aggression might be 
less frequent and more exceptional and, thus, less prone to social biases. The data 
collected in this study could give a hint in this direction. However, more empirical evi-
dence needs to be collected in larger samples to substantiate this claim. 
 Effects of brain stimulation. In line with our hypothesis, we found that the induc-
tion of right hemispheric neural activation dominance reduced aggressive behaviour 
compared with sham brain stimulation, although the effect was only significant in 
males. 
 Dissociation of pro- versus re-active aggression. Proactive aggression refers to the 
instrumental use of aggression to obtain a reward or a prey (Anderson & Bushman, 
2002). Therefore, the motivation to approach seems central. The experimental manip-
ulation in this study was meant to enhance activity in the right dorsolateral prefrontal 
cortex. This area is said to be responsible for emotional and cognitive processes gener-
ating avoidance motivation (Carver & Harmon-Jones, 2009; Harmon-Jones, 2004). The 
assumption that the applied brain stimulation protocol enhanced avoidance and thus 
lowered approach motivation fits with our finding that it reduced proactive aggression. 
 The current findings can also be explained in the light of social information-
processing theories. It has been shown that re- and proactive aggression revert to 
biases in different stages of social information processing. Thereby, reactive aggression 
seems to result from deviations in rather early stages, such as an increased attentional 
bias for angry faces or a hostile interpretation bias (Anderson & Bushman, 2002; 
Lobbestael et al., 2013; Brugman et al., in press). For proactive aggression, the later 
stages seem more impaired and lead to a more positive evaluation of aggressive action 
options (Walters, 2007). A proactive attitude likely also steers coping processes, mean-
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ing that proactively aggressive individuals have the tendency to approach their goals 
using aggression. The evaluation of the option to act proactively aggressive is more 
closely related to approach motivation than to attention and interpretation biases. It 
seems likely that an alteration of such motivational states (on a neural level) influences 
proactive rather than reactive aggression. 
 With this study we demonstrated that it is possible to specifically manipulate pro-
active aggression. Usually, this form of aggression is more difficult to deal with in clini-
cal contexts; proactive aggression is potentially very dangerous as it is planned behav-
iour and not emotionally driven. It is often prevalent in patients with psychopathic 
traits. So far, neuroscience and especially neuroimaging research mostly neglected the 
differentiation between pro- and reactive aggression. In the light of the current results 
it seems promising to consider the difference in further neuroscientific research on 
aggression. This could lead to more elaborate theories on which specific neural mech-
anisms underlie pro- compared to reactive aggression and how these mechanisms can 
be manipulated in order to ultimately change behaviour. 
 Limitations and outlook. This study demonstrates that tDCS can reduce aggressive 
behaviour. Our findings still have to be considered in light of the limitations that the 
current experimental setting was accompanied by. Our sample (N=32) was restricted 
to university students. The field would profit from investigating larger samples and 
more heterogeneous populations. The lack of a stimulation effect in females might be 
caused by a floor effect considering that female students in our restricted sample dis-
played low aggression levels. Applying tDCS in the context of aggression to larger and, 
further, more variable female sample might lead to a clearer picture on whether ag-
gressive behaviour can or cannot be reduced in women compared to men. Further-
more, research should also zoom in on larger male samples enabling the inclusion of 
more control-variables (such as e.g. perception of the opponent, perception of feed-
back, influence of brain stimulation side effects) and different brain stimulation condi-
tions. 
 In order to further examine the specificity of the present effects, other stimulation 
parameters, such as bilateral stimulation setups and frequency-dependent protocols, 
might be of use in further investigating the effects of cortical asymmetry on aggres-
sion. Future experiments should consider including different stimulation sides within 
the prefrontal cortex (based on imaging literature) in order to investigate, if lateraliza-
tion effects are bound to the right dorsolateral prefrontal cortex. 
 We demonstrated effects of brain stimulation on aggression measured by the Tay-
lor paradigm. The question of whether the findings are generalizable and specific to 
aggression remains to be answered. It is especially interesting to assess to what degree 
the very same mechanism plays a role in both aggressive and prosocial approach.  
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CONCLUSION 

The current study demonstrates that Non-Invasive Brain Stimulation can significantly 
reduce aggression, and dissociate between pro- and reactive aggression. This is a 
promising step in order to better understand how cortical brain states connect to ag-
gressive behaviour. It enables the examination of how interventions in clinical settings 
dealing with aggression can be improved. 
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CHAPTER 8 
 General discussion 

 
 

 
 
 
 
 
 
 
 
 
 
 
“He allowed himself to be swayed by his conviction that human beings are not born 
once and for all on the day their mothers give birth to them, but that life obliges them 
over and over again to give birth to themselves.” 

― Gabriel García Márquez, Love in the Time of Cholera, 1985 
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This thesis set out to investigate the neural correlates of impulse control. It was divid-
ed into three parts: Chapter 2 and 3 focused on the investigation of response inhibition 
networks; in chapter 4 and 5 the overlap of neural correlates between motor impul-
sivity and aggression was discussed and chapter 6 and 7 zoomed into the neural com-
ponents underlying different forms of aggression. Functional Magnetic Resonance 
Imaging (fMRI) was employed to identify and localize neural networks involved in re-
sponse inhibition, impulsivity, and aggression. Non-Invasive Brain Stimulation tech-
niques, namely Transcranial Magnetic Brain Stimulation (TMS) and transcranial Direct 
Current Stimulation (tDCS), were applied to a) reveal mechanistic or causal relationship 
between the identified brain regions, response inhibition, and aggression and b) estab-
lish ways in which either inhibitory capacity or aggressive behaviour can be altered by 
manipulating the underlying neural mechanisms. In the following, the results of the 
empirical work presented in this thesis will be summarized and discussed. Resulting 
implications for future research in social neuroscience will be exemplified and poten-
tial applications of our findings in clinical contexts will be illustrated. 

Part I: The neural correlates of response inhibition 

A common response inhibition network 
In a first step, we aimed to reveal the neural correlates of motor response inhibition. 
We hypothesized that different aspects of response inhibition correspond to different 
neural activation patterns, but also activate a global common inhibition network within 
the brain. The fMRI study “A network approach to response inhibition: Dissociating 
functional connectivity of neural components involved in action restraint and action 
cancellation” (chapter 2) confirmed this hypothesis. Functional connectivity analysis 
revealed a common response inhibition network which was activated during response 
restraint and response cancellation comprising anterior insula cortex, inferior frontal 
cortex, pre-supplementary motor area, thalamus, and anterior cingulate cortex. Neural 
components specifically related to action restraint (i.e., right superior frontal gyrus, left 
middle frontal gyrus, and bilateral anterior cingulate cortex) and action cancellation 
(i.e., right middle frontal gyrus, posterior cingulate cortex, and parietal regions) were 
identified. 

Inducing inhibitory deficits by means of TMS 
For the follow-up study presented in chapter 3 (“The role of right prefrontal and medial 
cortex in response inhibition: Interfering with action restraint and action cancellation 
using transcranial magnetic brain stimulation”) two nodes of the identified common 
inhibition network (right inferior frontal cortex / anterior insula, pre-supplementary 
motor area) and two specific neural components exclusively activated during action 
restraint (right superior frontal gyrus) versus action cancellation (right middle frontal 
gyrus) were targeted with functionally guided continuous Thetaburst Stimulation 
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(cTBS). In accordance with our hypothesis, interfering with the common inhibition 
network (by targeting the right inferior frontal cortex / anterior insula) impaired both 
aspects of response inhibition. Interfering with the right superior frontal cortex im-
paired specifically action restraint, but not action cancellation. No effects of cTBS over 
pre-supplementary motor area or right middle frontal gyrus on either aspect of re-
sponse inhibition could be observed. 

Ecological validity 
Response inhibition – including action restraint and action cancellation – has been 
researched extensively in the field of cognitive neuroscience (Chambers, Garavan, & 
Bellgrove, 2009; Swick, Ashley, & Turken, 2011). Insights into the neural correlates of 
motor inhibition increase the understanding of the human motor system and advance 
knowledge on specific aspects of executive functioning and cognitive control. There-
with, it is possible to empirically assess numerous higher order concepts and patholo-
gies that are related to deficits in cognitive control. However, when translating findings 
derived from cognitive neuroscience to the realm of social interaction (as done in the 
context of this thesis), one has to be aware of the fact that problems regarding ecolog-
ical validity may arise. Everyday life requires forms of impulse control which are differ-
ent from and / or more complex than simple motor response inhibition. So far, most 
response inhibition research and the simplifying paradigms it employs do not take that 
into account. In everyday life situations (avoiding a conflict, reacting calmly to a provo-
cation), usually prior knowledge of which processes are to be inhibited in which way is 
available. Furthermore, rather conscious as opposed to automatic responses have to 
be inhibited. Response inhibition research should also focus on developing paradigms 
and neural models that are closer to realistic complex behaviours. 

Part II: The overlap of neural networks involved in motor impulsivity and 
aggression 

The neural overlap of motor impulsivity and aggression 
In the second part of this thesis, the overlap of neural correlates involved in motor 
impulsivity and aggression was discussed. In chapter 4 (“Out of control: Evidence for 
anterior insula involvement in motor impulsivity and reactive aggression”) we de-
scribed our fMRI work revealing this overlap. In this study response inhibition and 
aggression were investigated on brain level, within the same participants, and – most 
importantly – assessed with behavioural in contrast to self-report measures. Our find-
ings suggest common anterior insula involvement in motor impulsivity as well as reac-
tive aggression and, thus, an overarching role of this region across different modalities 
of self-control. This finding enables an integrative perspective on insula function and a 
better integration of cognitive, social, and emotional factors into a comprehensive 
model of impulsivity. 
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Behavioural paradigms in social neuroscience 
Although the study took great effort to implement measures of motor impulsivity and 
behavioural aggression within an imaging environment (cf. Krämer, Jansma, Tempel-
mann, & Münte, 2007), it has to be stressed that future research is needed to refine 
these measures. Especially for fMRI studies, it is crucial to work out task designs that 
can disentangle neural components involved in core versus peripheral cognitive pro-
cesses (e.g. actual aggressive act versus perception, attention etc. required by the 
situation). It is of importance that paradigms enable the investigation of very specific 
contrasts. In the present case it is evident that the investigated contrast for the re-
sponse inhibition task (based on false alarms in a go/no-go paradigm) did not only 
measure motor impulsivity, but might also have picked up on processes of error moni-
toring and behavioural adjustment. The Taylor Aggression Paradigm used in the study 
also provided us with limited samples of behaviour (e.g. participants hardly reacted 
aggressively to the non-provoking opponents, thus, proactive and reactive aggression 
could not directly be compared). Further refinement of fMRI paradigms in social neu-
roscience will enable a sharper capturing of the behavioural components of interest. 

An attempt to alter inhibitory capacity and aggressive behaviour by means of tDCS 
After revealing the overlap of motor impulsivity and aggression on neural level, we 
manipulated the excitability of the inferior frontal cortex – a region that we found to 
play a role in response inhibition and aggression – by means of bilateral tDCS (“No 
effects of bilateral tDCS over inferior frontal gyrus on response inhibition and aggres-
sion”, chapter 5). We investigated, whether motor response inhibition and / or aggres-
sive behaviour could be altered by this intervention. This approach was based on our 
previous work, but also on the cortical asymmetry theory of motivational direction 
(Eddie Harmon-Jones, 2004; van Honk & Schutter, 2006) which states that approach 
motivation is mainly related to left prefrontal brain activity, while avoidance motiva-
tion is mainly related to right prefrontal activity. The concepts investigated in this the-
sis are associated with these two types of motivation; response inhibition is a behav-
iour related to avoidance motivation and aggression is seen to be a behaviour related 
to approach motivation (Carver & Harmon-Jones, 2009). Based on this theory, we 
expected that enhancing the right inferior frontal gyrus (while simultaneously inhibit-
ing the left) should increase the ability to inhibit motor responses and at the same time 
decrease aggressive behaviour, whereas enhancing the left inferior frontal gyrus (while 
simultaneously inhibiting the right) should have the exact opposite effect. We indeed 
revealed an inverse relationship between response inhibition and aggressive behav-
iour; the worse someone’s ability to restrain a response, the more aggression he/she 
displayed. However, no effects of bilateral prefrontal tDCS on either response inhibi-
tion or aggression were observed. Therefore, this study could not provide evidence in 
support of the prefrontal cortical asymmetry model in the domain of response inhibi-
tion and aggression. The absence of tDCS effects might indicate that the methodologi-
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cal approach of shifting cortical asymmetry by means of bilateral tDCS protocols failed, 
and/or that targeting inferior frontal cortex instead of the dorsolateral prefrontal cor-
tex is not advisable. 

The hype-hope curve of tDCS 
TDCS is a relatively new method which originally attracted enormous attention as it 
promises cheap, fast, and comfortable applicability in all kinds of (clinical) settings. 
Recently, one senses some notion of disillusion in the community working with Direct 
Current Stimulation. Reviews even stated that tDCS would have little to no physiologi-
cal effects (Horvath, Forte, & Carter, 2014) and no effects on cognitive processes 
(Horvath, Forte, & Carter, 2015). The mentioned reviews emphasized that tDCS studies 
published so far come along with various methodological weaknesses. Therefore, it is 
currently advisable to see the method as well as the current practice of its implemen-
tation with caution. 
 This phenomenon of quickly changing perception of methodologies in science was 
described as the ‘Hype-Hope Cycle’ (gartner.com): Triggered by technological inven-
tion, a method or topic reaches the ‘peak of inflated expectations’ relatively fast, after 
which the ‘trough of disillusionment’ follows. However, the curve does not stop there. 
There are still two more stages to follow; disillusion should trigger the ‘slope of en-
lightenment’ ultimately leading to ‘the plateau of productivity’. These final stages are 
still to come in tDCS research. By now, we have to illuminate which physiological ef-
fects the method entails, how it is best applied, and for which processes and which 
participants / patients it is most effective. The ‘hype’ around tDCS seems to slowly fade 
away, but it is likely that at a later stage a more differentiated discussion on the meth-
od will evolve and more thorough knowledge on the working principles underlying it 
will be available. With tDCS, Non-Invasive Brain Stimulation research discovered a 
potentially powerful tool that still needs to be understood better. 

Part III: Understanding aggression on brain level 

The role, segregation, and lateralization of insular cortex in retaliation 
In a third step, we focused on the neural correlates of aggressive behaviour. In chapter 
6, entitled “Left posterior insular activation during retaliation”, parametric modula-
tions of brain activity related to aggressive behaviour were analyzed in order to further 
investigate the role of the insular cortex in aggression. The insular cortex was repeat-
edly reported to be involved in aggression. Based on Craig’s (2009) suggestion that 
emotions triggering immediate action tendencies and intense bodily feelings should be 
related to activity in the posterior insula, it was expected that aggression or retaliation 
related brain activity should also be located in the posterior part of the insular cortex. 
Our second hypothesis was that this activation should be left lateralized as the left 
prefrontal cortex has repeatedly been associated with approach motivation, anger 
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processing, and aggression (Carver & Harmon-Jones, 2009; Harmon-Jones & Allen, 
1998; Peterson, Shackman, & Harmon-Jones, 2008). Our fMRI data indeed showed that 
the left posterior insula is modulated by the intensity of aggressive behaviour dis-
played during retaliation. 

New perspectives on insula function 
In the context of this thesis, insular activation has not only been demonstrated for 
aggression, but also for successful response inhibition (chapter 2 and 3) and motor 
impulsivity (chapter 4). This leads to the question in how far insular involvement is 
specific to any of its proposed functions. In fact, the insular cortex has been associated 
with numerous concepts that are seemingly contradictory such as interoception, mind-
fulness, self-awareness, motor inhibition, processing of positive emotions, processing 
of negative emotions (for review see Craig, 2009), aggression (Krämer et al., 2007), 
love (Cacioppo, Bianchi-Demicheli, Frum, Pfaus, & Lewis, 2012), and others. In the 
context of cognitive control, the insular cortex has been described as a region modulat-
ing with stimulus saliency and urgency (Menon & Uddin, 2010; Nelson et al., 2010; 
Sterzer & Kleinschmidt, 2010). Maybe the puzzle around insula function could be 
solved, if functional brain research does no longer mainly focus on rather isolated 
single processes, but takes social and emotional contexts into account when explaining 
the functional roles of brain regions. For instance, Reynolds and Berridge (2008) 
demonstrated that varying emotional environments retune the function of neural 
populations. They showed that neurons in the nucleus accumbens of rats encode al-
ternately for fear or pleasure depending on the environment the animals were ex-
posed to (home-like, versus low stress, versus high stress). This discovery suggests that 
neural components might alter their functional involvement according to the social 
situation in which they are recruited. Other fields, such as immunology or epigenetics, 
already recognize the role of environmental and social factors in modifying biological 
processes (Cacioppo et al., 2000; Bird, 2007). The insular cortex might be highly rele-
vant in different circumstances of intense emotions which require consequent be-
havioural responses. Most probably, it thereby adapts its function to whatever re-
quirements have to be met. Further research, involving methodology reaching beyond 
hemodynamic neuroimaging techniques and taking into account varying environments, 
is needed to shed light on how the functional involvement of brain regions is modulat-
ed by social and emotional factors. 

Reducing aggression by enhancing the prefrontal cortex 
In the concluding study of this thesis (“Reducing proactive aggression through Non-
Invasive Brain Stimulation”, chapter 7) we aimed to investigate whether aggressive 
behaviour can be altered by enhancing the right dorsolateral prefrontal cortex with 
tDCS. Thereby, based on the cortical asymmetry theory of motivational direction it was 
expected that an enhancement of this right prefrontal region should cause an increase 
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in avoidance motivation and, thus, decrease aggression. Our work showed that specifi-
cally proactive aggression in males could be decreased by applying tDCS to the right 
prefrontal cortex. 
 It should be emphasized that we found tDCS to reduce specifically proactive ag-
gression in males but not in females. Females have shown to be display less physical 
aggression than males (Archer, 2004; Bjorkqvist, 1994; Eagly & Steffen, 1986; Lager-
spetz, Bjorkqvist, & Peltonen, 1988) and did so in our sample. The lack of effect of the 
stimulation in females might be caused by a floor effect considering that female stu-
dents in our restricted sample displayed low aggression levels. We did not expect that 
brain stimulation would specifically decrease proactive, but not reactive, aggression. 
Proactive aggression refers to the instrumental use of aggression to obtain a reward or 
a prey (Anderson & Bushman, 2002). Therefore, the motivation to approach seems 
central. The experimental manipulation in our study enhanced the right dorsolateral 
prefrontal cortex. This area is said to be responsible for emotional and cognitive pro-
cesses generating avoidance motivation (Carver & Harmon-Jones, 2009; Harmon-
Jones, 2004). The assumption that the applied brain stimulation protocol enhanced 
avoidance and, thus, lowered approach motivation, fits with our finding that it reduced 
proactive aggression. 

Empirical evidence for the cortical asymmetry theory of motivational direction 
Although other stimulation parameters were employed and a different region within 
the right prefrontal cortex was targeted, these positive results are somehow contra-
dicting our previous work (chapter 5). While enhancing the inferior frontal cortex by 
means of a bilateral tDCS protocol did not have effects on either response inhibition or 
aggression, enhancing the right dorsolateral prefrontal cortex with a unilateral proto-
col decreased aggressive behaviour in males. Both studies were based on preceding 
imaging work (chapter 4 and 6) and the cortical asymmetry theory of motivational 
direction. Our findings presented in chapter 7 are in accordance with the theoretical 
framework assigning avoidance motivation to the right hemisphere and approach 
motivation to the left hemisphere. However, the findings presented in chapter 5 fail to 
provide direct empirical evidence of this theory, bearing in mind all methodological 
problems which might have led to the null finding (see above). Based on the work in 
this thesis, it should be considered that the described theory might not always yield 
direct empirical evidence. Instead of merely looking at right and left prefrontal cortex, 
future research could investigate which precise parts of the prefrontal cortex can be 
associated with cortical asymmetry theories with respect to approach and avoidance 
motivation. Brain stimulation research will have to provide more empirical evidence, 
taking into account various regions within the prefrontal cortex, and various cognitive 
and emotional processes related to approach versus avoidance motivation, in order to 
reveal fine-grained inter-hemispheric differences. The human prefrontal cortex – 
which is mostly assigned the function of cognitive control – seems to be relevant for 
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countless aspects of behaviour (Miller & Cohen, 2001; Miller, 2000). One might won-
der if this complexity does not prevent a precise description of the region. After inves-
tigating the prefrontal cortex in the context of this thesis, I would carefully suggest that 
it is indeed involved in a wide range of human behaviours on cognitive and social level 
and that due to its complexity the decipherment of its specific functions and spatial 
segregation will keep neuroscientific research busy in the future. 

Current challenges in social neuroscience 

In the introduction to this thesis, it was stressed that successful research on complex 
behaviour has to be based on a multilevel approach (Cacioppo et al., 2000). This also 
holds true for neuroscience. If we want to advance our knowledge on brain function in 
a comprehensive way, neuroscience also needs to take into account the social and 
environmental factors that shape neural networks and modulate functional involve-
ment of specific brain regions. Social neuroscience is the field that can and should 
address such questions, taking into account insights from other fields such as animal 
research, basic neuroscience, cognitive neuroscience, and the neuroscience of emo-
tions. To accomplish this, it is crucial to understand and embrace methodological and 
technical advances and to establish multidisciplinary research networks. The following 
section will describe some of the current challenges in social neuroscience arising from 
the findings discussed in this thesis: 
 Social neuroscience can profit from insights derived from cognitive neuroscience. 
The starting point of this thesis was the investigation of a well-known concept in re-
search on cognitive control and executive functioning. We first worked on the identifi-
cation and localization of a global response inhibition network within the brain. This 
was a step to empirically approach higher order concepts and finally social interactions 
related to inhibitory processing. Social neuroscience might be subjected to critical 
voices doubting the empirical accessibility of complex social behaviours. These doubts 
are in part justified and it is therefore crucial for the field to ground its investigations in 
insights that are thoroughly established in other branches of neuroscience. For in-
stance, theories established in other areas of neuroscience can be a source of inspira-
tion for the development of research questions in social neuroscience. An example 
relevant for this thesis was the cortical asymmetry theory on motivational direction. 
Research in social neuroscience on the other hand can provide further empirical evi-
dence for these already established theories, but also give new differential perspec-
tives on the contexts in which these theories are or are not applicable. 
 Social neuroscience should use multiple and high standard methodologies. The 
thesis at hand investigated response inhibition and aggression using a multi-method 
approach. Functional imaging was used to measure neural correlates while Non-
Invasive Brain Stimulation was used to manipulate these correlates and observe sub-
sequent changes in behaviour. Combining both methodologies and exploiting their 
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specific strengths led to a comprehensive picture of the neural mechanisms underlying 
impulse control. Besides fMRI and brain stimulation, also electroencephalography, 
electromyography, single cell recordings, animal models, and other promising methods 
should be used in social neuroscience. It is advisable that social neuroscience follows a 
multi-method approach in order to provide empirical evidence on the concepts at 
investigation from multiple perspectives. 
 As outlined above, the development of well-controlled behavioural paradigms that 
can pick up on very fine-grained aspects of social behaviour is crucial for social neuro-
science. Task development is always challenging, but even more so, when social inter-
actions (complex behavioural patterns comprising various sub-components) are to be 
investigated. The correct balance between internal and external validity has to be 
established. Paradigms have to be well controlled, but still mirror real life behaviour as 
close as possible. 
 Finally, social neuroscience should contribute to other areas of neuroscience by 
examining the influence of social and environmental factors on brain function. This 
might open up possibilities to explain variability in the functions assigned to specific 
brain areas. In this thesis, this approach was discussed in the context of insula in-
volvement in retaliation (chapter 6 and see above). Thereby, neuroscience can follow 
in the footstep of genetics, immunology, and other fields in investigating how biologi-
cal processes influence social and environmental outcome, but even more how social 
and environmental factors shape their underlying biological mechanisms. 
 Aside from the mentioned points, social neuroscience should confront the prob-
lems currently present in experimental research: Results should be reproducible, 
transparency should be key when reporting findings, experiments should have suffi-
cient statistical power, and data should be made available for the community upon 
publication. Furthermore, it would benefit the field, if the publication bias towards 
significant and consistent results would be decreased and exploratory research would 
not be reported as confirmatory. 

Future outlook – clinical applications 

The results presented in this thesis (in particular chapter 7) are a first step towards 
potential clinical applications. It has to be emphasized that our findings have to be 
subjected to well-controlled thorough replication, before they can be generalized. 
Furthermore, the findings presented in the context of this thesis are based on group 
level analyses, and do not necessarily hold true on a single subject level. Before Non-
Invasive Brain Stimulation protocols that have an effect on single subject level can be 
established, more research needs to be done. Impulsivity is a construct not only rele-
vant for cognitive and differential psychology, but also the field of psychopathology. 
Disorders including attention deficit hyperactivity disorder, obsessive compulsive dis-
order, eating disorders, personality disorders of cluster B (e.g. borderline, antisocial), 
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and various forms of addiction are related to deficits in impulse control. If Non-Invasive 
Brain Stimulation can alter impulse control by enhancing activity within the prefrontal 
cortex, it provides us with a powerful tool, which can potentially lead to therapeutic 
interventions. Both, TMS and tDCS have been applied successfully in clinical contexts 
such as for instance in the treatment of depression, stroke, tinnitus, migraine and 
others (Brunoni et al., 2012; George, Taylor, & Short, 2013; Nitsche et al., 2008; Was-
sermann & Lisanby, 2001). However, so far studies on brain stimulation interventions 
adressing deficits in impulse control are scarce. The work outlined in the context of this 
thesis encourages such studies. Results derived from healthy samples regarding inhibi-
tory networks in the brain, prefrontal asymmetry, impulse control, and aggression 
have to be transferred to clinical contexts. Investigating more extreme populations in 
which impulsivity issues are more prevalent than in healthy populations, will enable an 
even better understanding of the concepts at hand and, furthermore, smoothen the 
way for directly brain based interventions that go without the wide spread side effects 
of psychiatric medication. Impulsivity related disorders pose enormous stress to pa-
tients and their environment. They challenge therapeutic settings and our societal 
health care systems. Developing further interventions in this context, based on Non-
Invasive Brain Stimulation techniques such as TMS or tDCS, will be a major task for 
future research. 

Conclusion or the omitted chapter 

As outlined in the introduction to this thesis, when the Bristish author Anthony Burgess 
published his novel ‘A Clockwork Orange’ in the United States, he was forced to omit 
the 21st chapter. In the original final chapter the main character (named Alex) reflects 
upon his violent behaviour, repents his actions, and makes a resolution to adapt his 
future behaviour to societal norms. This ending, however, did not seem chatchpenny 
enough to either the oversea’s publisher or Stanley Kubrick’s cinematic adaption of the 
material. Only in 1994 literary scholars voted for the rehabilitation of the omitted end-
ing. 
 It is probably the dark side of aggression, on which note the shortened version of 
the novel ends, that causes omnipresent fascination for violence. However, to me it 
seems that the less selling question of whether or not aggressive behaviour can be 
modified by external or internal means and, thus, if aggressive individuals can be re-
integrated into society, is ultimately the more spectacular question to answer. Burgess’ 
21st chapter might be the most relevant one for the 21st century. 
 During the last decade, describing the ‘criminal brain’ was of common interest in 
forensic circles. Adrian Raine, a well-known forensic psychologist, recently published a 
book entitled ‘The Anatomy of Evil: The biological Roots of Crime’ (2014). In his book, 
he describes in a very accessible way, how neuroscientists set out to identify the devi-
ances in neural mechanisms within the brains of violent offenders. Deficiencies in brain 
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function are outlined alongside genetic patterns and other biological deviations. Raine 
mentions that, when looking at these biological substrates of aggression, a dangerous 
trap to fall into is to assume that violent offenders are just ‘natural born killers’. If 
aggressive behaviour is merely rooted in biological factors and brain deficiency, this 
could suggest that offenders can a) not be held responsible for their actions and b) 
that if offenders just have ‘murderous minds’ there is no way to modulate their behav-
iour in the future. However, from a scientific perspective this trap should be avoided. 
 Although not conducted in forensic samples, the work presented in this thesis can 
contribute to this discussion. We showed that aggressive behaviour can be elicited in 
healthy university students, and that, therefore, most probably all of us have the po-
tential to behave aggressively (as well as the potential to behave prosocially) prepro-
grammed in our brains. This means that plenty of factors have to come together in 
order to make a ‘criminal brain’ actually commit a crime. The mechanism at work here 
is neither one-dimensional nor causal. Although neuroscientific evidence is (and can 
be) used in court, it can never lead to the assumption of immunity of the offender as 
long as no severe alterations in the offender’s state of consciousness during the of-
fense can be proven. Some of us might live with what Raine calls a ‘murderous mind’, 
but due to environmental factors and advanced impulse control, never act on it. There-
fore, also the idea that fMRI could be used as a tool to predict future aggressive behav-
iour or to plead for guilty / not guilty in court has to be seen with caution. Having a 
certain biological disposition cannot be equaled to behaving on it. 
 Furthermore, we provide evidence, as do other studies, that aggressive behaviour 
can be manipulated directly on biological or brain level. We showed that the en-
hancement of prefrontal cortex by means of Non-Invasive Brain Stimulation can de-
crease aggressive behaviour under specific circumstances. Taking into account the 
enormous plasticity of the brain, it will be of interest to further explore brain based 
treatment options in a forensic context, which can support established forms of cogni-
tive and behavioural interventions. Taken together, all these available interventions 
can target aggression on various levels and lead to changes in the behaviour of highly 
aggressive individuals. 
 Imagine that Alex from ‘A Clockwork Orange’ would have undergone Non-Invasive 
Brain Stimulation instead of the ‘Ludovico technique’. Probably he would have suffered 
less and would have emerged from the story not as a broken man but as a responsible 
individual, capable of changing his behaviour. 
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The empirical work presented in this thesis investigated brain networks involved in 
inhibition and aggression. Functional imaging and Non-Invasive Brain Stimulation were 
combined in order to measure and manipulate the neural correlates of impulse con-
trol. 
 The fMRI study “A network approach to response inhibition: Dissociating functional 
connectivity of neural components involved in action restraint and action cancellation” 
(chapter 2) revealed a global response inhibition network involved in various forms of 
response inhibition. Additionally, specific neural components related exclusively to 
either response restraint or response cancellation were detected. Subsequently, this 
global network as well as the specific neural components were targeted with cTBS 
(“The role of right prefrontal and medial cortex in response inhibition: Interfering with 
action restraint and action cancellation using transcranial magnetic brain stimulation”, 
chapter 3) and global as well as specific inhibitory deficits could be induced. 
 Chapter 4 (“Out of control: Evidence for anterior insula involvement in motor impul-
sivity and reactive aggression”) focuses on the investigation of neural overlap between 
motor impulsivity and behavioural aggression employing fMRI during a response inhi-
bition and a controlled behavioural aggression paradigm. When manipulating the ex-
citability of one overlapping region in inferior frontal cortex by means of bilateral tDCS 
(“No effects of bilateral tDCS over inferior frontal gyrus on response inhibition and 
aggression”, chapter 5), effects on neither response inhibition, nor aggressive behav-
iour could be demonstrated. 
 Finally, the role of the insular cortex in aggression was investigated (“Left posterior 
insular activation during retaliation”, chapter 6). By analyzing parametric modulations 
of brain activity related to aggressive behaviour it was revealed that the posterior part 
of the left insular cortex is involved in retaliation; its possible specific role is discussed 
in detail. In the concluding study (“Reducing proactive aggression through Non-
Invasive Brain Stimulation”, chapter 7) it was demonstrated that specifically proactive 
aggression can be decreased in males by enhancing the right dorsolateral prefrontal 
cortex by means of tDCS. 
 All results are summarized and discussed in chapter 8 (“General discussion”). Impli-
cations for future research, resulting challenges in social neuroscience, and potential 
clinical applications of the results outlined in this thesis are illustrated. 
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RELEVANCE 

The empirical work presented in this thesis entitled ‘A network approach to response 
inhibition and aggression: Combining functional imaging and Non-Invasive Brain Stimu-
lation in the study of impulse control’ is relevant for a variety of societal questions. 
 Each year, over 180.000 registered ‘violent crimes’ (including murder, manslaugh-
ter, rape, sexual coercion, robberies, dangerous and serious bodily injury, and slight 
bodily injury with intent) are registered e.g. by German authorities (Polizeiliche Krimi-
nalstatistik PKS / Bundeskriminalamt BKA, 2013). In the United States, violent crimes 
amount to over one million per year (Uniform Crime Report UCR / Federal Bureau of 
Investigation FBI, 2013). The prevalence of aggressive behaviour is one of the main 
challenges our modern civilization has to face. It leads to the experience of unsafety in 
all of us and poses enormous costs to our social systems. Therefore, it is crucial to 
provide the public, forensic professionals, and workers dealing with aggressive individ-
uals (in schools, hospitals, and the social sector) with scientific evidence on 1) possible 
etiological models and 2) potential interventions able to decrease impulsivity and ag-
gression. The empirical work presented in this thesis does both: Employing functional 
imaging it is providing evidence on the neural correlates of successful as well as failed 
impulse control and aggression. This leads to a better understanding of the underlying 
neural mechanisms. Furthermore, by employing Non-Invasive Brain Stimulation it pro-
vides evidence on how impulse control can be manipulated and thus opens up possibil-
ities towards directly brain-based interventions. 
 Besides its general societal relevance, impulsivity and aggression are crucial com-
ponents of various clinical disorders such as attention deficit hyperactivity and conduct 
disorder, obsessive compulsive disorders, certain expressions of schizophrenia, border-
line and antisocial personality disorder, as well as psychopathy. Our health care sys-
tems are responsible for treating children, adolescents, adult patients, and criminal 
offenders displaying these pathologies. Such treatment poses enormous costs. It is 
necessary to increase the quality of life of the concerned individuals and their envi-
ronment as well as to ensure their (re)integration into society. To constantly better 
understand these pathologies and the mechanisms underlying their inhibitory deficits 
is the foundation of advanced treatment options. Thereby, deficits in impulse control 
have to be understood on behavioural and biological level. Furthermore, by not only 
identifying but also finding ways to manipulate the underlying mechanisms on behav-
ioural and biological level, the corner stone for clinical interventions is set. The empiri-
cal work presented in this thesis contributes to a better understanding of neural 
mechanisms underlying impulsivity and aggression, and furthermore makes a first step 
towards manipulating these mechanisms in order to ultimately decrease impulsivity 
and aggression. 
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TARGET GROUP 

The results presented in this thesis are of interest to several occupational groups. First 
and foremost, professions dealing with highly impulsive or aggressive individuals in a 
clinical, forensic, or developmental context can profit from our work. Therefore, we 
published in scientific journals relevant to these professions and presented our results 
on various national and international conferences. 
 We believe that the results presented in this thesis are also of relevance to the 
general public and, thus, gave interviews resulting in several newspaper articles. 

ACTIVITIES / PRODUCTS 

Ultimately, the results presented in our thesis could lead to the development of direct 
brain-based interventions in order to improve impulse control and decrease aggres-
sion. However, in order to reach this goal many steps have to be taken before. First, 
our results have to be replicated in healthy and clinical samples. Second, they have to 
be validated on single subject level. 

INNOVATION 

Our results are innovative, because they directly address the question in how far re-
sponse inhibition and aggression are related on brain level. In our work we use a multi-
method approach combining functional imaging in order to identify relevant neural 
networks and various forms of Non-Invasive Brain Stimulation to modify impulse con-
trol by manipulating the underlying neural mechanisms. This approach enables an 
overarching look on response inhibition and aggression. 

SCHEDULE AND IMPLEMENTATION 

Future plans include translating our findings on response inhibition to more naturally 
valid forms of inhibition. Furthermore, we plan to replicate the findings presented in 
chapter 7 and to test the (in part) successful brain stimulation protocol in a clinical 
context including highly impulsive individuals. Depending on the outcome, we will 
work on further combining a potential brain stimulation intervention with inhibition 
training and develop new treatment options in order to improve impulse control and 
decrease aggressive behaviour. 
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