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Recent work indicates that the specialization of face visual perception relies on the privileged processing
of horizontal angles of facial information. This suggests that stimulus properties assumed to be fully
resolved in primary visual cortex (V1; e.g., orientation) in fact determine human vision until high-level
stages of processing. To address this hypothesis, the present fMRI study explored the orientation sen-
sitivity of V1 and high-level face-specialized ventral regions such as the Occipital Face Area (OFA) and
Fusiform Face Area (FFA) to different angles of face information.

Participants viewed face images filtered to retain information at horizontal, vertical or oblique angles.
Filtered images were viewed upright, inverted and (phase-)scrambled. FFA responded most strongly to
the horizontal range of upright face information; its activation pattern reliably separated horizontal from
oblique ranges, but only when faces were upright. Moreover, activation patterns induced in the right FFA
and the OFA by upright and inverted faces could only be separated based on horizontal information. This
indicates that the specialized processing of upright face information in the OFA and FFA essentially relies
on the encoding of horizontal facial cues.

This pattern was not passively inherited from V1, which was found to respond less strongly to hor-
izontal than other orientations likely due to adaptive whitening. Moreover, we found that orientation
decoding accuracy in V1 was impaired for stimuli containing no meaningful shape.

By showing that primary coding in V1 is influenced by high-order stimulus structure and that high-
level processing is tuned to selective ranges of primary information, the present work suggests that
primary and high-level levels of the visual system interact in order to modulate the processing of certain
ranges of primary information depending on their relevance with respect to the stimulus and task at
hand.

& 2015 Elsevier Ltd. All rights reserved.
1. Introduction

Before a face can be recognized, the visual activity induced by
its projection on the retina activates a hierarchy of cortical regions
located in the ventral occipitotemporal cortex of the primate brain
(Felleman and Van Essen, 1991; Grill-Spector and Weiner, 2014). In
the most posterior visual region, coined primary visual cortex (V1),
neurons have very small receptive fields (RF) and are selective to
primary properties of the stimulus. Primary properties mainly
refer to the orientation and spatial frequency (SF; Fig.1a) of the
local edges constituting the stimulus (De Valois and De Valois,
04

nd Educational Sciences, Re-
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1988; Hawken and Parker, 1987; Hubel and Wiesel, 1968). As the
visual information reaches the more anterior and higher-level vi-
sual regions, RF size increases and neurons are selective to in-
creasingly complex visual features of the stimulus (Rust and Di-
carlo, 2010). At higher hierarchical levels, visual regions are se-
lective to specific stimulus categories (faces, scenes, bodies, etc;
Epstein and Kanwisher, 1998; Kanwisher and Yovel, 2006; Rossion
et al., 2003; Schwarzlose et al., 2005). Among these, several re-
gions have been shown to respond preferentially to faces. For
example, the Occipital Face Area (OFA) located in the inferior oc-
cipital gyrus is thought to encode the local cues composing the
face such as its features (e.g., eyes, brows, nose, etc; Goffaux et al.,
2013; Haxby et al., 2000; Henriksson et al., 2015). More anterior
lies the Fusiform Face Area, (FFA; Grill-Spector and Weiner, 2014;
Kanwisher et al., 1997; Sergent et al., 1992). FFA is thought to re-
present facial identity via both the local and interactive encoding
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Fig. 1. a. Stimuli were face images filtered in the Fourier domain to preserve energy in selective 20°-orientation ranges. Filters were centered on 0°, 45°, 90° or 135° to spare
vertical, left oblique, horizontal or right oblique information, respectively. Face images were presented either in an upright, or inverted version in the behavioral experiment.
In the fMRI experiment, filtered faces were additionally presented in a phase-scrambled version. b. Seven out of the eight fMRI subjects performed a behavioral matching
task (same/different) on unfamiliar orientation-filtered faces outside the scanner. As already shown by Goffaux and Dakin (2010), the identity of upright faces was matched
in the horizontal range significantly better than in the other orientations (see Supplementary file 1 for a detailed description of the behavioral results). Picture-plane
inversion eliminated the horizontal tuning observed for upright faces. Inverted face matching performance was comparable across orientation ranges. Error bars are
normalized standard errors (Loftus and Masson, 1994).
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of facial features (Andrews et al., 2010; Goffaux et al., 2013; Harris
and Aguirre, 2010; James et al., 2013; Schiltz and Rossion, 2006;
Yovel and Kanwisher, 2004). Even though the FFA is one of the
most studied high-level regions in the human visual system, the
nature of the visual information that is relayed by lower-level
cortical stages to FFA when processing faces remains elusive (Op
de Beeck et al., 2008; Rust and Dicarlo, 2010).

The feedforward model of vision (Delorme and Thorpe, 2003;
Riesenhuber and Poggio, 1999; Serre et al., 2007) proposes that the
complex RF properties in high-level regions like FFA results from
the progressive pooling of the primary information encoded in V1
as the visual signal propagates uni-directionally from low (i.e.,
posteriorly located) to high (i.e., and more anterior) stages of vi-
sual processing (Kobatake and Tanaka, 1994; Op De Beeck and
Vogels, 2000; Rust and Dicarlo, 2010). However, recent work
showed that the processing of face identity is highly sensitive to
primary aspects of the face stimulus like e.g., orientation. This
suggests that primary aspects of the stimulus determine visual
processing until its high-level stages. The orientation sensitivity of
face perception was first put forward by Dakin and Watt, 2009.
They filtered face images to retain energy within a narrow band of
orientation centered on horizontal to vertical angle. They found
that the function relating recognition performance to orientation
approximated a Gaussian peaking in the horizontal range and
reaching its minimum in the vertical range (Fig. 1). One may argue
that this horizontal tuning of face identity perception reflects the
fact that face images contain more energy in the horizontal than in
other orientation ranges (Keil, 2009). However, Goffaux and Dakin
(2010), see also Jacques et al. (2014) and Pachai et al. (2013)
showed that the horizontal advantage for the processing of face
identity is attenuated or even eliminated when faces are inverted
(i.e., turned upside-down). Since the spectral properties (namely,
the distribution of energy across orientation and SF) of an image
and its inverted version are largely identical, inversion-related
declines in performance are generally taken as reflecting the
disruption of high-level visual mechanisms rather than image-
driven sampling biases. Moreover, because inversion disrupts the
processing of faces more than of other visual categories, the face
inversion effect (FIE) is thought to mark the recruitment of visual
mechanisms selectively devoted to the processing of upright faces
(Farah et al., 1995; McKone et al., 2007; Rhodes et al., 1993; Yin,
1969). For these reasons, it seems likely that the horizontal tuning
of face perception reflects face-specialized biases at high-level
stages of visual processing. These findings further indicate that
primary properties of the stimulus must be taken into account in
order to better understand the functional organization of high-
level visual perception (e.g., Andrews et al., 2010; Goffaux, 2009;
Goffaux et al., 2011a; Näsänen, 1999).

The present fMRI study addresses the cortical underpinnings of
the horizontal tuning of face processing. Are face-selective regions
like OFA and FFA tuned to horizontal information? If this is the
case, are they horizontally-tuned only when processing upright
faces, in agreement with behavioral findings, or are they generally
biased towards any class of horizontally-structured stimuli (e.g.,
inverted faces)? Is OFA, provided its posterior location in the visual
stream of processing, more orientation-tuned than the anterior
FFA? Is the encoding of horizontal information also privileged in
V1 especially when viewing upright faces, possibly as a result of
recurrent interactions with high-level face-specialized cortical
regions? To further investigate the face specificity of the observed
encoding biases, we explored whether they generalize to non-ca-
tegory-selective high-level regions such as the Lateral Occipital
(LO) cortex. The present fMRI experiment addresses these ques-
tions, by exploring the cortical responses to distinct orientation
ranges of face information at the lower and higher ends of the
visual hierarchy (V1, OFA and FFA, respectively). The present study
is among the first to address orientation-selective encoding in the
human visual system using naturalistic stimuli.

Our participants viewed blocks of face images that were filtered
in the Fourier domain to let information pass in a narrow
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orientation range centered on horizontal, left oblique, vertical or
right oblique orientation (Fig. 1). The same filtered images were
viewed upright, inverted and (phase-)scrambled. We first com-
pared the orientation selectivity profiles across stimulus types
(upright, inverted and scrambled faces) in order to determine
whether activation differences across orientations in V1, OFA and
FFA stem from face-specialized processing (i.e., selectively engaged
for processing upright faces), general shape processes (i.e. as active
for upright as for inverted faces), or from an even more general
processing bias that is blind to stimulus shape properties (i.e., also
engaged for scrambled faces). Second, we compared stimulus-se-
lective responses across orientation ranges to address the in-
formation best driving activation differences across stimulus types
in V1, OFA and FFA. Orientation may indeed affect the difference in
activation between upright, inverted and scrambled faces more
than the absolute activation to each stimulus type. Since the
functional contribution of each cortical region may manifest itself
either by modulations of its mean response (averaged across
voxels) or by more subtle changes in the spatial activation pattern
of its composing voxels, we investigated orientation-and stimulus-
selective responses in V1, OFA and FFA by means of univariate and
multivoxel pattern analyses (MVPA; Haynes and Rees, 2006).
2. Materials and methods

2.1. Participants

Eight healthy faculty members of Maastricht University (mean
age: 29.2574.7 sd) participated in the fMRI experiments in ex-
change of monetary remuneration (10 euros for 1 h of participa-
tion). All subjects were right-handed, one of them was male. They
reported normal or corrected-to-normal vision. They provided
their written informed consent prior to participation. They were
naïve to the purpose of the experiments. The experimental pro-
tocol was approved by the local ethical committee of Maastricht
University (ECP number: 7-11-2004). Participants took part in
three experiments in the scanner (a localizer, a polar retinotopic
mapping and the main experiments) and one behavioral experi-
ment outside the scanner.

2.2. Stimuli

In all experiments except the retinotopic mapping, participants
were presented with pictures of unfamiliar adult Caucasian faces
(half males, posing full-front with a neutral expression in each
experiment). Different sets of face pictures were used across ex-
periments. Face pictures were edited to eliminate external cues to
facial identity (e.g., hair, ears, and neck).

The main fMRI experiment employed 40 face pictures (image
size: 400�500 pixels; visual angle: 9°�11°). We first subtracted
the mean luminance value from each image. Then, we generated
filtered stimuli by Fast Fourier transforming the original image
using Matlab 7.0.1 and multiplying the Fourier energy with a
wrapped Gaussian filter centered either on vertical (0°), left ob-
lique (45°), horizontal (90°), and right oblique (135°) orientation
with a bandwidth (standard deviation) of 20°. This bandwidth
broadly matched the orientation tuning bandwidth of V1 neurons
(e.g., Ringach, et al., 2002; Vogels and Orban, 1990). Filtering al-
lows all SFs to pass within a restricted orientation range. In ad-
dition to filtering, the phase of the face images was randomly
permuted in the Fourier domain, a procedure known to prevent
the image recognition while preserving its SF and orientation
content (Goffaux et al., 2011a). After the inverse Fourier transform,
the global luminance and root-mean square (RMS) contrast of each
filtered image was adjusted to match the average global luminance
and RMS contrast of the original image set. Inverted stimuli were
generated by vertically flipping each image.

In the localizer, twenty face, twenty car and twenty natural
scene (van der Schaaf et al., 1996) grayscale images were pre-
sented in upright and phase-scrambled versions. Image size was
256�256 pixels (visual angle of 5.8°�5.8°). A light gray border of
3 pixels surrounded all stimuli. The luminance and RMS contrast
of all stimuli were adjusted to match mean luminance and con-
trast values of the whole image set.

During fMRI scanning, stimuli were projected onto a translu-
cent screen at the rear end of the scanner bore by means of a LCD
projector (resolution of 1024�768 pixels) and viewed by the
subjects through a mirror placed within the RF coil at a viewing
distance of 57 cm. Behavioural responses were collected during
acquisition via a button box.

The behavioral experiment performed outside the scanner
employed grayscale 190�250 pixel face pictures. We used the
same filtering procedure as for the main fMRI experiment. Stimuli
were displayed on a gray background on a LCD screen using
E-prime 1.1 (screen resolution: 1024�768, refresh rate: 60 Hz).
Viewed at a distance of 60 cm, stimuli subtended a visual angle of
6.6°�8.7°.

2.3. Procedure

In the main experiment, there were twelve experimental
conditions (three stimulus types: upright, inverted, and scrambled
by four orientation ranges: 0°, 45°, 90°, and 135°). Participants
were presented with 6-s blocks of 12 stimuli. Each stimulus ap-
peared for 300 ms at the center of the screen, followed by a
200 ms blank. Blocks were separated by fixation pauses of ran-
domly jittered duration (6, 8 or 10 s). There were 5 blocks per
condition per run and four runs, making a total of 20 blocks per
condition.

Participants were instructed to fixate on a yellow central cross
along the run and to press with their right index finger whenever
they detected a red-colorized stimulus. Red-colorized stimuli were
generated by increasing the red channel intensity of each filtered
face image by 10 percent. There were up to two targets per block
and the same number of targets for all conditions in total. Each run
started with an average fixation of 14 s (range: 12–16 s) and ended
with a 10-s fixation period. The orthogonal color detection task
ensured participant′s vigilance during the experiment while
keeping equal levels of arousal and performance across conditions.
The perceptual sensitivity of our participants to the different or-
ientation range by stimulus type conditions was addressed in the
behavioral experiment performed later and outside the scanner.

The localizer experiment comprised two runs, each comprising
thirty 12 s blocks of 20 images: either faces, cars, scenes, scram-
bled faces, scrambled cars, or scrambled scenes. Within a block,
each stimulus appeared during 400 ms at screen center, followed
by a blank screen of 200 ms. Participants had to fixate on the
yellow fixation cross during the run. Akin to the main experiment,
they had to react to red-colorized stimuli (one or two occurrences
per block). Blocks were interleaved with fixation periods lasting
12 s on average (duration range: 10–14 s). There were 10 blocks
per condition in total. A localizer run started and ended with
fixation of 18 (range: 16–20) and 12 s, respectively.

In order to delineate V1 borders in each individual, each par-
ticipant performed a polar retinotopic experiment (Sereno et al.,
1995, 1994). A rotating wedge with a black and white checker-
board pattern completed a full rotation within 64 s. Each re-
tinotopic run started with a 12-s fixation followed by 8 cycles of
wedge rotation and ended with another 12-s fixation. Each par-
ticipant completed two polar angle runs.



Table 1
ROI Talairach coordinates (group mean and standard deviation).

ROI Mean x (std) Mean y (std) Mean z (std) Mean n voxels

V1 0 2 �89 3 1 4 6372
rOFA 36 3 �73 6 �5 4 579
lOFA �38 20 �73 4 �2 7 627
rFFA 37 2 �46 7 �13 3 990
lFFA �40 3 �48 6 �16 3 776
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2.4. fMRI acquisition

Imaging was performed on a 3T head scanner at Maastricht
University (Allegra, Siemens Medical Systems, Erlangen, Germany)
provided with an eight-channel head coil. T2*-weighted echo-
planar imaging (EPI) was performed using BOLD contrast as an
indirect marker of local neuronal activity. In the main experiment
and retinotopic runs, twenty-eight 2 mm oblique coronal slices
were acquired (0.2 mm gap in the main experiment runs and no
gap in the retinotopic runs, TR¼2000 ms, TE¼30 ms, matrix
size¼112�112, FOV¼224 mm, in-plane resolution 2�2 mm2).
One run of the main experiment lasted for 420 volumes (14 min)
and each retinotopic run consisted in 268 volumes (8.9 min).

In the localizer, thirty-two 3.5 mm oblique coronal slices were
acquired (no gap, TR¼2000 ms, TE¼30 ms, matrix size¼64�64,
FOV¼224 mm, in-plane resolution 3.5�3.5 mm2). One localizer
run was 382 TRs long (12.7 min).

A high-resolution T1-weighted anatomical data set was ac-
quired in each session (ADNI sequence, TR¼2250 ms, TE¼26 ms,
Flip angle¼9°, matrix size¼256�256, FOV¼256 mm2, 192 slices,
slice thickness¼1 mm, no gap, total run time¼8 min 26 s).

2.5. fMRI data processing

Functional and anatomical images were analysed using Brain-
Voyager QX (version 2.4, Brain Innovation, Maastricht, The Neth-
erland; Goebel et al., 2006). The first four volumes were skipped to
avoid T1 saturation effects. Functional runs underwent several
pre-processing steps: correction of inter-slice scan time differ-
ences; linear trend removal; temporal high-pass filtering (to re-
move frequencies lower than two cycles per time course), and
correction for head motion. We did not make use of spatial
smoothing.

Anatomical and functional data were spatially normalized to
the Talairach coordinate system (Talairach and Tournoux, 1988)
using sinc interpolation. Spatial resolution was of
3 mm�3 mm�3 mm isotropic in the localizer and of
2 mm�2 mm�2 mm in the retinotopic mapping and the main
experiment.

We reconstructed the cortical surface of each individual by
semi-automatically segmenting white and gray matter based on
anatomical scan (Goebel et al., 2006; Kriegeskorte and Goebel,
2001). The cortical surface was then inflated and flattened.

2.6. ROI definition

For each participant, V1 was localized on the flattened cortical
surface based on the linear cross-correlation analysis of individual
retinotopic mapping data (Sereno et al., 1995). The visual cortex
was cut manually along the calcarine sulcus following the cortical
representation of the horizontal and vertical meridians (as in van
de Ven et al., 2012).

OFA and FFA regions were defined in each individual based on
the localizer data. The localizer data of each subject were analyzed
using an individual fixed effect (FFX) general linear model (GLM).
The predictor time courses for stimulation blocks were
constructed as box-car functions filtered through a double gamma
HRF model indirectly relating neural activity and BOLD response
(Boynton et al., 1996). For anatomical reference, the statistical
maps were overlaid on Talairach-normalized averaged anatomical
volumes. Left- and right-lateralized OFA and FFA were defined by
the conjunction of the [Faces – Cars], [Faces – Scenes], [Faces –

Scrambled Faces] contrasts (Rossion et al., 2012a). Significant voxel
clusters (qo .05; corrected by False Discovery Rate, FDR) on the
resulting individual F maps were selected as ROIs for further
analysis. Bilateral FFA, right OFA, and V1 could be localized in each
subject but we found left OFA in 7 out of the 8 subjects.

Talairach coordinates of ROIs were consistent with previous
studies (see Table 1).

2.7. ROI statistical analyses

2.7.1. Univariate analyses
We extracted averaged z-scored beta weights from each in-

dividual ROI for each block of the main experiment. Unless pilot
analyses indicated that hemispheric lateralization modulated sig-
nificantly the influence of Stimulus type or Orientation range, we
collapsed data across hemispheres and performed an omnibus
repeated-measure ANOVA with Stimulus type (Upright, Inverted,
and Scrambled), Orientation range (0°, 45°, 90°, and 135°), and ROI
(FFA, OFA, V1).

Whenever Mauchly's test indicated that the assumption of
sphericity had been violated, degrees of freedom were adjusted
following Greenhouse-Geisser correction. Post-hoc Fisher LSD
tests were used for pairwise comparisons. We controlled for the
multiplicity of performed tests using FDR procedure (mafdr.m
function in Matlab; Benjamini and Hochberg, 1995).

2.7.2. MVPA
The beta weights of each individual block and ROI were first

normalized relative to the average and standard deviation of the
entire time course within each run in order to minimize baseline
differences across conditions and runs and therefore to ascertain
that MVPA results are not due to differences in the ROI average
activation level already captured by univariate analyses. The data
were further analyzed by means of linear support vector machines
(SVM; Cortes and Vapnik, 1995) using custom Matlab functions
(same as in Bonte et al., 2014). The data of the main experiment
consisted of 20 voxel activation patterns per condition divided in
four runs (in two out of 8 subjects, only 3 runs and 15 activation
patterns were available). Following a leave-one-run-out cross-va-
lidation procedure, the data were divided in two parts, one used to
train the SVM classifier (three randomly selected runs) and the
remaining run to evaluate how well the classification model
generalized (evaluation set). Based on this procedure, we tested
(1) orientation- and (2) stimulus-selective encoding in V1 and
bilateral FFA regions.

We assessed orientation selectivity of each ROI by testing the
ability of the SVM to differentiate between pairs of orientation
condition (0° versus 45°, 0° versus 90°, 0° versus 135°, 45° versus
135°, 45° versus 90°, and 90° versus 135°) based on the spatial
pattern of voxel activation. We ran the six binary orientation
classifiers in each stimulus type separately (upright, inverted, or
scrambled).

Stimulus-selective encoding was evaluated in each ROI based on
SVM accuracy in distinguishing pairs of stimulus types (Upright
versus Scrambled, Inverted versus Scrambled, and Upright versus
Inverted) based on the spatial activation pattern. These three binary
stimulus classifiers were run in each orientation range separately.

Pairwise classification accuracies were not aggregated because
our goal was to explore the detailed profiles of orientation and
stimulus selectivity in each ROI. As for univariate analyses, we
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collapsed decoding accuracy across hemispheres unless pilot
analyses revealed that hemispheric lateralization modulated the
influence of the other factors and performed an omnibus re-
peated-measure ANOVA with Classification pair, Stimulus type or
Orientation range depending on whether orientation content or
stimulus type was decoded, and ROI (FFA, OFA, V1). Post-hoc tests
were performed following the same procedure as for univariate
analyses.
Fig. 2. a. Univariate analyses of FFA, OFA, and V1 mean activation. Group-averaged beta v
are normalized standard errors (Loftus and Masson, 1994). b. Orientation decoding accur
OFA, and V1. Orientation pairs that were classified significantly (po0.05, one-sided Wil
iterative permutation test) are color-coded. (For interpretation of the references to colo
To assess whether our classification accuracies significantly
differed from chance level, we used a permutation test (Nichols
and Holmes, 2002). For this purpose, the same SVM classification
models used for the experimental data were repeated 500 times
per subject, with scrambled trial labels. The empirical chance level
for each condition (stimulus type for orientation classification and
orientation content for category classification) in each subject was
obtained by averaging the accuracy over the 500 iterations. We
alues are plotted for each orientation range and stimulus type separately. Error bars
acy (linear SVM, leave-one-run-out cross-validation) for each stimulus type in FFA,
coxon signed-rank test) above empirical chance level (estimated based on 50,000-
r in this figure legend, the reader is referred to the web version of this article.)
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assessed whether group-level SVM performance significantly dif-
fered from the empirical chance level (H0 being that accuracy is
not higher than empirical chance level) by running one-tailed
Wilcoxon signed rank tests (Fatal-Weber and Sawilowsky, 2009).
3. Results

3.1. Univariate analyses

Fig. 2a shows the average response of V1, bilateral OFA and FFA
for the different stimulus types across orientations. Pilot analyses
revealed an overall stronger activity in the right than the left FFA
(F(1,7)¼ 7.1, po .03, ɳ2¼ .5). There was no other influence of
hemispheric lateralization neither in OFA, nor FFA average re-
sponses (all ps4 .1), we therefore collapsed the data across
hemispheres. Z-scored beta weights were submitted to an omni-
bus repeated-measure ANOVA with ROI (V1, OFA, FFA), Stimulus
type (Upright, Inverted, Scrambled), and Orientation range (0°,
45°, 90°, 135°). Main effects of ROI and Stimulus type were sig-
nificant (F(2,14)¼ 3.9, po .046, ɳ2¼ .36 and F(2,14)¼42.2,
po .00001, ɳ2¼ .86, respectively) but qualified by a two-way in-
teraction (F(1.8,12.9)¼47, po .00001, ɳ2¼ .87). The ROI by Or-
ientation interaction was also significant (F(6,42)¼ 6.35, po .0001,
ɳ2¼ .5). We explored these two-way interactions by running se-
parate ANOVAs per ROI.

In the FFA, the main effects of Stimulus type and Orientation
were significant (F(2,14)¼49.5, po .00001, ɳ2¼ .9 and F(3,21)¼
6.3, po .003, ɳ2¼ .5, respectively) and qualified by a significant
interaction (F(6,42)¼2.53, po .035, ɳ2¼ .26). When faces were
upright, the horizontal range (i.e., the 90° condition) elicited the
strongest FFA activity compared to all other orientations (qs
(FDR)o .009). The other orientation ranges did not differ sig-
nificantly from each other (all qs(FDR4 .7). When faces were in-
verted, cardinal orientations (0° and 90°) elicited a significantly
stronger FFA response than oblique orientations (45° and 135°; qs
(FDR)o .004). There was no significant activity difference within
cardinal and oblique orientations (all qs(FDR)4 .7). When faces
were scrambled, the different orientation ranges resulted in
comparable activation levels (qs(FDR)4 .06). To sum up, FFA
average activation is tuned to horizontal information only when
faces were upright. This activation profile strikingly mirrors the
past and present behavioral findings that face perception is best
based on horizontal compared to vertical information but only
under upright viewing conditions (Goffaux and Dakin, 2010; Gof-
faux et al., 2011b; Supplementary file 1; Fig. 1).

We dissected the two-way interaction the other way around, by
testing the influence of stimulus type for each orientation range,
separately. Scrambling and inversion significantly reduced FFA
response, in all orientation ranges (qs(FDR)o .02)1. The size of the
face inversion effect (FIE) was the weakest in the vertical range
(FIE Cohen's d at 0°:.26, 45°:.7, 90°:.55, 135°:.6), in agreement with
previous evidence that the FIE is mainly due to the disrupted en-
coding of horizontal information (Goffaux and Dakin, 2010; Jac-
ques et al., 2014; Pachai, et al., 2013). That the face-specialized
computations taking place in the FFA also substantially rely on left
and right oblique ranges is a novel finding.

In the OFA, the main effect of Stimulus type was significant (F
(1.05,7.4)¼45.8, po .002, ɳ2¼ .87) as scrambled faces induced a
significantly weaker response than upright and inverted faces (qs
1 It is important to note that the vertical flip of the image that we used in order
to create inverted faces turned each oblique orientation into its orthogonal coun-
terpart. Nevertheless, FFA regions were not sensitive to the left/right direction of
oblique information as attested by the comparable activation levels to left- and
right-oblique orientations in upright and inverted faces.
(FDR)o .00001). The latter conditions did not differ in activation
level (q(FDR)¼ .3). Neither the main effect of Orientation, nor the
two-way Orientation by Stimulus type interaction were significant
(Fso1.8, ps4 .13, η2o .2).

In contrast to FFA and OFA, V1 responded most robustly to
scrambled faces compared to upright and inverted faces (Fig. 2a,
main effect of Stimulus Type: F(2,14)¼27.6, po .0001, η2¼ .8;
scrambled versus upright: q(FDR)o .00004; scrambled versus in-
verted: q(FDR)o .00001). There was no significant inversion effect
in V1 (upright versus inverted: q(FDR)¼ .53).

This region further contrasted with FFA in that its response to
90° stimuli was significantly weaker than to 45° and 135° stimuli
(main effect of Orientation range: (F(3, 21)¼3.6, po .03, η2¼ .34;
45° versus 90° and 135° versus 90°: qs(FDR)o .045); it was also
marginally weaker than to 0° stimuli (q(FDR)¼ .06). There was no
V1 activation difference between the other orientations (between
0°, 45°, and 135°: all qs(FDR)4 .8).

Do the above findings reflect encoding biases that are specific
to the processing of faces, or do they generalize to non-category-
selective high-level regions such as the lateral occipital (LO)? As
expected, LO responded more strongly to intact (i.e., upright and
inverted faces) than to scrambled viewing conditions. It did not
reveal any FIE, further confirming its non-specialized contribution
to face processing. In contrast to FFA, bilateral LO tended to re-
spond more largely to vertical information and this orientation
selectivity was not modulated by stimulus type (see Supplemen-
tary file 2 for a detailed result description).

3.2. Orientation decoding

The univariate analyses above revealed the orientation and
stimulus type selectivity profile of low- and high-level visual re-
gions at a macroscopic level (i.e., mean activation level). The MVPA
below explore whether the selectivity of these regions to or-
ientation and stimulus type may manifests itself by finer-grained
modulations of their spatial activation pattern.

First, we addressed the influence of the Classification pair (0°
versus 90°, 0° versus 45°, 0° versus 135°, 45° versus 135°, 90° versus
45°, 90° versus 135°), Stimulus type (Upright, Inverted, Scrambled),
and ROI (V1, OFA, FFA) on orientation decoding accuracy via an
omnibus repeated-measure ANOVA. Since pilot analyses did not re-
veal any influence of hemisphere lateralization neither in FFA, nor in
OFA (Fso .18, ps4 .2, η2o .2), data were collapsed across hemi-
spheres in Fig. 2b and the analyses below. However, decoding ac-
curacies per hemisphere are available in the Supplementary file 3.

The main effect of ROI was significant (F(2,14)¼31.5,
po .00001, η2¼ .82); orientation decoding was overall most reli-
able in V1 compared to OFA and FFA (qs(FDR)o .0001), but of
comparable accuracy between OFA and FFA (q (FDR)¼ .6). Decod-
ing accuracy was also influenced by Classification pair (F(5,35)¼
6.5, po .0002, η2¼ .48) with the classification of 0° versus 90° pair
being more accurate than others (qs(FDR)o .03) except the 90°
versus 135° pair (q(FDR)o .2). These effects were qualified by a
significant ROI by Classification pair interaction (F(10,70)¼2.13,
po .03, η2¼ .23). In the following, we report the results of the
ANOVA performed on each ROI, separately, along with the statis-
tical comparison of decoding accuracy to empirical chance level
(based on one-sided Wilcoxon sign-rank test; Fig. 2b).

In bilateral FFA, there was no significant difference in orienta-
tion decoding accuracy across classification pairs or stimulus types
(Fso1.5, ps4 .25, η2o .17). Orientation decoding in this region
was significantly above chance level for the discrimination of
horizontal against each oblique range for upright faces only (90°
versus 45° and 90° versus 135°; 56% accuracy on average; pso .03;
Fig. 2b). The decoding of 0° versus 90° upright face information
was marginal (p¼ .07).



V. Goffaux et al. / Neuropsychologia 81 (2016) 1–11 7
In bilateral OFA, the main effect of Classification pair was sig-
nificant as decoding was significantly worse for 45° versus 135°
than for all other classifications (qs(FDR)o .036) except the 90°
versus 135° pair (qs(FDR)¼ .13). Activation patterns reliably dif-
fered between cardinal orientations (0° versus 90°: po .027) but
only for upright faces. For inverted faces, the 0° versus 135° clas-
sification was the only to surpass chance level (pso .012).

In V1, most orientation pairs were classified well above chance
in upright and inverted conditions (Fig. 2B; Supplementary file 3;
all pso .03; 0° versus 45° in inverted faces: p¼ .054). In contrast,
when faces were scrambled, decoding failed for half of the or-
ientation pairs (45° versus 135°: p¼ .27; 0° versus 135°: p¼ .054; 0°
versus 45° orientations; p¼ .4; other orientation discrimination: all
pso .012). Besides a significant main effect of Classification pair (F
(5,35)¼ 4.55, po .003, η2¼ .4), the ANOVA disclosed a marginal
but non-negligible interaction between Classification pair and
Stimulus type (F(10,70)¼ 1.8, p¼ .08, η2¼ .2). Whereas the accu-
racy for decoding 0° versus 90° was comparable to other classifi-
cation pairs for upright faces (qs(FDR)4 .3), it was more accurate
than for 0° versus 45°, 0° versus 135°, and 45° versus 135° pairs for
inverted faces (qs(FDR)o .009), and most accurate overall when
faces were scrambled (qs(FDR)o .03). The decoding of 45° versus
135° oriented content significantly decreased from upright to in-
verted and from inverted to scrambled conditions (qs
(FDR)o .014). These findings indicate that orientation selectivity in
V1 is influenced by stimulus structure.
Fig. 3. Decoding stimulus type in right-, left-lateralized FFA, bilateral OFA, and V1 acros
chance level (po0.05, one-tailed Wilcoxon rank test) are color-coded. (For interpretatio
version of this article.)
In bilateral LO, orientation decoding was at chance level for
upright and inverted faces; when processing scrambled faces, it
surpassed chance for 0° versus 45°, 90° versus 45°, and 90° versus
135° pairs (Supplementary file 2 for details). However, the ANOVA
did not reveal any systematic influence of Classification pair, nor of
Stimulus type.

3.3. Stimulus type decoding

We addressed the accuracy with which stimulus type could be
decoded based on the spatial activation pattern it elicited in bi-
lateral FFA, OFA, and V1 as a function of orientation (Fig. 3; Sup-
plementary file 4). To do so, we ran Upright versus Scrambled,
Inverted versus Scrambled, and Upright versus Inverted (binary)
classifications in each orientation range. Stimulus decoding accu-
racy was submitted to an omnibus repeated-measure ANOVA to
address the influence of Classification pair (Upright versus
Scrambled, Inverted versus Scrambled, Upright versus Inverted),
Orientation range (0°, 45°, 90°, 135°), and ROI (rFFA, lFFA, OFA, V1).
Right and left FFA were kept separate because pilot analyses re-
vealed a significant effect and interaction involving the hemi-
spheric lateralization (see below).

Stimulus decoding was overall best in V1 (main effect of ROI: F
(3,21)¼8.8, po .0006, η2¼ .56, qs(FDR)o .03); it was also better in
the bilateral OFA than in the left FFA(q(FDR)¼ .043). Decoding
performance was comparable across other ROIs (qs(FDR)4 .14).
s orientation. Stimulus type pairs that were classified significantly above empirical
n of the references to color in this figure legend, the reader is referred to the web
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Main effects of Classification pair and of Orientation range were
also significant (F(2,14)¼40, po .00001, η2¼ .85 and F(1.5,10.7)¼
4.4, po .05, η2¼ .38, respectively). The two-way ROI by Classifica-
tion pair as well as the three-way ROI by Classification pair by
Orientation interactions were significant (F(6,42)¼14.4,
po .00001, η2¼ .67 and F(18,126)¼1.8, po .035, η2¼ .2, respec-
tively). In the following, we report the results of the ANOVA per-
formed on each ROI, separately, along with the statistical com-
parison of decoding accuracy to empirical chance level (one-sided
Wilcoxon sign-rank test).

In the FFA, the main effect of Classification pair was significant
(F(2,14)¼ 29, po .0001, η2¼ .8). The interaction between Classifi-
cation pair and Hemisphere lateralization and between Classifi-
cation pair, Orientation and Hemisphere were also significant (F
(2,14)¼4.1, po .04, η2¼ .37 and F(6,42)¼2.4, po .044,η2¼ .25).

In the right FFA, both the main effect of Classification pair and
the Classification pair by Orientation interaction were significant
(F(2,14)¼ 33, po .00001, η2¼ .82 and F(6,42)¼2.7, po .024,
η2¼ .28). Upright and inverted faces could be reliably dis-
tinguished from scrambled faces in all orientation ranges (Upright
versus Scrambled: all pso .012 and Inverted versus Scrambled: all
pso .0195, respectively), and more accurately than the decoding of
Upright versus Inverted faces (qs(FDR)o .035). Interestingly, Up-
right versus Scrambled classification was better than Inverted
versus Scrambled classification at 90° (q(FDR)o .04) but not at
other angles (qs(FDR)4 .3). Upright versus Inverted classification
accuracy surpassed chance level only when based on horizontal
information (po .027). It was also significantly better at 90° than
at 0° and 45° (qs(FDR)o .03) but not than at 135° (q(FDR)¼ .5).
Upright and inverted faces induced similar activation patterns in
the other orientation ranges (all ps4 .16), which led to comparable
stimulus decoding accuracies (qs(FDR)4 .12). These findings sup-
port the privileged status of horizontal angles for the specialized
processing of upright face information in the rFFA.

In the left FFA, the main effect of Classification pair was also
significant (F(2,14)¼11.6, po .001, η2¼ .62) as Upright versus
Scrambled and Inverted versus Scrambled classifications were
above chance at all orientations (Upright versus Scrambled: all
pso .008 and Inverted versus Scrambled: all pso .04), and more
accurate than Upright versus Inverted classification (qs
(FDR)o .03), which was, in contrast, at chance level in all or-
ientation ranges (all ps4 .055). Interestingly, Upright versus
Scrambled decoding was overall more accurate than Inverted
versus Scrambled decoding (q(FDR)o .043), indirectly marking the
enaggement of lFFA in upright face-specialized processes.

Stimulus decoding in OFA was not influenced by Orientation
range, nor by Hemipshere (Fso 1.7, ps4 .15, η2o .2). Only the
main effect of Classification pair was significant (F(2,12)¼ 32,
po .0001, η2¼ .8); Upright versus Scrambled and Inverted versus
Scrambled classifications were comparably accurate (q(FDR)¼ .8)
and more reliable than Upright versus Inverted classification (qs
(FDR)o .0001). Whereas Upright versus Scrambled and Inverted
versus Scrambled classifications were reliable across all orienta-
tion ranges (80% accuracy on average; all pso .008; one-sided
Wilcoxon rank test), Upright versus Inverted classification only
surpassed chance when based on horizontal orientation (po .004;
at other orientation angles: ps4 .07), as found in the right FFA.

In V1, stimulus type classification was above chance level at all
orientations (accuracy483%; pso .004; Fig. 3 and Supplementary
file 4). In contrast to FFA and OFA, Upright versus Inverted de-
coding was more accurate than Upright versus Scrambled and
Inverted versus Scrambled decoding (F(2,14)¼ 7.5, po .006,
η2¼ .52, qs(FDR)o .008), which resulted in comparable accuracies
(q(FDR)¼ 1). There was also a main effect of Orientation (F(3,21)¼
4, po .02, η2¼ .4) as Stimulus decoding was overall better at 90°
than at 0° and 135° (qs(FDR)o .04; 90° versus 45°: q(FDR)¼ .24).
In bilateral LO, Upright versus Scrambled and Inverted versus
Scrambled discriminations were highly reliable and more accurate
than Upright versus Inverted classification, which was at chance in
all orientations (detailed results in Supplementary file 2).
4. Discussion

The present findings indicate that the horizontal tuning of face
perception emerges at high-level visual stages of face-specialized
processing. FFA responded most strongly to the horizontal range of
upright face information. The spatial activation patterns of this
region only reliably separated horizontal from oblique ranges of
upright face information. Horizontal tuning in FFA was disrupted
by inversion; hence, the FFA response to inverted faces was not
horizontally-tuned but more generally biased towards cardinal
orientations. Inversion decreased FFA average response in all but
the vertical orientation range. Additionally, differences in activa-
tion patterns between upright and scrambled face viewing were
more robust than between when viewing inverted faces; this
difference was significant across all orientation ranges in the left
FFA, whereas it was selective to the horizontal range in the right
FFA. Finally, activation patterns induced by upright and inverted
faces could only be separated based on horizontal information in
the right FFA. In the left FFA, patterns of activation to upright and
inverted faces were comparable across orientations. This suggests
that while both the left and right FFA selectively tune to horizontal
angles of upright face information at the level of their mean ac-
tivation, only the right FFA (and OFA, see below) recruits different
clusters of voxels for the privileged processing of horizontal up-
right face information. Our findings suggest that the right FFA
contributes to the horizontal tuning of face-specialized processing
more substantially than the left FFA and corroborate past evidence
of the right hemispheric dominance of face perception (see Ros-
sion et al., 2012b for a review).

Overall these results indicate that the FFA tunes to the hor-
izontal orientation range selectively for the fine-grained and spe-
cialized processing of upright face information, in agreement with
past behavioral and electrophysiological evidence (Goffaux and
Dakin, 2010; Pachai et al., 2013). The notion that face-specialized
and not general computations in FFA are driven by horizontal in-
formation is further confirmed by the finding that when faces
were scrambled, FFA activation was weak and barely influenced by
image orientation content and the univariate scrambling effect did
not differ across orientation ranges.

Horizontal information of upright faces also underwent privi-
leged processing in OFA. Akin to right FFA, OFA activation pattern
diverged between upright and inverted conditions only in the
horizontal range. This is surprising considering present and past
evidence that OFA mean activation is impervious to inversion
(Goffaux et al., 2009; Goffaux et al., 2013; Mazard et al., 2006;
Yovel and Kanwisher, 2005). OFA is actually thought to represent
the local properties of face features (Arcurio et al., 2012; Goffaux
et al., 2013; Haxby et al., 2000; Liu et al., 2010), the processing of
which has been shown to be relatively resistant to inversion
(Goffaux, 2012; Maurer et al., 2002; McKone and Yovel, 2009;
Rossion, 2008). Still, the finding that different clusters of OFA
voxels responded to the processing of upright compared to in-
verted horizontal face information indicates that this region con-
tributes to the specialization of horizontal face information en-
coding. Whether the latter finding reflects horizontal biases in the
local encoding of facial features needs to be addressed in future
studies.

In contrast to FFA, OFA mean activation was not orientation-
sensitive. Orientation decoding accuracy was also comparable
across OFA and FFA regions. This is in line with recent evidence



V. Goffaux et al. / Neuropsychologia 81 (2016) 1–11 9
that OFA response is more invariant to the primary properties of
the face image than FFA (e.g., size, amplitude spectrum, spatial
frequency range; Goffaux et al., 2011a; Henriksson et al., 2015;
Rossion et al., 2012b). Such findings (see also Jiang et al., 2011)
challenge the feedforward models of vision proposing that the
more anteriorly located along the ventral stream, the more in-
variant to primary image properties a visual region is (Grill-
Spector and Weiner, 2014; Haxby et al., 2000).

The lateral occipital (LO) cortex, a high-level region generally
selective to complex shapes, responded most strongly to vertical
angles. These observations agree with past evidence that low-level
visual biases extend beyond the borders of face-preferring regions
(e.g., Musel et al., 2014; Nasr and Tootell, 2012; O'Toole et al., 2005;
Peyrin et al., 2004; Rajimehr et al., 2011; Rice et al., 2014; Williams
et al., 2009). However, in contrast to face-preferring FFA, the or-
ientation tuning of LO did not depend on whether the stimulus
was an upright, inverted, or a scrambled face. This suggests that
orientation tuning in this region emerges at a general computa-
tional level unrelated to shape processing (e.g. in PPA Nasr and
Tootell, 2012). However, the use of other stimulus categories, and
not just faces, will be necessary to more stringently address the
orientation selectivity of LO cortex.

The horizontal tuning in high-level face-preferring cortex was
not passively inherited from V1. V1 was even found to respond less
strongly to horizontal than other orientations, irrespective of sti-
mulus type. The attenuation of V1 response for horizontal angles
may seem at odds with previous evidence that V1 activates most
strongly to cardinally-oriented gratings (i.e., vertical and hor-
izontal gratings; Furmanski and Engel, 2000; Yacoub et al., 2008)
and that human visual sensitivity is best at cardinal compared to
oblique orientations (see review by Maloney and Clifford, 2015).
However, empirical support for a cardinal advantage has been
obtained with grating stimuli. When more naturalistic stimuli are
used, psychophysical research indicates that the pattern of or-
ientation selectivity actually reverses with human sensitivity being
best in the oblique, intermediate in vertical and worst in hor-
izontal range (Essock et al., 2003; Hansen et al., 2003). The hor-
izontal attenuation for natural scene processing has been pro-
posed to result from a primary adaptive ‘whitening’ mechanism
that attenuates the horizontal cues predominantly conveyed by
natural scene images to devote more processing resources to the
less salient (vertical and) oblique cues. Considering that face
images also contain most energy at horizontal angles (Dakin and
Watt, 2009; Keil, 2009), it seems plausible that the horizontal at-
tenuation we observed in V1 reflects such an adaptive mechanism.
Remarkably, our findings indicate that despite the processing of
horizontal range is attenuated in V1, it is amplified at higher and
specialized levels of face processing. The investigation of the
functional relationships between primary attenuation and higher-
level amplification of orientation coding will yield new insights on
how visual information is being transformed along the course of
processing.

Apart from the response attenuation in the horizontal range, V1
mean activation did not differ across orientations. As expected, V1
orientation selectivity was best captured by MVPA (Haynes and
Rees, 2005; Kamitani and Tong, 2005; Swisher et al., 2010). Acti-
vation patterns enabled predicting the orientation range being
viewed at approximately 65% of accuracy for upright and inverted
faces (chance level was at 50%). Previous 3T fMRI studies reported
higher accuracy for the decoding of similar orientation disparities
in V1 (e.g., Alink et al., 2013; Haynes and Rees, 2005; Kamitani and
Tong, 2005). Accuracy discrepancies across the present and past
orientation decoding studies may be explained by divergences in
stimulus parameters. While the orientation bandwidth of the
gratings employed in previous works was of exactly 1°, our stimuli
encompassed a 20°-wide range of orientations. Such a bandwidth
was necessary to ascertain that faces were still visible in filtered
conditions. However the drawback is that it caused a non-negli-
gible orientation overlap in the to-be-decoded pairs and likely
decreased V1 orientation decoding accuracy in the present study
(see Alink et al., 2013). Stimulus contrast is another point of di-
vergence between our and previous orientation decoding studies.
Square-wave gratings used in the latter were highly contrasted
whereas in the present experiment stimulus contrast matched
more naturalistic, but also weaker, values. Although stimulus
contrast is not expected to influence V1 orientation selectivity at
the neuronal level (Ferster and Miller, 2000; Sclar and Freeman,
1982; Skottun et al., 1987), it is known to influence V1 BOLD re-
sponse amplitude (Boynton et al., 1996) and the accuracy of
grating orientation decoding (Smith et al., 2011). The naturalistic
contrast values used here have therefore likely decreased the
precision with which orientation could be classified compared to
past works.

The present study is among the first to address orientation-
selective encoding in the human visual system using naturalistic
stimuli. The feedforward view that V1 operates before and in-
dependently from high-level processing stages indeed led most
researchers to investigate V1 with artificial and simplified stimuli
(Olshausen and Field, 2005). The present results however indicate
that V1 activation and orientation selectivity differed between
upright, inverted, and scrambled viewing conditions despite
matched spectral properties. While V1 average activation was
weaker in response to intact (i.e., upright and inverted) than to
scrambled stimuli, orientation decoding accuracy was better in the
former than the latter condition. Hence, the decoding of oblique
orientations decreased in accuracy from intact to scrambled
viewing conditions in favor of cardinal orientations, again sug-
gesting a decreased V1 selectivity to oblique orientations for non-
naturalistic shapes (i.e., scrambled face information or gratings). In
Supplementary file 5, we provide evidence that differences in
pixel-wise dissimilarity between intact and scrambled stimuli is
unlikely to explain V1 activation profile. The higher activation and
lesser orientation selectivity of V1 to scrambled compared to intact
images may instead be due to the particularly low sparseness of
scrambled images (i.e., Dakin et al., 2002; Olman et al., 2004;
Portilla and Simoncelli, 2000; Stojanoski and Cusack, 2014). Nat-
ural images are by definition sparse, i.e., they contain a high-order
structure largely due to the presence of edges (Morrone and Burr,
1988), and this property in turn induces sparse V1 activation
patterns. Sparse activations are advantageous because they are
more discriminable and likely also better read out by subsequent
processing stages (e.g., Felsen et al., 2005; Froudarakis et al., 2014;
Olshausen and Field, 2004). The low sparseness of scrambled
images may thus have induced less discriminable activation pat-
terns in V1. By disrupting image sparseness, and therefore re-
cognizability, scrambling may also have prevented high-level
shape representations from guiding V1 function via recurrent
feedback (de-Wit et al., 2012; Kok and de Lange, 2014; Kok et al.,
2012). Hence, V1 is known to respond less to edges when they
form a coherent percept than when they are perceived as isolated
elements (Alink et al., 2010; Dumoulin and Hess, 2006; Kok et al.,
2014, 2012; Murray et al., 2002 though see Olman et al., 2004;
Rieger et al., 2013; Tjan et al., 2006). A similar phenomenon may
have been at stake here and explain the stronger mean V1 acti-
vation to scrambled than intact images.

Little is known on how the information is being transformed
along the visual hierarchy to enable the specialized and invariant
categorization of objects. By revealing that primary coding in V1 is
influenced by high-order stimulus structure and that high-level
processing is tuned to selective ranges of primary information, the
present work suggests that primary and high-level levels of the
visual system interact over processing course in order to modulate
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the processing of certain ranges of primary information depending
on their relevance for the stimulus and task at hand. The use of
naturalistic complex stimuli and the consideration of their primary
visual properties therefore seems essential to understand how
vision works (Bex and Makous, 2002; Lamme and Roelfsema,
2000; Olshausen and Field, 1996; Rust and Dicarlo, 2010).
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