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Efficient series solutions for non-linear
flow over topography

S. R. Belward W. W. Read P. J. Higgins∗
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Abstract

Fluid flowing over topography occurs in many physical
situations. As a consequence, study of flow over topography
has been a research topic of prime interest for many decades.
Formally, the problem can be modelled as a nonlinear free
boundary problem. Although methods such as boundary in-
tegrals are typically used, analytic series methods have also
been developed to solve some of these problems. Arguably
the hardest problem to solve is the lee wave problem: when
the flow conditions are suitable, waves form downstream of
the obstacle. Wave solutions pose several problems for the
analytic series methods. The solution method is iterative,
and at each step the existing solution must be updated. For
the iterative scheme to converge, very accurate series solu-
tions must be obtained at each step. The convergence rate
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of the series solution itself is critical in this process, and de-
pends to a large extent on the free boundary representation.
In this paper, we compare and discuss the convergence rates
for a variety of free surface representations. We show that
spectral convergence is possible if the correct representation
is used.
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1 Introduction

The volume of material written on fully nonlinear flow over topog-
raphy has increased rapidly over the last two decades. In particu-
lar the case in which the fluid is inviscid, incompressible and flows
without rotation in two dimensions has been solved using many dif-
ferent techniques. These include complex variable methods. For
example, Forbes [5] considered flow over a semi-elliptical obstacle,
Forbes and Schwartz [6] considered flow over a semi-circle and Dias
and Van den Broeck [4] studied flow over a triangular weir. In each
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of these cases conformal mappings specific to the topography un-
der consideration were used. In the early 1990s boundary integral
methods in the original variables were developed. These allowed
arbitrary topography to be considered, see for example the work of
Belward and Forbes [1, 2]. King and Bloor [8] used a generalisation
of the Schwarz-Christoffel transformation to solve the same prob-
lem. More recently series solution approaches have been developed
for this problem, see Read, Belward and Higgins [9].

We assume that the fluid is inviscid, incompressible and flows
without rotation so the problem reduces to solving Laplace’s equa-
tion. Boundary conditions are available, but a complication is that
the location of the upper boundary (the free surface) of the fluid is
unknown. Thus the boundary conditions on this surface are non-
linear. The series solution and boundary integral approaches men-
tioned above overcome this problem by guessing the location of the
free surface, evaluating a cost function and then updating the lo-
cation of the free surface on the basis of the behaviour of the cost
function. In each case, given a sufficiently accurate initial estimate
of the location of the free surface the iterative procedure in use
converges to the true location of the free surface.

The series solution approach uses separation of variables. This
has the advantage that exact error estimates are immediately avail-
able, see Gill, Read and Sneddon [7]. The basis functions used
satisfy the partial differential equation and boundary conditions on
two sides of the computational domain exactly. Once the basis func-
tions are determined, the efficiency of the algorithm depends on the
update method employed, the computation of the coefficients in the
series expansions and the convergence rate of the series.

In this paper we concentrate on the latter. We show that the
convergence rate of the series depends crucially on the way the lo-
cation of the free surface is approximated. In particular, if the
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representation of the free surface takes special account of the basis
functions for the problem, then spectral convergence of the series
solution of the partial differential equation is observed.

In Section 2 the problem is mathematically formulated and in
Section 3 the analytical series solution method is presented. The
convergence rate of the series is discussed in Section 4 with results
for differing representations of the free surface. Finally in Section 5
results are discussed and summarised.

2 Problem formulation

We consider irrotational flow of a single layer of inviscid, incom-
pressible, fluid of constant density over arbitrary topography. Far
upstream of the obstacle the fluid flows with uniform height, H, and
with velocity ci . Variables in the problem are nondimensionalised
with respect to H and c and we work purely in a nondimensional
system. The profile of the obstacle is y = B(x) where x and y
are horizontal and vertical coordinates respectively. The surface of
the fluid is denoted by y = η(x) , this is unknown at the outset.
Only flow stationary with respect to the obstacle is considered, so
partial derivatives with respect to time are identically zero. The
fluid system after nondimensionalisation is shown schematically in
Figure 1.

Following nondimensionalisation a dimensionless parameter re-
sults, the Froude number, defined as F = c/

√
gH in which g is

the acceleration due to gravity. The characteristics of the flow are
largely dependent on the value of F . In this work we consider only
subcritical flows which means F < 1 . These flows are characterised
by a region of almost uniform flow upstream of the obstacle with a
train of “lee waves” downstream of the obstacle. This is the most
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Figure 1: A schematic representation of the problem
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difficult region of the parameter space in which to find solutions.

Let Ψ be the stream function so that the velocity vector is q =
(∂Ψ/∂y,−∂Ψ/∂x) then fluid incompressibility yields

∇2Ψ(x, y) = 0 . (1)

No fluid penetrates the bottom surface:

Ψ(x, y) = 0 on y = B(x) . (2)

No fluid leaves the flow, so the top surface is a streamline:

Ψ(x, y) = 1 on y = η(x) . (3)

The momentum equation is used in its integrated form, the Bernoulli
equation, which evaluated on the top surface yields

1

2
F 2

(∂Ψ

∂x

)2

+

(
∂Ψ

∂y

)2
+ η(x) =

1

2
F 2 + 1 on y = η(x) . (4)

The upstream conditions are:

q→ i , η(x)→ 1 as x→ −∞ . (5)

The downstream conditions are:

q , η(x) are bounded as x→∞ . (6)

Equations (1–6) are to be solved. To apply a series solution tech-
nique, the flow domain is truncated to a finite subset of the x-axis,
x ∈ [−L,L] , where L is chosen large enough so that flow quanti-
ties vary slowly with x near x = ±L . We impose the upstream
condition (5) with

q = i ⇒ Ψ(x, y) = y on x = −L .
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Equation (6) is interpreted using

q = a i ⇒ Ψ(x, y) = ay on x = L

where a is a constant. The solution procedure is simplified if homo-
geneous boundary conditions exist at x = ±L . Thus we transform
the stream function Ψ to a related function ψ :

Ψ(x, y) = ψ(x, y) + y +
(x+ L)

2L
(a− 1)y .

The problem then reduces to solving

∇2ψ(x, y) = 0 , (7)

subject to the homogeneous side boundary conditions

ψ(−L, y) = ψ(L, y) = 0 (8)

and

ψ[x,B(x)] = −B(x)− (x+ L)

2L
(a− 1)B(x) = hb(x) , (9)

ψ[x, η(x)] = 1− η(x)− (x+ L)

2L
(a− 1)η(x) = ht(x) . (10)

Equations (7–10) represent the transformed problem. Equation (4)
is used as a cost function.

3 Solution procedure

The solution procedure consists of iteratively updating an initial
estimate of the free boundary location (Read, Belward and Hig-
gins [9]). We present only the essential ideas, and those that differ
from the previous publication. The series solution is

ψ(x, y) =
∞∑

n=1

[αnun(x, y) + βnvn(x, y)] ,
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where

un(x, y) = sinh
(
nπy

2L

)
sin

(
nπ(x+ L)

2L

)
,

vn(x, y) = cosh
(
nπy

2L

)
sin

(
nπ(x+ L)

2L

)
.

Thus ψ(x, y) satisfies Laplace’s equation (7) and the side boundary
conditions (8). The constants αn and βn are determined using the
upper and lower boundary conditions (9, 10). Here

hb(x) =
∞∑

n=1

[
αnu

b
n(x) + βnv

b
n(x)

]
, (11)

ht(x) =
∞∑

n=1

[
αnu

t
n(x) + βnv

t
n(x)

]
, (12)

where ub
n(x) = un[x,B(x)] , ut

n(x) = un[x, η(x)] , etc.

Consider the top boundary. We assume that

ut
n(x) = sinh

(
nπη(x)

2L

)
sin

(
nπ(x+ L)

2L

)

form a complete linearly independent set of vectors so that

vt
n(x) =

∞∑
i=1

kt
inu

t
i ,

for some constants kt
in . Also

ht(x) = 1− η(x)− (x+ L)

2L
(a− 1)η(x) =

∞∑
n=1

γnu
t
n(x) (13)

for some constants γn .
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Using equations (11) and (12) it is possible to solve for αn

and βn . In practice, the series solution is truncated after a suf-
ficient number of terms have been included. We then use

ψ(x, y) ≈ ψN(x, y) =
N∑

n=1

[anun(x, y) + bnvn(x, y)] ,

where ψN , an and bn are estimators of ψ , αn and βn respectively.

The iterative scheme is outlined in Read, Belward and Hig-
gins [9]. The error in the series solution for Ψ(x, y) anywhere in
the domain is determined using root mean square (r.m.s.) errors
in the upper and lower boundary approximations. For example the
error in the approximation to the upper boundary is

εηN =

[
1

2L

∫ L

−L
[1−ΨN(x, η(x))]2 dx

]1/2

.

The Bernoulli equation (4) provides a cost function that deter-
mines how close the current estimate, η(x) , is to the true location of
the free surface for the flow under consideration. This cost function
forms the basis of a quasi-Newton update method for η(x) .

4 Convergence of series

Note that we have left unanswered the question of how the location
of the free surface is approximated. Read, Belward and Higgins [9]
claimed that the “series solution method does not depend on the
method used to represent any of the boundary geometries, includ-
ing the free boundary.” This is true to certain extent; however, the
rate of convergence of the series representation ΨN to Ψ is crucially
dependent upon the representation of the free surface. Given that
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hundreds of iterations are required to find any flow solution, and
that at each iteration a series solution needs to be found, consider-
able savings will result if the series converges quickly. We proceed
to give strong evidence showing that spectral convergence of the
solution at each iteration will occur if the correct representation of
the free surface is used.

In order to compare different representations of the free surface
we have chosen a cosine shaped obstacle with maximum height B0

and base width d :

B(x) =

{
B0

2

(
1 + cos

[
2πx
d

])
, −d/2 ≤ x ≤ d/2 ,

0 , otherwise.

A typical free surface profile is shown in Figure 2 for the case
where F = 0.5 , B0 = 0.1 and d = 4 . Note this compares favourably
with solutions found using the method in Belward and Forbes [1], so
we are confident with the validity of the solutions computed using
the series solution approach.

For the location of the free surface η(x) six different methods
of approximation were used: linear, quadratic and cubic interpo-
lation, Fourier series, Fourier sine series and Fourier cosine series.
Note these approximations were used on the function ht(x) so the
representation of η(x) is implicit through equation (13).

Figures 3 and 4 show the r.m.s. errors in equations (2) and (3)
respectively as a function of the number of terms in the series for
each of the six methods. Clearly in both cases the Fourier sine series
representation results in superior convergence of the series ΨN(x, y) ,
followed by cubic spline interpolation. Of surprise here is the speed
at which ΨN converges when a Fourier sine series is used in compar-
ison to the rate ΨN converges when other Fourier series approxima-
tions are used. These differences are highlighted in Figure 5 where
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Figure 2: A typical free surface profile.
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Figure 3: Bottom boundary errors.

r.m.s. errors in Ψ along the top boundary (equation (3)) as a func-
tion of the number of terms in the series are presented on a log-log
plot for both the Fourier sine and cosine series representations.

Assuming the error takes the form

ε = n−k , so that ln ε = −k lnn , (14)

the log-log plot shows that k is at least 14 when the Fourier sine
series representation is used. We believe that the slope on this curve
will continue to steepen as more terms in the series are used, and
that we have observed spectral convergence.
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Figure 4: Top boundary errors.
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Figure 5: Comparison of sine and cosine series errors on the top
boundary.
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A variation of a result presented in Canuto et al. [3] offers an
explanation of this behaviour. The basis functions for the series so-
lution of the partial differential equation are clearly non-orthogonal.
However, observe that they involve sine functions so intuition leads
us to expect that a trigonometric representation of the free surface
may present better results than other representations.

Suppose that a Fourier cosine series is used to represent ht(x)
over the interval [−L,L] . Then

ht(x) =
a0

2
+

∞∑
n=1

an cos
nπx

L
where an =

1

L

∫ L

−L
ht(x) cos

nπx

L
dx .

Here ht(−L) = ht(L) = 0 so that using integration by parts gives

an =
1

nπ

[
ht(x) sin

nπx

L

]L
−L
− 1

nπ

∫ L

−L
h′t(x) sin

nπx

L
dx

=
L

n2π2

[
h′t(x) cos

nπx

L

]L
−L
− L

n2π2

∫ L

−L
h′′t (x) cos

nπx

L
dx

=
L

n2π2
cosnπ(h′t(L)− h′t(−L)) +

L2

n3π3

∫ L

−L
h′′′t (x) sin

nπx

L
dx .

See from this that the coefficients in the Fourier cosine series are
small if the first odd derivatives of ht(x) are equal at the end-points
of the interval. The size of the coefficients will be determined by
the first odd derivative not to satisfy this requirement. Therefore,
we would expect to obtain fast convergence using a Fourier cosine
series if many of the odd derivatives satisfy this requirement. Given
the results such as those displayed in Figures 3, 4 and 5, this is not
the case here.

Now suppose that a Fourier sine series is used to represent ht(x)
over the interval [−L,L] . Then

ht(x) =
∞∑

n=1

bn sin
nπx

L
where bn =

1

L

∫ L

−L
ht(x) sin

nπx

L
dx .
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Here ht(−L) = ht(L) = 0 , so that using integration by parts gives

bn = − 1

nπ

[
ht(x) cos

nπx

L

]L
−L

+
1

nπ

∫ L

−L
h′t(x) cos

nπx

L
dx

=
L

n2π2

[
h′t(x) sin

nπx

L

]L
−L
− L

n2π2

∫ L

−L
h′′t (x) sin

nπx

L
dx

=
L2

n3π3

[
h′′t (x) cos

nπx

L

]L
−L
− L2

n3π3

∫ L

−L
h′′′t (x) cos

nπx

L
dx .

See the coefficients in the Fourier sine series are small if many of
the first even derivatives of ht(x) are equal at the end-points of
the interval. The size of the coefficients is determined by the first
even derivative not to satisfy this requirement. Therefore we would
obtain fast convergence using a Fourier sine series if the derivatives
did satisfy this requirement. Examine Figure 5 to observe that the
sine series satisfies equation (14), so that we expect at least the
first twelve derivatives of ht(x) to be equal at the end-points (and
probably the rest too). Also note that this rate of convergence is not
obtained until n > 100 (approximately). Canuto et al. [3] report
that convergence behaviour such as this is typical in the case where
derivatives are equal at the end-points; that is, the ultimate rate of
spectral convergence is not observed until sufficiently many terms
are used in the series.

These results clearly show that the representation of the free
surface has a great impact on the convergence rate of the series used
to represent Ψ(x, y) . In this problem the Fourier sine series gave
the best performance. Looking at the basis functions for Ψ(x, y)
it is not surprising that this representation for ht(x) works so well.
Equation (13) gives many hints that the sine series will give superior
performance.
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5 Discussion and summary

In this paper we have analysed further the series solution method
for nonlinear flow over topography first presented in Read, Belward
and Higgins [9]. The method has been applied to what is recog-
nised as one of the most demanding regions of the parameter space,
namely that where the Froude number F < 1 and downstream “lee”
waves occur.

We have also used this work as an opportunity to examine the
convergence rate of the series used in approximation of Ψ(x, y) .
We have shown that this is influenced greatly by the representation
of the free surface and that if the endpoint derivatives on the up-
per surface satisfy certain conditions then spectral convergence can
be achieved.
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