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Abstract 

Control Design and Performance Analysis for Autonomous Formation Flight Experiments 

Caleb Michael Rice 

 

 Autonomous Formation Flight is a key approach for reducing greenhouse gas emissions and 

managing traffic in future high density airspace. Unmanned Aerial Vehicles (UAV’s) have made it 

possible for the physical demonstration and validation of autonomous formation flight concepts 

inexpensively and eliminates the flight risk to human pilots. This thesis discusses the design, 

implementation, and flight testing of three different formation flight control methods, Proportional 

Integral and Derivative (PID); Fuzzy Logic (FL); and NonLinear Dynamic Inversion (NLDI), and their 

respective performance behavior. Experimental results show achievable autonomous formation flight and 

performance quality with a pair of low-cost unmanned research fixed wing aircraft and also with a solo 

vertical takeoff and landing (VTOL) quadrotor. 
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“The LORD is my strength and my defense;  

He has become my salvation. 

He is my God, and I will praise him,  

my father’s God, and I will exalt Him.” 

-Exodus 15:2     
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I. Introduction 

A. Background 

The earliest human accounts of autonomous flight control come from ancient bards, poems, and Old 

Testament Bible stories where doves and pigeons were used to deliver information over long distances. 

William Bernhard made mention of the direness of managing pigeons in France during the Franco-

Prussian War (1871): 

“The national pastime of Belgium, the great pigeon races for the southern provinces of 

France, has been abruptly put a stop to by the war. The French authorities have very 

naturally interdicted the entry of Belgian pigeons into France. When it is borne in mind 

that there are 10,000 trained pigeons, any one of which could convey intelligence from 

Paris to the frontier towns of Belgium in which they are located in the space of five or six 

hours, we cannot be surprised at the French authorities interfering with this pastime. The 

strategic information conveyed by a single pigeon might lose a battle or an empire.” [1] 

In this, we see a cultural hobby interest in flight but also a necessary means by which to communicate. 

Today, these interests are still relevant in advertising, transportation, air shows, space travel, etc. Clearly, 

autonomous flight has a natural role and an insisting potential to change the world just as it has done 

again and again.  

Of course, manned flight started in the early 1900’s. Autonomous feedback control of aircraft 

came about shortly thereafter. Autopilots were reported to be under development as early as 1915. The 

famous Sperry “Mechanical Mike” Gyropilot, engineered by Elmer Sperry, made it possible for Wiley 

Post to fly around the world in a record breaking eight days on June 31st, 1933 [2][3]. This technology 

enabled new capabilities for autonomous unmanned fixed wing aircraft, like the Curtis-Sperry flying 

bomb in 1918 [4]. Interest in Remote-Piloted Vehicles (RPV) came about during the Second World War, 

where the allies were looking for technology to counter the Axis V-2 rockets. This historic event spurred 

on advancements in remote flying in the years proceeding. There was a naval helicopter called QH-50 

used for anti-submarine warfare. The N-69 Snark and X-10 Navaho were used to test new Inertial 

Navigation System (INS) technology of the day. Then in the Cold War, the MQM-57 and Model 147J 

Lightening Bug were used for spy missions over China and the Soviet Union to avoid putting U-2 pilots 

in danger [4]. 
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Currently, the majority of UAV’s with flight envelopes beyond the line of sight and above 500ft 

in operation are still militarily owned and operated. These aircraft are usually referred to as drones. 

Military troops rely on surveillance for up to the minute reports of enemy activity. A hand-launched 

USAF Puma can be mobilized and observing the ground within moments whereas spy satellites takes 

several minutes or more to focus in depending on the satellite orbit. Vertical Take Off and Landing 

(VTOL) Miniature Unmanned Aerial Vehicles (MUAVs) are not restricted to avoiding close quarters. 

UAV’s can deliver munitions and surveillance or quickly search and destroy enemy targets. These 

systems are small, cost effective, and low risk for pilots, for they fly in hostile environments where a 

pilot’s life would otherwise be threatened.   

Civilian companies are hungry to use UAV’s for their benefits too. In 2013, the United States shipped 

nearly 20 million pounds of freight and mail [8]. One of the largest shipment users is Amazon, who 

shipped 608 million packages in 2013 [9]. Amazon is developing an octocopter that can ship 80% of their 

merchandise to the consumers’ homes [10]. Other companies in freight [11], food delivery [12], and 

medicine [13][14] are developing similar UAV’s to deliver goods to the home. Emergency services are 

also seeking to implement UAV’s to extend their response capabilities [15].  

The big factors holding these companies back are safety regulations enforced by the FAA and other 

international airspace authorities. Governments are opening the skies to private autonomous commercial 

flight, but the process is slow. On February 15
th
 the FAA released new legislation allowing for small 

unmanned aerial systems to be operated within the line of sight, below 500ft, and with a particular 

aeronautical knowledge certification [16]. International legislation is looking to categorize civilian UAVs 

as Remotely Piloted Aerial Systems or RPAS [5][6][7]. With the exception of Spain, European countries 

have individually legalized small RPAS deliveries with plans to create nationwide legislation. There are 

no easy solutions for the management of UAV’s or for the increase in airspace traffic they will cause. A 

helpful technique that may lead to better management and organization is autonomous formation flight.   

B. Problem Statement 

The technology of today allows for autonomous control schemes to perform the same navigation 

routines of a pilot with equal or better agility and accuracy over traditional human piloted methods. As the 

demand for commercial drone use increases, so will the demand for autonomous flight technology. The 

goal of this research is to design and characterize the behavior of several different types of autonomous 

control schemes for the purpose of tracking. These schemes will be tested on two different UAV test 

beds, a fixed wing aircraft and a VTOL quad rotor. Also, flight test environments are designated for these 

test beds so that real-time data can be collected as safely as possible. 
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C. Objectives  

Designs of a PID, fuzzy logic, and Non Linear Dynamic Inversion controllers for a quad rotor test bed 

and a Non Linear Dynamic Inversion controller for the Phastball fixed wing test bed will be developed, 

simulated, and flight tested. The performance quality of each controller will be compared based on 

position tracking error behavior.  

D. Report Structure 

The second chapter is a literature review. The third is a concise description of the formation flight 

controllers’ development and validation. The fourth chapter illustrates the test beds and flight facilities. 

The fifth chapter presents the results from flight testing, and the last chapter will summarize and conclude 

with and future research direction.  

II. Literature Review 

A. Overview of Autonomous Control Integration 

Autonomous control is the enabling technology for future manned/unmanned flight and flight 

interaction in the national airspace. Miniaturization of computer and communication systems have 

enabled fly-by-wire and redundant systems. These have in turn enabled very precise and reliable 

autonomous control of aircraft flight. GPS is used for position and velocity measurements. Inertial 

Measurement Units (IMU’s) are used to measure local acceleration change and orientation. A computer 

uses IMU measurements to create Internal Navigation Systems (INSs). Pressure and temperature 

instruments provide key air speed and altitude information. Also, these sensors and systems are not 

affected by fatigue as are pilots and drivers. All these factors together make a strong case that autonomous 

control is achievable and cost effective. 

Although navigation systems are tested over countless hours of flight time, there are still reliability 

issues. In the case of Air France Flight 447, the pitot tubes iced up. The plane lost altitude and airspeed 

awareness. Instrument readings were inconsistent and pilots failed to apply correct procedure under the 

given conditions. Ultimately the aircraft fatally crashed into the Atlantic [17]. There is also the concern of 

traffic mitigation and obstacle avoidance. In 2014 an unmanned aircraft narrowly missed a DHC-8 which 

was on approach to Perth Airport [18]. In order for the technology to thrive, these issues need to be 

addressed. 

Various studies have already demonstrated the possibilities of autonomous vehicle integration into 

other environments. DARPA held a competition where contenders build autonomous controlled vehicles 
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that are capable of driving in traffic. The purpose of this is to demonstrate the interaction of autonomous 

vehicles with manned traffic in an urban environment. These vehicles often use a conglomerate of lidar, 

radar, and visual sensors to identify road markings and obstacles and maneuver around them safely [19]. 

Vehicles also demonstrated their adherence to urban traffic regulations [20]. Other organizations have 

demonstrated similar systems for boats [21][22], and subs [23][24]. Aircraft traffic law is more complex 

than motor vehicle or nautical traffic laws, but optimistically these demonstrations may contribute to 

eventual autonomous aircraft interaction control implementation in public airspace.  

One of the most well-known flight tests dealing with a manually controlled aircraft and an 

autonomously controlled aircraft was demonstrated by DARPA and NASA in 2006. Real-time kinematic 

processing, inertial systems, and video tracking were all used in the design of the Autonomous Aerial 

Refueling Demonstration (AARD) system which leads an F-18 in behind a B707 fitted with a refueling 

basket drogue [25]. 

B. Overview of Autonomous Formation Flight Control Benefits and Progression 

Integration of UAV’s into the national airspace needs methods of control that will ensure aircraft 

safety and efficiency. There must be control laws that unmanned aircraft follow to reliably abide by the 

traffic rules of the sky. A case study done by Honeywell described how the autonomous formation flight 

controller used for military convoys of C-130’s and C-17’s could also be used to control commercial 

aircraft to increase the capacity of civilian air space. These aircraft in formation fly one nautical mile 

apart as opposed to commercial regulation separation of 3 to 20 nautical miles. A formation of aircraft is 

treated as a single aircraft with regard to position and reporting to Air Traffic Control (ATC). The 

formation leader interacts with ATC on behalf of the entire group; the trailing aircraft provide awareness 

to the lead aircraft [26].  

There are additional benefits for Close Formation Flight (CFF), specifically. Experimental biology 

research found that certain birds flying in formation earned a 11.4% - 14.0% energy savings when flying 

in ‘V’ shape formation [28][29]. Similar benefits for manned aircraft have also been investigated. NASA 

researchers at Dryden Flight Research Center demonstrated fuel savings of up to 14% during CFF of two 

F-18 research aircraft [30] and 10% during CFF of two C-17 aircraft [31]. The concept proposed for the 

C-17 program is called SAVE, Surfing Aircraft Vortices for Energy. This program, pitched by Air 

Mobility Command, has been funded by DARPA, NASA, Boeing, and the Air force Research LAB. All 

together, the project cost $10 million up to 2013, which is also the predicted annual return that this 

concept will save the Air Force [32].  
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The trailing aircraft have to be precisely controlled at specific locations behind the leader, and 

autonomous formation flight control is how formation is maintained. Autonomous formation flight 

control has been explored using a number of different strategies which are categorized as: ‘Multiple-Input 

Multiple-Output’, ‘Leader-Follower’, ‘Cyclic’, and ‘Behavioral’ [33]. Techniques for stability analysis of 

autonomous formation have also been developed for measuring how position errors propagate form one 

vehicle to another in a cascaded system [32][34]. The Leader-Follower approach is widely accepted for 

aircraft formation flight because the concept can be simplified into a series of tracking problems. 

Tracking can be solved using standard control techniques. There have been many studies conducted on 

theoretical and simulation based concepts using optimal control, compensation-type control, feedback 

linearization, adaptive control, robust control, and behavioral approaches. The following describes how 

some of these concepts work, what their benefits are, and what their short comings are. 

A team at the Air Force Research Lab at Wright Patterson AFB designed a multi-input/output LQR 

and integral control for position tracking of a refueling jet. They studied the dynamics of the vortices 

caused by tanker aircraft with respect to the receiver aircraft.  The three dimensional states for position 

tracking error are calculated with the integral control to ensure a zero steady-state error. Three control 

allocation scenarios were verified through simulation. What the controller is not able to track is non-zero 

yaw and a bank angle which means it couldn’t be used while the tanker makes a bank turn [35]. Later 

research improves this design to include integral control of the yaw and bank angle states as well as time-

varying inertial transfer of the jet fuel from the tanker to the receiver aircraft [36]. 

At the Queen’s University Belfast, a mix UAV-manned mission integration method called 

“extension-decomposition-aggregation” (EDA) was studied. The EDA scheme transforms complex 

formations of aircraft into groups of sub-problems called individual augmented sub-systems, IAS. Lateral 

and longitudinal compensator type controllers navigate the aircraft based on the IAS [24]. This method is 

refined in 2014 by implementing the EDA strategy with support of a virtual overall system called coupled 

multiple inverted pendulums (CMIP) system. The result from simulation is a very stable 3D formation 

that works around obstacles, flight maneuvers, and geometry changes [25]. This research is still in a 

computer simulation phase. It works under the assumption that the states of the vehicles are all known 

despite the decentralized infrastructure. This assumption is difficult to work with physically due to actual 

sensor and communication related issues. 

At A&T State University, a robust controller was designed to track the heading speed, heading angle, 

and altitude of an aircraft. Lyapunov stability theory was used to demonstrate effectiveness while dealing 

with system uncertainties and external disturbances [37]. At Beihang University, stochastic robustness 
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analysis and design method was used to create a formation flight control system for a single UAS. The 

dynamics of the aircraft are decoupled into latitude and longitude dynamics. For each dynamic, a 

thorough nonlinear mathematical model is produced and the robust cost function is chosen by using the 

method of Monte Carlo Evaluation and Genetic Algorithm. In simulation, one aircraft maintained a 

clearance distance of 50 meters behind the leader [38]. 

Some argue that the leader-follower approach is not robust with respect to the leader’s failure. As 

well, the different flavors of leader-follower do not account for obstacle avoidance. These approaches are 

singularly focused on group synchronization or two-aircraft formation, but at the Naval Aeronautical and 

Astronautical University in China, Decentralized Model Predictive Control (DMPC) has been designed 

and tested through simulation for autonomous formation flight that overcomes these issues [39]. MPC is 

also known as Receding Horizon Control. This method is well known for use in slow processes like 

chemical processing. The flight control law continually updates the planned trajectory of the aircraft to 

maintain formation. A cost penalty prioritizes neighboring vehicle and obstacle information guaranteeing 

that the aircraft avoids a collision. DMPC is constrained to the designed model which is its major 

drawback. Detailed non-linear dynamic modeling and complete aerodynamic understanding is necessary 

for this method to succeed [40]. 

These methods as well as other compensation [41][42][43][44], feedback linearization [45][46], 

adaptive control [47], and behavioral [27] approaches have all been utilized for leader-follower formation 

flight applications. As discussed so far, these methods have only been theorized and simulated to 

correspond to a limited scope of formation flight. There are few studies that have actually implement real 

flight testing and fewer still that have quantified the benefits. 

Experimental demonstrations of autonomous formation flight with fixed-wing aircraft are very 

limited due to the complexity in multiple aircraft operations. Formation Flight experiments have been 

conducted in collaboration by NASA, DARPA, and the USAF as mentioned previously with two-aircraft 

formations with F-18’s in 2001 and again with C-17’s in 2006 and 2013. Control systems utilized INS 

and GPS data from the leader aircraft calculate the commands that directed the trailing aircraft’s heading 

[26][30][31][32][48][49]. 

Universities have had limited success of showing autonomous cooperative and formation flight 

control. The department of Aeronautics and Astronautics at MIT demonstrated waypoint following of two 

RPAS’s with a vertical 50m offset [50]. The GRASP lab at the University of Pennsylvania demonstrated 

decentralized formation flight of two RPAS aircraft [51]. The Flight Control Systems Lab at West 

Virginia University was successful in demonstrating and measuring formation flight performance for 
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three-aircraft formation of YF-22 RPASs. Autonomous CFF was maintained to within a mean distance of 

27m of the nominal formation geometry [52]. This lab later demonstrated CFF with another fixed wing 

test bed called the Phastball, and maintained a mean distance of 8.6m - 14.9m of the nominal formation 

geometry [53]. 

In search of review material, there is little to no other evidence of measured benefit for autonomous 

CFF for UAV’s. There is a gap where CFF has only been studied on a couple of full sized aircraft in 

cruise conditions and refueling. There is no established method by which formation flight controller 

performance is characterized which makes this current research so important. 

C. Overview of Dynamic Inversion: Feedback Linearization 

For this research, the highlighted NLDI control laws were inspired by dynamic inversion applications 

used for super-maneuverable aircraft in the 1980’s and 90’s [54][55][56][57]. The control laws were 

designed the same way for implementation with the YF-22 [52] and Phastball [53] RC aircraft flight test 

studies and also presented in this research for the NEO quadrotor.    

Feedback linearization is a generic description for cancelling nonlinearity from all or part of a 

system’s differential equations to allow linear approaches for controller design. Aircraft dynamics are 

non-linear which makes them hard to model. Input-output linearization describes the decomposition of 

those dynamics equations, which are a multi input multi output (MIMO) system of equations, into 

linearized decoupled control laws [58]. Once simplified to linear functions, the equations can be inverted. 

This linearization and inversion process is known as nonlinear dynamic inversion. This method by itself 

is limited due to multiple assumptions being made about the aircraft’s dynamics, therefore the controller 

would only perform as desired in a limited flight envelope. However, adaptive [59][60][61][62], fuzzy 

logic [63], and neural network (NN) [64][65][66] approaches have been able to greatly expand the flight 

envelope of dynamic inversion control.  

In the 1980’s, a team from Lockheed Martin used dynamic inversion for the inner loop control laws 

of a tailless aircraft concept [54]. A tailless aircraft is a highly nonlinear coupled system. For instance, 

yawing of the aircraft induces pitching. This controller, making up the inner feedback control loop, settles 

out the aircraft by using dynamic inversion of the aircraft’s modeling given the flight envelope conditions. 

The aircrafts control variables, roll rate (p); pitch rate (q); yaw rate (r); and angle of attack (α), 

dominantly effect the aircrafts so-called fast dynamics of rotation about the x (L),y (M), and z (N) axes. 

The yaw terms are simplified so that the fast dynamics control can all be decoupled. Final outcome allows 

the vehicle to maintain steady flight conditions. The drawback is high order dynamics are ignored and 

therefore limits are set on the frequency range in order to experience the desired control [66]. This 

concept for tailless aircraft control was pursued further through NASA’s Reconfigurable Control for 
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Tailless Fighters (RESTORE) research program which contributed to the experimental Boeing/NASA X-

36 flight control approach [60]. 

Boeing used the RESTORE approach to design an adaptive controller for a MK-82 missile. The 

robust baseline control starts with gain scheduling established by state feedback LQR control. It is then 

projected into a matrix where the eigenstructure of the state feedback is used to form a static projection 

matrix. At this point the control is linearized and then adaptive control is applied as to provide desired 

behavior outside of the baseline conditions. This adaptive control is formed from the “Positive μ- 

modification” which adapts the base line to ensure control saturation does not occur during tracking. This 

approach also deals with input saturation conditions with a tradeoff so that the integrity of the reference 

model is not distorted by adaptation. This method is designed to streamline control validation to the flight 

testing phase without costly wind tunnel testing. The limitations once again revolve around the 

assumptions for having a “good” reference baseline that will allow for super-maneuverable control over a 

large flight envelope [59]. 

In some respects, inversion gave way to backstepping, where Lyapunov synthesis recursively 

provides the stability for a dynamic system given initially known stable conditions. In other words global 

boundedness comes from backstepping from a reference condition without inversion. Since adaptive 

control is derived from Lyapunov stability theory, this authenticated the earlier adaptive approach with 

dynamic inversion [67]. In 2005, Rolf Rysdyk and affiliates explored the combination of dynamic 

inversion with an online adaptive NN for tiltrotor aircraft. Lyapunov stability analysis ensures updated 

NN laws will guarantee boundedness, which means that the control will not become unstable. The 

controller was tested aboard the Generic Tilt-Rotor Simulator (GTRS) at NASA Ames. The controller 

showed superior performance among aggressive and highly nonlinear applications. The end result is a 

practical, robust controller design. Flight stability was assured due to boundedness even with unmodeled 

dynamics. This proof was sufficient for some flightworthiness criteria which meant less flight hours and 

reduction in testing costs. The system can even deliver under fault conditions. A big drawback is the 

requirement of full state feedback, but output feedback formulation can rectify this [68]. 

III. Formation Flight Control Design 

A. Flight Geometry 

1. Quadrotor Formation Geometry 

The geometry originated from previous YF-22 and Phastball research [52][53]. NEO quadrotors fly in 

a lead-follower configuration behind a leader as shown in Figure 1. The leader, highlighted in red, can be 
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virtual data or a real object relaying state data to the controller. The follower, highlighted in green, obeys 

the autonomous formation flight control law based on these geometrical parameters. 

 

Figure 1: Formation Geometry for the NLDI Controller 

The shape of the formation is in reference to a local inertial frame. The desired distance between the 

aircraft is defined as forward clearance, fc, in the longitudinal direction, lateral clearance, lc, in the lateral 

direction, and vertical clearance, vc, in the vertical direction with respect to the leader aircraft. Error is 

measured from the desired follower position to the actual follower position in the forward and lateral 

directions. The geometry rotates with respect to the leader’s yaw angle, ψL, with respect to the inertial x-

axis. Performance is measured by the ability to maintain the lowest clearance error possible. 

2. Phastball Formation Geometry 

In the same way two Phastballs, Red, the leader; and Green, the autonomous follower, fly in a lead-

follower “I” shaped configuration. Red Phastball is remotely controlled by a ground pilot and Green 

Phastball is piloted by the formation flight controller scheme uploaded to the Gen V flight computer. The 

controller scheme is designed to maintain predetermined formation geometry parameters. The formation 

geometry is defined by a lateral, vertical, and forward clearance in the leader aircraft body frame with 

respect to the position of the leader GPS antenna as shown in Figure 2. 

fc 

lc vc 

Leader 

Quadrotor 

Desired Follower 

Position 

Follower 

Quadrotor 

Local Tangent Plane 

z (Down) 

y  

x  

ψ L 
x  

ψ l 

f 

v 

x 



10 

 

 

Figure 2: Fixed Wing Formation Flight Geometry 

Within Figure 2, the vertical, v; lateral, l; and forward, f, distance errors count off from the 

predetermined formation clearance, marked by the subscript ‘c’, to the follower’s position. How well 

these errors are dealt with is the measure of performance that is being analyzed in this research. The 

formation flight controller contains an inner and an outer loop structure. The outer-loop controller 

minimizes the lateral, forward, and vertical distance errors. It tracks the desired follower position (defined 

by the formation geometry) behind the leader and provides the desired pitch attitude, throttle position, and 

roll angle references to the inner-loop controller. The inner-loop control laws then perform the 

disturbance attenuation and attitude tracking functions.  

 

B. Quadrotor Control Design 

1. Inner Loop Control  

The control design is broken into a two loop structure for the follower aircraft in a similar way that 

the F-22 and Phastball designs were done. The outer loop deals with minimizing position error, and the 

inner loop performs disturbance attenuation and attitude tracking. The inner loop translates commands to 

blade speed and mitigates state perturbation not produced by the outer loop. Roll and pitch commands are 

first expressed as linear trackers: 
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𝜏𝑝𝑖𝑡𝑐ℎ = 𝐾𝑐𝑚𝑑(𝜃𝑥,𝑑 − 𝜃) + 𝐾𝑞𝑞       (1) 

𝜏𝑟𝑜𝑙𝑙 = 𝐾𝑐𝑚𝑑(𝜙𝑦,𝑑 − 𝜙) + 𝐾𝑝𝑝     (2) 

The desired yaw angle and altitude are also expressed using relevant aircraft states: 

𝜏𝑦𝑎𝑤 = 𝐾𝜓∆𝜓 + 𝐾𝑟(𝑟𝐿 − 𝑟)     (3) 

𝜏𝑧 = 𝐾𝑧[(𝑧𝐿 − 𝑧) + 𝐾𝑉𝑧(𝑉𝑧,𝐿 − 𝑉𝑧)] + √
𝑚𝑎𝑠𝑠∗𝑔𝑟𝑎𝑣𝑖𝑡𝑦

4∗𝑇ℎ𝑟𝑢𝑠𝑡
    (4) 

The control action, ω, of each motor is based on the combination of equations 1 through 4. Each motor is 

labeled as a subscript number 1-4. 

𝜔1
𝜔2
𝜔3
𝜔4

= [

  1 −1
−1 −1

   1 1
−1 1

−1    1
   1    1

   1 1
−1 1

] {

𝜏𝑝𝑖𝑡𝑐ℎ
𝜏𝑟𝑜𝑙𝑙
𝜏𝑦𝑎𝑤
𝜏𝑧

}     (5) 

Through simulation and iterative adjustment, the inner loop gains were refined until desirable 

performance was achieved. The refined gains are shown in Table 1. 

Table 1: VTOL Inner Loop Gains 

VTOL ILC Gains 

ROLL Kcmd,ϕ  =    60 Kp   =   20 

PITCH Kcmd,θ  =   60 Kq   =   20 

YAW Kψ         = -100 Kr  = -100 

TRUST Kz       =    40    KVz  =      1 

 

2. VTOL PID Outer Loop Control 

PID tracking is common practice in control engineering. The error is processed by proportional, 

derivative, and integral functions that are combined to produce controller output. The function is modeled 

as shown in equation 6. 

𝑢(𝑡) = 𝐾𝑃𝑒(𝑡) + 𝐾𝐼 ∫ 𝑒(𝜏)𝑑𝜏 + 𝐾𝐷
𝑑

𝑑𝑡
𝑒(𝑡)     (6) 

where KP, KI, and KD are the proportional, integral, and derivative gains respectively. e(t) is the measured 

state error and u(t) is the command output. The proportional gain determines the ratio of the output 

response to the error signal. The integral control sums up the error over time. This type of control reduces 

the steady state error for the system. Steady state error is the eventual error that occurs once the system 

settles to a zero-change state. The derivative control causes the output to decrease as the rate of the input 
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error increases. This type of control reduces the overshoot and causes a more gradual reaction of the 

system to the input error.   

Since PID control is so widely used, it makes a great baseline for comparison with respect to the other 

control schemes. For the quadrotor, the input error is the x and y position error of the follower aircraft. 

The output is the desired roll and pitch angles that will cause the quadrotor to draw closer to the desired 

position. 

The position errors, ex and ey, are differenced in the inertial frame and then rotated into the body 

frame as shown in equation 7: 

𝑙
𝑓
= [

−sin (𝜓𝐿 − 𝜓) 𝑐𝑜𝑠(𝜓𝐿 − 𝜓)
cos (𝜓𝐿 − 𝜓) 𝑠𝑖𝑛(𝜓𝐿 − 𝜓)

] {
𝑥𝐿 − 𝑥
𝑦𝐿 − 𝑦

} − [
𝑙𝑐
𝑓𝑐
]       (7) 

where x and y represent the Cartesian position in the horizontal plane, the subscript ‘L’ indicates leader 

terms, and ψ is the followers yaw angle. fc and lc are the forward and lateral clearances respectively. The 

error is input into the PID functions: 

𝜃𝑥,𝑑 = 𝐾𝑃,𝜃 ∗  𝑓 + 𝐾𝐼,𝜃 ∫𝑓 𝑑𝜏 + 𝐾𝐷,𝜃
𝑑

𝑑𝑡
𝑓     (8) 

𝜙𝑦,𝑑 = 𝐾𝑃,𝜙 ∗  𝑙 + 𝐾𝐼,𝜙 ∫ 𝑙 𝑑𝜏 + 𝐾𝐷,𝜙
𝑑

𝑑𝑡
𝑙     (9) 

The outer loop gains were refined until desirable performance was achieved. The refined gains 

are shown in Table 2. 

Table 2: VTOL PID Outer Loop Gains 

VTOL 

PID 

OLC 

Gains 

Longitudinal Lateral 

KP,θ = -0.01 KP,ϕ = 0.01 

KI,θ = -8.73e-5 KI,ϕ = 8.73e-5 

KD,θ = -0.028 KD,ϕ = 0.028 

 

3. VTOL Fuzzy Logic Outer Loop Control 

Fuzzy logic is used in aerospace for qualitative analyses like detection of pilot fatigue at various 

levels of mental exhaustion [69] and tracking as mentioned in Chapter II section C. For this design, the 

Fuzzy Logic controller control output is a function of the position error, from equation 2, and the velocity 

of the follower quad rotor. 
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Fuzzy logic operates in three phases: Fuzzification, Inference Check, and Defuzzification. The 

position and velocity errors are “fuzzified,” which means these crisp inputs are related to a linguistic 

variable using a membership function. Equation 7 is used again for position error and equation 14 is 

defined for velocity error: 

[
𝑉𝑙
𝑉𝑓
] = [

−sin (𝜓𝐿 − 𝜓) 𝑐𝑜𝑠(𝜓𝐿 − 𝜓)
cos (𝜓𝐿 − 𝜓) 𝑠𝑖𝑛(𝜓𝐿 − 𝜓)

] {
𝑉𝑥,𝐿 − 𝑉𝑥
𝑉𝑦,𝐿 − 𝑉𝑦

}       (10) 

ψ is the yaw angle, the subscript ‘L’ represents the leader term. Equations 7 and 10 are decoupled. The 

lateral position and velocity error is used to calculate the desired roll command, and the longitudinal 

position and velocity errors are used to calculate the desired pitch command. 

A membership function has an associating linguistic value. There are five membership functions in 

the Fuzzification process which are Large Negative (LN), Negative (N), Zero (Z), Positive (P), and Large 

Positive (LP). Equations 10-13 displays the Fuzzification process for the lateral position error, lateral 

velocity error, forward position error, and forward velocity error respectively. Figure 3 shows the plotted 

membership functions. The input is scaled using a gain, Kl or Kf; Kvl or Kvf, and then applied to each 

membership function. 

𝑙𝐹𝑢𝑧𝑧𝑦 = [𝐿𝑁(𝐾𝑙𝑙)  𝑁(𝐾𝑙𝑙)  𝑍(𝐾𝑙𝑙)  𝑃(𝐾𝑙𝑙)  𝐿𝑃(𝐾𝑙𝑙) ]   (11) 

𝑣𝑙,𝐹𝑢𝑧𝑧𝑦 = [𝐿𝑁(𝐾𝑣𝑙𝑣𝑙)  𝑁(𝐾𝑣𝑙𝑣𝑙)  𝑍(𝐾𝑣𝑙𝑣𝑙)  𝑃(𝐾𝑣𝑙𝑣𝑙)  𝐿𝑃(𝐾𝑣𝑙𝑣𝑙) ]   (12) 

𝑓𝐹𝑢𝑧𝑧𝑦 = [𝐿𝑁(𝐾𝑓𝑓)  𝑁(𝐾𝑓𝑓)  𝑍(𝐾𝑓𝑓)  𝑃(𝐾𝑓𝑓)  𝐿𝑃(𝐾𝑓𝑓) ]        (13) 

𝑣𝑓,𝐹𝑢𝑧𝑧𝑦 = [𝐿𝑁(𝐾𝑣𝑓𝑣𝑓)  𝑁(𝐾𝑣𝑓𝑣𝑓)  𝑍(𝐾𝑣𝑓𝑣𝑓)  𝑃(𝐾𝑣𝑓𝑣𝑓)  𝐿𝑃(𝐾𝑣𝑓𝑣𝑓) ]    (14) 
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Figure 3: The Input Membership Functions of the Fuzzification Process 

Each position error linguistic value is multiplied by the terms of the correlating velocity linguistic 

values in two inference rule matrices, one for the lateral terms and one for the longitude terms. Table 3 

and Table 4 illustrate the projections as described for the lateral and forward terms respectively. The 

superscripted number refers to the cell of the fuzzy input.  

Table 3: Lateral Inference Rule Matrix 

 Vl,Fuzzy 

LP P Z N LN 

lFuzzy 

LP 𝑙𝐹
1 ∗ 𝑉𝑙,𝐹

1  𝑙𝐹
1 ∗ 𝑉𝑙,𝐹

2  𝑙𝐹
1 ∗ 𝑉𝑙,𝐹

3  𝑙𝐹
1 ∗ 𝑉𝑙,𝐹

4  𝑙𝐹
1 ∗ 𝑉𝑙,𝐹

5  

P 𝑙𝐹
2 ∗ 𝑉𝑙,𝐹

1  𝑙𝐹
2 ∗ 𝑉𝑙,𝐹

2  𝑙𝐹
2 ∗ 𝑉𝑙,𝐹

3  𝑙𝐹
2 ∗ 𝑉𝑙,𝐹

4  𝑙𝐹
2 ∗ 𝑉𝑙,𝐹

5  

Z 𝑙𝐹
3 ∗ 𝑉𝑙,𝐹

1  𝑙𝐹
3 ∗ 𝑉𝑙,𝐹

2  𝑙𝐹
3 ∗ 𝑉𝑙,𝐹

3  𝑙𝐹
3 ∗ 𝑉𝑙,𝐹

4  𝑙𝐹
3 ∗ 𝑉𝑙,𝐹

5  

N 𝑙𝐹
4 ∗ 𝑉𝑙,𝐹

1  𝑙𝐹
4 ∗ 𝑉𝑙,𝐹

2  𝑙𝐹
4 ∗ 𝑉𝑙,𝐹

3  𝑙𝐹
4 ∗ 𝑉𝑙,𝐹

4  𝑙𝐹
4 ∗ 𝑉𝑙,𝐹

5  

LN 𝑙𝐹
5 ∗ 𝑉𝑙,𝐹

1  𝑙𝐹
5 ∗ 𝑉𝑙,𝐹

2  𝑙𝐹
5 ∗ 𝑉𝑙,𝐹

3  𝑙𝐹
5 ∗ 𝑉𝑙,𝐹

4  𝑙𝐹
5 ∗ 𝑉𝑙,𝐹

5  

 

 

Value 

1 

-k k 0 

Large 

Positive 

Large 

Negative Zero Positive Negative 

Input 

-0.5k 0.5k -0.1k 0.1k 
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Table 4: Longitude Inference Rule Matrix 

 Vf,Fuzzy 

LP P Z N LN 

fFuzzy 

LP 𝑓𝐹
1 ∗ 𝑉𝑓,𝐹

1  𝑓𝐹
1 ∗ 𝑉𝑓,𝐹

2  𝑓𝐹
1 ∗ 𝑉𝐹,𝐹

3  𝑓𝐹
1 ∗ 𝑉𝑓,𝐹

4  𝑓𝐹
1 ∗ 𝑉𝑓,𝐹

5  

P 𝑓𝐹
2 ∗ 𝑉𝑓,𝐹

1  𝑓𝐹
2 ∗ 𝑉𝑓,𝐹

2  𝑓𝐹
2 ∗ 𝑉𝑓,𝐹

3  𝑓𝐹
2 ∗ 𝑉𝑓,𝐹

4  𝑓𝐹
2 ∗ 𝑉𝑓,𝐹

5  

Z 𝑓𝐹
3 ∗ 𝑉𝑓,𝐹

1  𝑓𝐹
3 ∗ 𝑉𝑓,𝐹

2  𝑓𝐹
3 ∗ 𝑉𝑓,𝐹

3  𝑓𝐹
3 ∗ 𝑉𝑓,𝐹

4  𝑓𝐹
3 ∗ 𝑉𝑓,𝐹

5  

N 𝑓𝐹
4 ∗ 𝑉𝑓,𝐹

1  𝑓𝐹
4 ∗ 𝑉𝑓,𝐹

2  𝑓𝐹
4 ∗ 𝑉𝑓,𝐹

3  𝑓𝐹
4 ∗ 𝑉𝑓,𝐹

4  𝑓𝐹
4 ∗ 𝑉𝑓,𝐹

5  

LN 𝑓𝐹
5 ∗ 𝑉𝑓,𝐹

1  𝑓𝐹
5 ∗ 𝑉𝑓,𝐹

2  𝑓𝐹
5 ∗ 𝑉𝑓,𝐹

3  𝑓𝐹
5 ∗ 𝑉𝑓,𝐹

4  𝑓𝐹
5 ∗ 𝑉𝑓,𝐹

5  

 

Each cell of the inference rule matrix also has a correlating fuzzy command as shown in Table 5. These 

fuzzy commands are Large Negative (LN), Negative (N), Small Negative (SN), Zero (Z), Small Positive 

(SP), Positive (P), and Large Positive (LP). 

Table 5: Fuzzy Commands (Linguistic Values) 

 Velocity 

LP P Z N LN 

Distance 

Error 

LP SP P P LP LP 

P Z Z SP L P 

Z SN SN Z SP SP 

N N N SN Z Z 

LN LN LN N N SN 

 

The respective fuzzy commands are summed together to deal with doublication. That is, all the cells with 

the same fuzzy command are combined as shown in equations 15 and 16. Linguistic values are set equal 

to 1 if they exceed the limit of 1. 

𝑙𝑂𝑢𝑡
𝐹𝑢𝑧𝑧𝑦

= [∑𝐿𝑃𝑙   ∑𝑃𝑙   ∑ 𝑆𝑃𝑙   ∑ 𝑍𝑙   ∑ 𝑆𝑃𝑙   ∑𝑃𝑙   ∑ 𝐿𝑃𝑙]    (15) 

 𝑓 𝑂𝑢𝑡
𝐹𝑢𝑧𝑧𝑦

= [∑𝐿𝑃𝑓   ∑𝑃𝑓   ∑ 𝑆𝑃𝑓   ∑ 𝑍𝑓   ∑ 𝑆𝑃𝑓   ∑𝑃𝑓   ∑ 𝐿𝑃𝑓]      (16) 

The fuzzy commands are defuzzified back into a crisp output command using a membership function 

shown in Figure 4. The value in each cell is the height, c
i
,
 
of the trapezoid in each membership function. 
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Figure 4: Membership Function with Seven Linguistic Values 

The area below the output membership function, A, of each of the cells is calculated and then combined as 

shown in equation 17 and 18 in order to obtain the lateral and forward commands respectively.   

𝜙𝑑 = 𝐾𝑙,𝑑
∑ 𝑐𝑙 𝑜𝑢𝑡

𝑗
𝐴𝑙 𝑜𝑢𝑡
𝑗𝑛𝑗

𝑗=1

∑ 𝐴𝑙 𝑜𝑢𝑡
𝑗𝑛𝑗

𝑗=1

           (17) 

𝜃𝑑 = 𝐾𝑓,𝑑
∑ 𝑐𝑓 𝑜𝑢𝑡

𝑗
𝐴𝑓 𝑜𝑢𝑡
𝑗𝑛𝑖

𝑖=1

∑ 𝐴𝑓 𝑜𝑢𝑡
𝑗𝑛𝑖

𝑖=1

            (18) 

A 3D representation of the output command is shown in Figure 5. The gains Kfd and Kld in equations 17 

and 18 allow the commands to be scaled from a unitless interval [-1, 1] (shown in the figure) to the range 

of desired motion in degrees. The outer loop gains were refined until desirable performance was achieved. 

The refined gains are shown in Table 6. 

Value 

1 

-1 1 0 

Large 

Positive 

Large 

Negative Zero 

Small 

Positive Positive Negative 

Small 

Negative 

Output 

0.33 0.66 0.99 -0.33 -0.66 -0.99 

c2 c3 
c4 c5 c6 c1 

c7 

A2 

A3 

A1 



17 

 

 

Figure 5: 3D Plot of the Fuzzy Logic Function. 

Table 6: VTOL Fuzzy Logic Outer Loop Gains 

VTOL FL OLC Gains 

k for position 1.7 

k for speed 4.5 

Kf,d -0.1 

Kl,d 0.1 

 

4. VTOL NLDI Outer Loop Control 

This method is inspired by the NLDI design implemented with the F-22 and Phastball aircraft but 

incorporates the quadrotors ability to hover. State information regarding positon of the follower aircraft 

can be recalculated into forward and lateral components using a rotation matrix as shown in equation 2. 

For convenience the difference in yaw angle, ψ, is substituted using equation 19. 

∆𝜓 = 𝜓𝐿 − 𝜓      (19) 

The rate of change of the in-plane geometry with respect to time is defined as 

[
𝑙̇

𝑓̇
] = [

−𝑠𝑖𝑛∆𝜓 𝑐𝑜𝑠∆𝜓
𝑐𝑜𝑠∆𝜓 𝑠𝑖𝑛∆𝜓

] {
𝑉𝑥,𝐿 − 𝑉𝑥
𝑉𝑦,𝐿 − 𝑉𝑦

} + r𝐿 [
𝑓
−𝑙
]    (20) 

where the yaw rate is r, and V is velocity. Next, equation 20 is derived into equation 21 in order to obtain 

the acceleration components needed to apply the geometry to the dynamics of the follower quadrotor.  
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[
𝑙𝑑̈
𝑓𝑑̈
] = [

−𝑐𝑜𝑠∆𝜓 −𝑠𝑖𝑛∆𝜓
−𝑠𝑖𝑛∆𝜓 𝑐𝑜𝑠∆𝜓

] {
𝑉𝑥,𝐿 − 𝑉𝑥
𝑉𝑦,𝐿 − 𝑉𝑦

} (𝑟𝐿 − 𝑟) 

+ [
−𝑠𝑖𝑛∆𝜓 𝑐𝑜𝑠∆𝜓
𝑐𝑜𝑠∆𝜓 𝑠𝑖𝑛∆𝜓

] {
𝑎𝑥,𝐿 − 𝑎𝑥
𝑎𝑦,𝐿 − 𝑎𝑦

} + ṙ𝐿 [
𝑓
−𝑙
] + r𝐿 [

𝑓̇

−𝑙̇
]  (21) 

The follower’s acceleration components noted as ax and ay, relate to the vehicle dynamics in this way: 

 𝑎𝑥 =
−𝑈

𝑚
𝑠𝑖𝑛(𝜃)        (22) 

𝑎𝑦 =
𝑈

𝑚
sin (𝜙)      (23) 

where U is the total steady state thrust output, m is the mass of the quadrotor, θ is the pitch angle, and ϕ is 

the roll angle. Using the small angle assumption we can linearize equation 22 and 23 into 

𝑎𝑥 =
−𝑈

𝑚
𝜃        (24) 

𝑎𝑦 =
𝑈

𝑚
𝜙      (25) 

respectively. Small angle assumption is a truncation of the McLaurin Series for sine, which is 

linearization by definition. 

Finally, the desired command components are isolated to the left of equation 21 to produce the 

longitudinal and lateral attitude commands: 

[
𝜃𝑥,𝑑
𝜙𝑦,𝑑

] =
𝑚

𝑈
{[
𝑐𝑜𝑠∆𝜓 𝑠𝑖𝑛∆𝜓
−𝑠𝑖𝑛∆𝜓 𝑐𝑜𝑠∆𝜓

] {
𝑉𝑥,𝐿 − 𝑉𝑥
𝑉𝑦,𝐿 − 𝑉𝑦

} (𝑟𝐿 − 𝑟) + [
𝑠𝑖𝑛∆𝜓 −𝑐𝑜𝑠∆𝜓
𝑐𝑜𝑠∆𝜓 𝑠𝑖𝑛∆𝜓

] {
𝑎𝑥,𝐿
𝑎𝑦,𝐿

}} 

−
𝑚

𝑈
{ṙ𝐿 [

𝑓
𝑙
] + r𝐿 [

𝑓̇

𝑙 ̇
] + [

−𝑙𝑑̈
𝑓𝑑̈
]}  (26) 

The 𝑙𝑑̈ and 𝑓𝑑̈ terms are then controlled with a set of compensator-type linear control laws as shown in 

equation 27.  

[
𝑙𝑑̈
𝑓𝑑̈
] = −𝐾𝑃 [

𝑙
𝑓
] − 𝐾𝐼 ∫ [

𝑙
𝑓
] − 𝐾𝐷 [

𝑙̇

𝑓̇
]     (27)  

The integral gain, KI, was added to this controller after initial simulation tests showed poor error 

convergence. Since quadrotors can hover in place, integral control guarantees a zero steady state error any 

time the formation is stationary.  
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Table 7: VTOL Nonlinear Dynamic Inversion Outer Loop Gains 

VTOL NLDI OLC Gains 

Forward KP =0.1 KI = 0.001 KD = 0.4 

Lateral KP =0.1 KI = 0.001 KD= 0.4 

 

C. Phastball Control Design 

1. Inner loop Design 

The control design is broken into a two loop structure for the follower aircraft ion the same way as 

described for the quadrotor. The outer loop deals with minimizing position error, and the inner loop 

performs disturbance correction and attitude tracking. The inner loop translates commands to control 

surface deflection and mitigates state perturbation not produced by the outer loop. The inner loop control 

laws are obtained by minimizing the cost function, J, 

𝐽 = ∫ (𝑥̅𝑇𝑄𝑥̅ + 𝑢̅𝑇𝑅𝑢̅) 𝑑𝑡
∞

0
                     (28) 

where u and x are the optimized control action and the state of the aircraft respectively [52]. The state 

involves longitudinal components (angle of attack, α; pitch rate, q; and pitch angle, θ) and lateral-

directional components (side-slip, β; roll rate, p; roll angle, θ; yaw rate, r; and yaw angle, ψ). Q and R are 

positive definite weighting matrices. Then optimized control action is to enable the aircraft to track the 

desired angles produced by the outer-loop: pitch, θd, and roll, ϕd, and yaw, ψd. The control action of the 

tracker is expressed as 

[
𝑢𝐴
𝑢𝑅
] = 𝐾𝑟𝜙𝑑 − 𝐾𝑥𝑥          (29)  

and 

𝑢𝐸 = 𝐾𝑟𝜃𝑑 − 𝐾𝑥𝑥      (30) 

for the lateral and longitudinal dimensions respectively [52]. uA, uR and uE are the deflections of the 

ailerons, rudder, and elevator respectively. Kr is the matrix of feed-forward gains associated with the 

desired deflection. Kx is the matrix of feedback gains associated with all the states which are the lateral 

components, angle of attack (α); pitch rate (q); and pitch angle (θ), and the latitudinal components, side-

slip (β); roll rate (p); roll angle (ϕ); yaw rate (r); and yaw angle (ψ). Through simulation and iterative 

adjustment, the inner loop gains (equation 7) and then the outer-loop gains (equations 3-5) were refined 

until desirable performance was achieved. The refined gains are shown in Table 8. 
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Table 8: Fixed Wing Inner Loop Gains 

Fixed 

Wing 

ILC 

Gains 

Longitudinal Lateral 

Kx = [0.0991, 0.1308, 0.6325] 
Kx = [-0.1665, 0.045, 0.0413, 0.5385; 

-0.0827, 0.0076, 0.1708, 0.1171] 

Kr = [-0.6325] Kr  = [-0.5413; -0.0147]                     .          

2. Fixed-wing Outer Loop Design 

The formation flight controller considered the flight path typically lies in a 2D plane which simplifies 

flight control into two decoupled horizontal and vertical tracking problems. The position and velocity of 

the aircraft in formation were expressed with respect to a local tangent plane.  

The outer loop control is designed using a nonlinear dynamic inversion (NLDI) approach. Detailed 

design for the outer loop controller was presented in [53] and the developed nonlinear control laws for the 

horizontal tracking problem are: 

𝜙𝑑 = arctan { 
1

𝑔𝑐𝑜𝑠𝛾
[𝑙𝑑̈ cos(𝒳 −𝒳𝐿) + 𝑓𝑑̈ sin(𝒳 −𝒳𝐿)] 

+
𝑉

𝑔
Ω𝐿 +

Ω𝐿

𝑔𝑐𝑜𝑠𝛾
[𝑙̇ sin(𝒳 −𝒳𝐿) − 𝑓̇ cos(𝒳 −𝒳𝐿)] }    (31) 

 

𝛿𝑇 =
𝑚

𝐾𝑇𝑐𝑜𝑠𝛾
[𝑙𝑑̈ sin(𝒳 −𝒳𝐿) + 𝑓𝑑̈ cos(𝒳 −𝒳𝐿)] 

+
1

𝐾𝑇
[
1

2
𝜌0𝑉

2𝑆(𝐶𝐷0 + 𝐶𝐷𝛼𝛼0) + 𝑚𝑠𝑖𝑛𝛾 − 𝑇𝑏] 

−
𝑚

𝐾𝑇𝑐𝑜𝑠𝛾
Ω𝐿[𝑙̇ cos(𝒳 −𝒳𝐿) − 𝑓̇ sin(𝒳 −𝒳𝐿)]            (32) 

, where, ϕd and δd are the desired roll angle and thrust commands respectively; m is mass (in kg). g is 

gravity; α and β are the angle of attack and side slip angle respectively; γ is the flight path angle, and Ω is 

the aircraft angular turn rate. CD0 and CDα are the aerodynamic coefficients for drag. χ is the aircraft 

azimuth angle. KT and Tb are constants to be provided by the engine model. Leader parameters are labeled 

with ‘L’. 

The linearized horizontal formation error dynamics are then controlled with a set of compensator-type 

linear control laws: 
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𝑙𝑑̈ = −𝐾𝑙𝑠𝑙̇ − 𝐾𝑙𝑙       (33) 

𝑓𝑑̈ = −𝐾𝑓𝑠𝑓̇ − 𝐾𝑓𝑓        (34) 

A linear altitude tracker is used to control the vertical geometry by producing a desired pitch angle: 

 𝜃𝑑 = −𝐾𝑣𝑣 − 𝐾𝑣𝑠𝑣̇         (35) 

, where, θd is the desired pitch angle, v is the vertical distance, and K represents gains which are refined 

through simulation. The gains are shown in Table 9. 

Table 9: Fixed Wing NonLinear Dynamic Inversion Outer Loop Gains 

Phastball 

NLDI OLC 

Gains 

Forward Lateral Vertical 

Kf=0.45 Kl=0.6 Kv=1.3 

Kfs=1.2 Kls=1.7 Kvs=0.8 

 

IV. Controller Simulation and Validation 

A. Controller Performance Validation   

Performance is defined as the controller’s ability to track. In other words, the controller autonomously 

maneuvers the follower aircraft into the formation flight geometry and maintains its position relative to 

the leader aircraft. Tracking is characterized by four elements: overshoot percent, OS%; reaction time, TR; 

settling time, TS; and steady state error, ess. They are defined as: 

𝑒𝑠𝑠 = 𝑒 @ 𝑡𝑓𝑖𝑛𝑎𝑙      (36) 

𝑂𝑆% = 𝑎𝑏𝑠(
𝑒𝑚𝑎𝑥−𝑒𝑠𝑠

𝑒0
)        (37) 

𝑇𝑆 = 𝑡  @  𝑒𝑠𝑠 ± 2%      (38) 

𝑇𝑅 = 0.6(𝑡 @ 𝑒max)     (39)  

These elements are also illustrated in Figure 6. 
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Figure 6: Elements of Tracking Performance 

All three of the controllers are designed for a purpose for future testing and therefore have additional 

minimum requirements they have to achieve. Table 10 defines these goals for the VTOL controllers. The 

VTOL requirements are for the purpose of flying in an indoor facility area. The facilities will be discussed 

further in Chapter V. All requirements are weighted the same. Controller performance is given a score as 

a comprehensive comparison against ideal behavior. The score is formulated as shown in equation 40. 

Table 10: VTOL Controller Minimum Requirements 

VTOL Controller Minimum Requirements 

Index Goal Weight 

NEO1. OS% < 50%  1 

NEO2. TS < 10s 1 

NEO3. TR < 5s 1 

NEO4. ess < 5cm for stationary formation (step response) 1 

NEO5. ess < 25cm for dynamic formation (ramp response) 1 

Score see equation 40  

  

𝑉𝑇𝑂𝐿 𝑆𝐶𝑂𝑅𝐸 = 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 (
0.50−𝑂𝑆%

0.50
,
10𝑠−𝑇𝑆

10𝑠
,
5𝑠−𝑇𝑅

5
,
5𝑐𝑚−𝑒𝑠𝑠|𝑠𝑡𝑒𝑝

5𝑐𝑚
,
25𝑐𝑚−𝑒𝑠𝑠|𝑟𝑎𝑚𝑝

25𝑐𝑚
)% (40) 
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Table 11 defines the goals for the fixed wing controller. The VTOL requirements are for the purpose 

of flying in an indoor facility area. All requirements are weighted with respect to importance. Controller 

performance is given a score as a comprehensive comparison against ideal behavior. The score is 

formulated as shown in equation 41. The lateral, forward, and vertical controllers are all scored 

individually since they are all mathematically different. The requirement weights are for the outdoor test 

area and also for the benefit of encountering the wing tip vortex from the leader aircraft. This is why PB3 

and PB4 are weighted higher than PB1 and PB2. 

Table 11: Fixed Wing Minimum Requirements 

Fixed Wing Controller Goals 

Index Goal Weight 

PB1. OS% < 30%  0.8 

PB2. TR < 7s 0.2 

PB3. TS < 15s 1.5 

PB4. ess < 100% wingspan (~2.4m) 1.5 

Score see equation 41  

 

𝐹𝑊 𝑆𝐶𝑂𝑅𝐸 = 𝑎𝑣𝑎𝑟𝑎𝑔𝑒 (0.8 
0.30−𝑂𝑆%

0.30
, 0.2

15𝑠−𝑇𝑅

15𝑠
, 1.5

15𝑠−𝑇𝑆

15𝑠
, 1.5

2.4𝑚−𝑒𝑠𝑠

24𝑐𝑚
)%  (41) 

 

B. Quadrotor Simulation and Validation  

1. Quadrotor Dynamic Modeling 

To gain validation of the controllers’ functionality, simulation allows for practical feedback study. A 

dynamic mathematic model of the test bed will simulate the quadrotor’s inertial behavior when acted 

upon by the autopilot control. Rudimentary graphics allow for visual representation of a flying quadrotor. 

The quadrotor’s dynamics rely on the differential speed of the motors. Two pairs of motors are 

mounted on opposite ends of a cross shaped frame and spin in the same direction. Motor torque causes a 

moment on the frame of the quadrotor which is cancelled by the opposing moment from the opposing pair 

of motors assuming identical aerodynamics for the blades on each of the motors. The spinning blades 

produce lifting force. Conversely increasing or decreasing any pair of motors produces coupled rotational 

and translational behavior. For instance, in Figure 7.b increasing the speed of motor 1 while decreasing 

the speed of motor 3 produces pitch rotation coupled with longitudinal translation. 
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Figure 7: a. The ‘X’ Configuration  b. The Cross Configuration. 

It is necessary to consider two frames of reference, the inertial Earth Fixed frame, E (in the directions 

North East and Down), and the Body Fixed frame, B. The Body Fixed Frame is shown in Figure 7. Euler 

angles are used to convert parameters from E to B using the R matrix also known as the direction cosine 

matrix. 

𝑅 = [

𝑐𝑜𝑠𝜓𝑐𝑜𝑠𝜃 𝑐𝑜𝑠𝜓𝑠𝑖𝑛𝜃𝑠𝑖𝑛𝜙 − 𝑠𝑖𝑛𝜓𝑐𝑜𝑠𝜙 𝑐𝑜𝑠𝜓𝑠𝑖𝑛𝜃𝑐𝑜𝑠𝜙 + 𝑠𝑖𝑛𝜓𝑠𝑖𝑛𝜙
𝑠𝑖𝑛𝜓𝑐𝑜𝑠𝜃 𝑠𝑖𝑛𝜓𝑠𝑖𝑛𝜃𝑠𝑖𝑛𝜙 − 𝑐𝑜𝑠𝜓𝑐𝑜𝑠𝜙 𝑠𝑖𝑛𝜓𝑠𝑖𝑛𝜃𝑐𝑜𝑠𝜙 + 𝑐𝑜𝑠𝜓𝑠𝑖𝑛𝜙
−𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃𝑠𝑖𝑛𝜙 𝑐𝑜𝑠𝜃𝑠𝑖𝑛𝜙

] (41)  

𝜉 = [
𝑋
𝑌
𝑍
]

𝐸

= 𝑅 [
𝑋
𝑌
𝑍
]

𝐵

     (42) 

The XYZ represent any of the longitudinal, lateral, and downward directional components 

respectively. The rigid body dynamics of a quadrotor can then be defined by the Newton-Euler model and 

are used to create the applied force and rotor torque equation, Equation 43 [67][70].  

(
𝐹
Γ
) = (

𝑚𝐼3 0
0 𝐼

) (𝑉̇
Ω̇
) + (

Ω ×𝑚𝑉
Ω × 𝐼Ω

)     (43) 

ξ represents the position vector, m is the total quadrotor mass, V is the velocity vector in the body frame, 

Ω is the rotational velocity vector, I3 is the body inertia tensor in the z axis, g is gravitational acceleration, 

F is the applied rotor force vector, and Γ is the applied rotor torque vector [67]. 

6.a 6.b 



25 

 

 The magnitude of the rotors’ thrust and torque are functions of rotor speed. 

𝑇𝑖 = 𝑏𝜔𝑖
2       (44) 

𝑄𝑖 = 𝑘𝜔𝑖
2       (45) 

T and Q are the thrust and torque, and ω is the rotor speed of the ith rotor. k and b are aerodynamic 

parameters defined as: 

𝑏 = 𝑐𝑡𝜌𝐴𝑟
2       (46) 

𝑘 = 𝑐𝑞𝜌𝐴𝑟
3      (47) 

where ct and cq are thrust and torque coefficients respectively, ρ is the air density, A is the rotor disk area, 

and r is the disk radius. The force vector is the sum of all rotor thrusts in the vertical direction of the body 

frame: 

𝐹 = ∑ 𝑇𝑖 (

−𝑠𝑖𝑛𝑎1𝑠𝑖
𝑐𝑜𝑠𝑎1𝑠𝑖𝑠𝑖𝑛𝑏1𝑠𝑖
𝑐𝑜𝑠𝑏1𝑠𝑖𝑐𝑜𝑠𝑎1𝑠𝑖

)𝑖=1,2,3,4      (48) 

where a1s and b1s are the pitch and roll flapping angles defined by Raymond Prouty [71]. The torque 

vector is the sum of all rotor thrust couplings and gyroscopic moments. The thrust couplings are defined 

as: 

Γ𝑇 = [
0 0
𝑏𝑑 −𝑏𝑑
𝑘 𝑘

     
𝑏𝑑 −𝑏𝑑
0 0
−𝑘 −𝑘

]

{
 
 

 
 𝜔1

2

𝜔2
2

𝜔3
2

𝜔4
2
}
 
 

 
 

    (49) 

where d is the displacement between the rotor axis of rotation to the center of gravity of the quadrotor. 

The gyroscopic moments are defined as: 

Γ𝑔𝑦𝑟𝑜 = ∑ 𝐼𝑅(𝜔𝑖 × 𝑒3)Ω𝑖=1,2,3,4      (50) 

where IR is the rotor inertia and e3 is the inertial direction [70].  

 Motor dynamics are a function of drive torque, τ: 

𝐼𝑅𝜔̇ = 𝜏 − 𝑄      (51) 
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2. Quadrotor Simulink Model 

The nonlinear quadrotor model described in section A-1 was used by Paul Pounds [72] to create a 

simulator for Matblab/Simulink [73]. Figure 8 shows the basic simulator blocks. The outer loop is shown 

in orange, inner loop is colored blue, yaw control is in black, and altitude is in red. This simulator was 

used to test the ideal performance of the quadrotor controllers. The simulator’s basic block functions are 

the input control distribution, output graphics, and aircraft dynamics S-function. The graphics display a 

quadrotor in a 3D space, shown in Figure 9. 

 

 

Figure 8: The Peter Corke Simulator [72].  

Leader 

input 
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Figure 9: Graphics of the Simulator Showing the Quadrotor in a 3D Space 

Each OLC is substituted in for the orange blocks of the original simulator in Figure 8. Simulated 

coordinates of the leader are generated and inputted as the reference to the controller. The error between 

the desired reference and the follower’s x and y positions are recorded for analysis of controller behavior. 

For the simulation the leader coordinates will be represented with position coordinates the quadrotor 

must follow. It starts at the coordinates [0, -1.5] and steadily travels at a half meter per second for 45 

seconds. The follower quadrotor starts at the coordinates [0.5, -1.7]. Fundamentally, the lateral controller 

is reacting to a step function and the longitudinal controller is reacting to a ramp function since pitch and 

roll control are decoupled yet identical. Each controller will try and match the current position of the 

leader. Position and error are saved for analysis of controller behavior. 

3. VTOL PID Simulation 

Simulink PID blocks were substituted in for the outer loop and a new subsystem was made for the 

inner loop of the Peter Corke simulator (the orange and blue portions of Figure 8 respectively). The 

position error is input into a rotation matrix to output the dimensions with respect to the quadrotor body 

axis. The position errors are then input into the PID block and the output signals are input into the inner 

loop. Figure 10 displays the before mentioned virtual leader input, the VTOL PID outer loop, and the 

inner loop. 
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Figure 10: PID Controller Design 

 

 

Figure 11: Trajectory of the Quadrotor Under PID Control 
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Figure 12: Position Error Using PID Controller 

Figure 11 shows the trajectory of the follower as it intercepts the leader’s path. Figure 12 shows the 

position error for the x and y coordinates. The behavior observed is acceptable for validation purposes. 

The overshoot is 24%, settling time is 15 seconds, reaction time is 5 seconds, and the steady state error is 

0.6cm. The error was analyzed using the validation parameters from section A of this chapter. Table 12 

shows the calculated values and performance score of the simulated test. 

Table 12: VTOL PID Controller Performance Analysis 

VTOL Controller Minimum Requirements 

Index Goal Actual 

NEO1. OS% < 50%  24% 

NEO2. TS < 10s 15s 

NEO3. TR < 5s 5s 

NEO4. ess < 5cm for stationary formation (step response) 0 cm 

NEO5. ess < 25cm for dynamic formation (ramp response) 0.6cm 

Score see equation 40 39.2% 

 

4. VTOL Fuzzy Logic Simulation 

Using the ‘fuzzy’ command in Matlab, the fuzzy logic “Fuzzification”, Interface Checks, and 

“Defuzzification” parameters were established and saved to ‘.fis’ file formats. The fuzzy logic blocks 

were substituted into the outer loop as shown in Figure 13. The range for each of the membership 
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functions of the Fuzzification and Defuzzification components is [-1, 1]. The membership functions can 

be scaled using gains on the input and output signals of the fuzzy logic block. The rotation matrix is used 

to rotate the input position error and velocity signals into the in-plane body reference frame.  

 

 

 

Figure 13: Fuzzy Logic OLC 

Leader  

{x, y, yaw, & 

clearance} 

Follower {x, y, Vx, Vy, yaw} 

To ILC 
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Figure 14: Trajectory of the Quadrotor Under Fuzzy Logic Control 

 

Figure 15: Position Error of the Fuzzy Logic Controller 

Figure 14 shows the trajectory of the follower as it intercepts the leader’s path. Figure 15 shows the 

position error for the x and y coordinates. The model quickly converges along the y axis with a reaction 

time of 3 seconds and a zero steady state error. With respect to the x axis, the follower is able to converge 

to a 22cm steady state error although a very small but constant oscillation is present. Table 13 shows the 

calculated values and performance score of the simulated test. 
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Table 13: VTOL Fuzzy Logic Controller Performance Analysis 

VTOL Controller Minimum Requirements 

Index Goal Actual 

NEO1. OS% < 50%  0% 

NEO2. TS < 10s 4.5s 

NEO3. TR < 5s 1.5s 

NEO4. ess < 5cm for stationary formation (step response) 0 cm 

NEO5. ess < 25cm for dynamic formation (ramp response) 22cm 

Score see equation 40 67.4% 

 

5. VTOL NLDI Simulation 

An S-function was written in Simulink in order to define the geometry and algorithms involved with 

the NLDI controller from section B-4. This S-function block is substituted in to be the outer loop control. 

Several signal modifiers are added to determine the rates required by the S-function. Figure 16 shows the 

NLDI OLC from the simulator. 

 

 

Figure 16: NLDI Simulink OLC 

 

Leader  

{x, y, yaw, 

clearance} 

Follower 

{x, y, Vx, 

Vy, yaw} 

To 

ILC 

Signal Modifiers S-function 
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Figure 17: The Trajectory of the Quadrotor under VTOL NLDI Control 

 

Figure 18: Position Error of the VTOL NLDI Controller 

The trajectory is shown in Figure 17 and the position errors are shown in Figure 18. The overshoot is 

24%, settling time is 6 seconds, reaction time is 3 seconds, and the steady state error is 6mm. Table 14 

shows the calculated values and performance score of the simulated test. 
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Table 14: VTOL NLDI Controller Performance Analysis 

VTOL Controller Minimum Requirements 

Index Goal Actual 

NEO1. OS% < 50%  11% 

NEO2. TS < 10s 6s 

NEO3. TR < 5s 3s 

NEO4. ess < 5cm for stationary formation (step response) 0 cm 

NEO5. ess < 25cm for dynamic formation (ramp response) 0.6 cm 

Score see equation 40 75.4% 

 

C. Phastball Simulation and Validation 

1. Phastball Simulink Model 

Previous research established a nonlinear model of the Phastball aircraft dynamics using parameter 

identification [74]. These parameters were used to develop a Matlab/Simulink simulation as shown in 

Figure 19. In this figure, leader data, indicated in blue, is fed to the control blocks of the two follower 

aircraft, indicated in red and green. The trajectories of each aircraft are then plotted on a 3D coordinate 

plane. The simulation’s basic block functions are leader data inputs, control scheme, aircraft dynamics S-

function, and the output graphics. Figure 20 shows the graphic of the leader and follower trajectories. 

 

Figure 19: Phastball Simulator Block Diagram Showing Two Follower Models 

 

Aircraft model 
OLC and ILC 

3D Graphic 

Leader data 
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Figure 20: Isometric View of Flight Trajectories of the Virtual Leader and Two Followers 

2. Fixed-Wing NLDI Simulation 

 

Figure 21: OLC and ILC control for Phastball 

 

Above, Figure 21 shows the logic flow from state feedback and pilot input to OLC to ILC and then to 

command output. An S-function was written in Simulink in order to define the geometry and algorithms 

involved with the NLDI outer loop controller from section C-2. The roll and pitch commands are then 

input into the ILC functions from section C-1. Throttle command and ILC commands are outputted to the 

control surfaces and motor as explained in Chapter III. 

Outer loop  

S-function 

Inner loop  

 function 
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For the simulation the leader starts at the NWU coordinates [0, 130, 136] and travels North at 30 m/s. 

The follower starts at the NWU coordinates [-11, 115, 140]. The clearance is set to 0.5m behind the 

leader. The controller will try and match the current position of the leader plus 0.5 forward clearance. 

Position and error are saved for analysis of controller behavior. 

Figure 22 shows the position of the Leader and the Red follower with respect to time. Figure 23 

displays the error between these two values. The steady state was reached in 8 seconds. Reaction time is 

1, 2.5, and 2 seconds for the vertical, lateral, and forward distances respectively. Settling time is 3.5, 6, 

and 4 seconds respectively. Steady state error is -0.2m, -0.01m, and 0. respectively. Tables 15-17 show 

the calculated values and performance score of the simulated test. 

 

Figure 22: Phastball Leader and Follower Aircraft Trajectories 
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Figure 23: Error Distances in the Local Plane with Respect to the Leader Aircraft 

 

Table 15: Fixed Wing NLDI Controller Performance of Vertical Error 

Fixed Wing Controller Goals 

Index Goal Actual 

PB1. OS% < 30%  7.5% 

PB2. TR < 7s 1s 

PB3. TS < 15s 3.5s 

PB4. ess < 100% wingspan (~2.4m) -0.20m 

Score see equation 41 87.4% 
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Table 16: Fixed Wing NLDI Controller Performance of Lateral Error 

Fixed Wing Controller Goals 

Index Goal Actual 

PB1. OS% < 30%  0% 

PB2. TR < 7s 2.5s 

PB3. TS < 15s 6s 

PB4. ess < 100% wingspan (~2.4m) 0.01m 

Score see equation 41 83.1% 

 

Table 17: Fixed Wing NLDI Controller Performance of Forward Error 

Fixed Wing Controller Goals 

Index Goal Actual 

PB1. OS% < 30%  0% 

PB2. TR < 7s 2s 

PB3. TS < 15s 4s 

PB4. ess < 100% wingspan (~2.4m) 0.46m 

Score see equation 41 81.4% 

 

V. Description of the Test Beds and Facilities  

A. The VTOL “NEO” Quad Rotor Test Bed 

The first test bed is the NEO 600 v2, a COTS quadrotor. Table 18 displays the aircraft parameters. It 

has four brushless electric motors with a 30A ESC for each of them.  

Table 18: Basic NEO Quadrotor Parameters 

Width 60.9cm 

Height 45.7cm 

Blade Length 25.4cm 

TO Weight 1.59kg 

Max Speed 3m/s 

Flight Duration 600 seconds 

Configuration X 
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The Interactive Robotics Lab (IRL) currently has one operational NEO quadrotor. This test bed is 

agile enough that it can fly indoors and outdoors. Onboard, it contains a custom generation six avionics 

system. This Gen VI system, pictured in Figure 24, is capable of supporting both manual and autonomous 

flight.  This avionics system features a flight computer and control signal distribution board, a laser 

rangefinder, ultrasonic sensors, netburner computer module, R/C receiver, an avionics board containing 

an IMU module and GPS antenna connection, power sub-system, and real-time software. Through the 

described sensors, the state of the quadrotor can be determined. Using an EKF to process the GPS and 

IMU data the quadrotor’s position can be determined outdoors within a 1.5 meter error. Indoors, a 

VICON tracking system can determine its position within one centimeter.  

 

Figure 24: The NEO Quadrotor test bed displaying components of the Gen VI avionics 

The Gen-VI flight computer collects and conditions the sensor data. The data can be used for 

autonomous flight control and pilot recording for pilot modeling. Control commands can come from its 

onboard computer, a transmitting PC via XBee wireless communication, or manual RC transmitted pilot 

commands.  

B. Quadrotor Flight Test facility 

Quadrotors are agile and so they can be flown indoors. The quadrotors are flown in the IRL flight test 

room with a VICON motion capture system mounted on the walls as shown in Figure 25. This system is 

made up of IR cameras that emit IR light from LED’s which is reflected off of glittery markers and 

detected by the camera’s CCD. The darkened walls absorb the IR light and reduce camera sensor noise. 

This system is able to detect six aircraft states, roll; pitch; yaw; x; y; and z, of multiple objects with-in the 

area of sight, which is a 3.6m x 3.6m x 1.8 m volume in the center of the room.  

Netburner 

Module Avionics 

Board 

Laser 

Rangefinder 

Ultrasonic 

Sensors 
PC104 

Module 
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The VICON system substitutes the position feedback that GPS typically provides outdoors. For 

formation flight, the state feedback from the leader and follower quadrotors is passed to a computer 

running a real-time Matlab/Simulink scheme which contains the outer loop control (OLC). This scheme 

transmits the active commands formulated from the state feedback via XBee transmitter. The quadrotor 

receives command signals, θd and ϕd, from the XBee and also from the pilot’s transmitter. The pilot has 

the ability to toggle which commands the quadrotor obeys. On-board the quadrotor, a netburner 

microprocessor applies the signal commands to the inner loop control (ILC) which controls the 

quadrotor’s attitude to follow the input command signals as shown in Figure 26.  

A white soccer net safely separates the operator from the flying aircraft. Other safety practices 

include the use of hard plastic helmets and tethers that clip on to the arms of the quadrotor.  

 

Figure 25: The Interactive Robotics Lab’s flight test facility with motion tracking capability 
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Figure 26: Schematic of Signal Communication 

 

C. The Fixed-wing “Phastball” Test Bed 

 

Figure 27: The ‘Phastball’ Fixed Wing Test Bed 

The first test bed is a hand built fixed wing RC aircraft. This aircraft has a 2.4m wingspan and 

can carry a MTOW of 11.4kg (25 pounds). Table 19 displays the typical aircraft parameters. It has two 

brushless electric ducted fans mounted just behind the wings and before the T tail.  
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Table 19: Basic Phastball Aircraft Parameters 

Wingspan 2.4 m  

Length 2.2 m 

Height 0.55 m 

TO Weight 10.5 kg 

Cruise Speed 32 m/s 

Max Flight Duration 480 seconds 

 

There are currently three flight worthy Phastballs in the fleet, Red, which has an earlier 

generation avionics suite and is capable of manual flight; Green, which has a current 5
th
 generation 

avionics system [75] and is capable of manual and autonomous flight; and Blue which is still undergoing 

testing for a new sixth generation avionics suite which will make it capable of manual and autonomous 

flight as well. The Green Phastball’s Gen-V system features a flight computer, control signal distribution 

board, a nose sensor suite, R/C sub-system, IMU communication sub-system, power sub-system, and 

real-time software. The electrical boards, excluding the Netburner module, were all designed in house. An 

onboard GO-PRO® camera records flight video. Figure 28 displays Green Phastball’s avionics and 

components.  

 

Figure 28: The Gen-V Avionics System [32] 

The Gen-V flight computer collects and conditions the sensor data. With the received data it can 

transmit and use it for autonomous flight control and failure accommodation functions [75]. It integrates 

and distributes control command from five different sources: a ground research pilot, a ground R/C safety 

pilot, an on-board failure emulation system, an aircraft on-board flight control system, and an On-Board 

Excitation System (OBES). Hardware redundancies reinforce safety of the aircraft. 
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B. Phastball Flight Test Facility  

Due to their size, the Phastball’s require a rather large flat area for experimental flight tests. 

Jackson Mill at Jane Lew, WV provides a large enough area and a ¾ mile long landing strip for take-off 

and landing. A satellite image of the field is pictured below. 

 

Figure 29: Jackson’s Mill Airstrip From Google Maps® 

VI. Flight Results  

A. Quadrotor Formation Flight Data Analysis  

The leader is remotely controlled by an RC pilot during takeoff. Once airborne, the pilot switches 

over to autonomous control and the quadrotor obeys the signal commands sent from the computer which 

computes the flight control scheme whether it’s the PID, Fuzzy Logic, or NLDI controller. The program 

is designed to maintain predetermined formation geometry parameters.  

Flight testing was not completed at the time of final report submission. 

B. Phastball Formation Flight Data Analysis 

Fixed wing autonomous formation flight testing was conducted two different ways, one-aircraft 

formation flight and two-aircraft formation flight. Flight testing requires one pilot for one-aircraft 

formation flights and two pilots for two-aircraft formation flight, one for each plane. A virtual leader is 

used for one-aircraft formation flight. A virtual leader is a set of data that substitutes as the received 

leader input for the designed controller. The virtual leader is an array of position and velocity values that 

simulate an aircraft’s trajectory along an oval track. In actual flight testing, the virtual leader is used for 

Airstrip Pavilion/hangar 

Flight Field 
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preliminary testing especially when clearances are less than one meter. It is programmed into the on-

board computer and activated when the pilot switches from manual to autonomous flight control. 

For two-aircraft formation, each pilot takes-off manually in succession. Once airborne, the pilot of the 

follower rendezvous behind the leader aircraft at a safe distance and then activates the autonomous 

formation flight controller program. The follower aircraft then autonomously carries out the commands 

based on the control laws of the NLDI controller. 

The follower aircraft receives leader aircraft data during the flight which is its 3-axis position and 

velocity information through a pair of 900Mhz Freewave RF modems. Initial flight testing used onboard 

data that simulated leader data to safely confirm desirable control performance. The signal is passed to the 

computer board which uses the flight software to determine the commands to send to the servo motors. 

Figure 30 displays a top down look at the leader and follower Phastball trajectories for one lap 

traveling counter clockwise around the Jackson’s Mill flight field. To date, three two-aircraft formation 

flights and 13 two-aircraft close formation flights (with a separation at around 5 wingspans) were 

performed with the Phastball aircraft. Figure 31 is a snapshot of the aircraft preforming close formation 

flight.  

 

Figure 30: Oval Flight Path of a Single Lap in Formation. 
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Figure 31: Aircraft Demonstrating Close Formation Flight 

Fifteen flights were conducted for analysis. Flights 1, 2, and 3 are not considered close formation 

flights, for their forward clearance was 50m, 40m, and 30m respectively. Flights 4, 6, and 9 were 

conducted with variable formation geometry to evaluate transient behaviors. Figure 32 illustrates what the 

errors look like over the course of a single lap.  

 

Figure 32: Formation Flight Errors of a Single Lap 

Figure 33 shows the transient response for the forward distance error. The error is characterized for 

all the dimensions in Table 20. In Figure 33, the forward clearance decreased from 24m to 12m in 20 

seconds after the pilot command, red line, added 22m of offset.  
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Figure 33: The Transient Response of the Forward Distance Error 

The steady state error analyses are recorded for the straight-a-ways and the bank turns in Table 21 and 

Table 22 respectively. Straight-a-way performance is more accurate than bank turn performance. This is 

due to the assumptions made for the feedback linearization. When the aircraft makes a banked turn, this 

deviates from the assumed steady level flight conditions and the controller does not account for the 

change in flight condition.  

The average forward error is -0.82 meters meaning the controller is maintaining a closer than desired 

formation geometry. The average vertical error distance of 1.34 meters means the follower is tracking 

lower than desired. 

The average magnitude of mean distance error in the straight-a-ways of Table 21 is 1.33 meters with 

a standard deviation of 0.88 meters. However, this does not take into consideration the additional 1.5m 

RMS error from the GPS. 

In the bank turns, the average magnitude of mean distance error from Table 22 is 7.54 meters with a 

standard deviation of 1.68 meters. Table 23 displays the proximity (physical distance between GPS 

sensors) between the leader and follower to give a better depiction of the formation flight geometry. 
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Table 20: Transient Behavior from the Initiation of Formation Flight 

Transient 

Behavior 

Init. Err. 

Distance (m) T react (s) T peak (s) T rise (s) T settling (s) OS% 

Flight 

5 

Vrt 10.00 6.00 7.96 5.06 7.44 2.48% 

Lat -6.54 5.38 n/a 3.41 4.05 n/a 

Fwd 5.43 0.73 3.36 0.93 1.10 40.19% 

Flight 

7 

Vrt 0.70 0.30 n/a 1.44 1.67 n/a 

Lat -- -- -- -- -- -- 

Fwd 12.22 6.17 n/a 7.76 9.16 n/a 

Flight 

8 

Vrt 10.05 2.10 n/a 3.22 3.80 n/a 

Lat 5.15 7.02 11.12 18.20 18.43 236.23% 

Fwd 7.26 21.76 n/a 27.37 32.30 n/a 

Flight 

10 

Vrt 0.53 1.38 1.72 0.97 2.95 228.30% 

Lat 8.88 4.10 n/a 5.67 6.69 n/a 

Fwd 20.54 32.44 n/a 29.83 35.21 n/a 

Flight 

11 

Vrt 3.99 3.50 5.28 5.10 6.79 29.02% 

Lat 14.53 3.60 n/a 4.65 4.92 n/a 

Fwd 130.00 22.50 18.94 22.52 26.58 14.62% 

Flight 

12 

Vrt -- -- -- -- -- -- 

Lat 77.58 4.07 6.78 6.48 13.30 18.16% 

Fwd 16.72 13.54 n/a 12.72 15.01 n/a 

Flight 

13 

Vrt 10.10 2.32 4.20 4.03 11.40 37.54% 

Lat 23.18 8.50 11.10 9.16 10.81 0.00% 

Fwd 16.27 9.24 n/a 11.90 12.30 n/a 

 
*Some Flights omitted due to inconclusive results  



48 

 

Table 21: Performance of the Phastball 2-Aircraft Formation Flight During the Straight Legs 

FF Straight legs Clearance 
Max Err. 
Distance 

Mean Abs. Err. 
Distance 

Mean Err. 
Distance Std. Dev. 

avg. % wing 
span 

Flight 1 

Forward (m) 50 -6.112 2.623 -2.356 1.896 98% 

Lateral (m) 0 -5.615 2.011 -1.628 1.985 68% 

Vertical (m) 0 4.778 2.617 2.617 0.993 109% 

Flight 2 

Forward (m) 40 -3.700 2.144 -2.144 0.539 89% 

Lateral (m) 0 -8.447 2.803 -2.640 1.890 110% 

Vertical (m) 0 5.973 2.730 2.730 1.333 114% 

Flight 3 

Forward (m) 30 -2.281 0.798 -0.744 0.552 31% 

Lateral (m) 0 -5.496 1.725 -1.381 1.380 58% 

Vertical (m) 0 6.322 2.357 2.357 1.041 98% 

Flight 5 

Forward (m) 12.00 1.087 0.394 0.345 0.331 14% 

Lateral (m) 0.00 1.890 1.303 -1.303 0.286 54% 

Vertical (m) 0.00 3.017 2.295 2.295 0.356 96% 

Flight 7 

Forward (m) 12.00 1.899 0.649 -0.499 0.596 21% 

Lateral (m) 1.20 0.551 0.184 -0.021 0.238 1% 

Vertical (m) 2.40 2.229 1.640 1.640 0.212 68% 

Flight 8 

Forward (m) 12.00 1.529 0.536 -0.143 0.596 6% 

Lateral (m) 1.20 1.083 0.606 -0.606 0.225 25% 

Vertical (m) 2.40 2.027 1.302 1.302 0.327 54% 

Flight 10 

Forward (m) 12.00 3.563 1.763 -1.521 1.239 63% 

Lateral (m) 1.20 0.386 0.129 -0.023 0.157 1% 

Vertical (m) 2.40 2.350 1.696 1.696 0.368 71% 

Flight 11 

Forward (m) 12.00 2.463 1.168 -0.904 1.020 38% 

Lateral (m) 2.40 1.601 0.630 -0.630 0.469 26% 

Vertical (m) 2.40 1.145 0.434 -0.340 0.397 14% 

Flight 12 

Forward (m) 12.00 2.637 1.510 -1.510 0.787 63% 

Lateral (m) 2.40 1.041 0.619 -0.619 0.280 26% 

Vertical (m) 2.40 1.815 1.293 1.293 0.317 54% 

Flight 13 

Forward (m) 12.00 2.686 1.542 -1.526 0.749 64% 

Lateral (m) 2.40 0.795 0.214 -0.148 0.286 6% 

Vertical (m) 2.40 1.885 1.545 1.545 0.137 64% 

Flight 14 

Forward (m) 10.00 11.921 8.614 -8.614 1.675 359% 

Lateral (m) 0.00 1.726 0.675 -0.570 0.415 24% 

Vertical (m) 0.00 2.403 2.255 2.255 0.122 94% 

Flight 15 

Forward (m) 10.00 6.503 1.369 1.011 1.370 42% 

Lateral (m) 0.00 1.083 0.556 -0.556 0.169 23% 

Vertical (m) 0.00 22.504 11.592 11.592 7.020 483% 

Flight 16 

Forward (m) 0.50 - - - - 0% 

Lateral (m) 0.00 5.271 4.805 -4.805 0.178 200% 

Vertical (m) 0.00 1.882 1.664 1.664 0.165 69% 

Flight 17 

Forward (m) 0.50 1.926 0.838 0.303 0.937 13% 

Lateral (m) 0.00 0.495 0.295 -0.295 0.176 12% 

Vertical (m) 0.00 2.593 1.745 1.745 0.358 73% 

Flight 18 

Forward (m) 0.50 1.155 0.647 -0.399 0.649 17% 

Lateral (m) 0.00 0.457 0.395 -0.395 0.055 16% 

Vertical (m) 0.00 8.023 3.980 3.980 1.926 166% 

*Some cells omitted due to inconclusive results 
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Table 22: Performance of the Phastball 2-Aircraft Formation Flight During Turns 

FF Turns Clearance 
Max Err. 
Distance 

Mean Abs. Err. 
Distance 

Mean Err. 
Distance 

Std. Dev. 
avg. % wing 

span 

Flight 1 

Forward (m) 50.00 -12.475 5.650 -7.177 5.220 299% 

Lateral (m) 0.00 -22.371 8.048 -12.949 5.437 540% 

Vertical (m) 0.00 9.051 4.209 5.481 2.247 228% 

Flight 2 

Forward (m) 40.00 -5.968 3.300 -4.788 0.641 200% 

Lateral (m) 0.00 -11.773 5.251 -8.406 1.606 350% 

Vertical (m) 0.00 7.942 3.327 4.091 1.805 170% 

Flight 3 

Forward (m) 30.00 -5.010 1.713 -2.940 0.649 123% 

Lateral (m) 0.00 -7.350 3.211 -5.198 1.865 217% 

Vertical (m) 0.00 12.051 4.107 6.452 2.673 269% 

Flight 5 

Forward (m) 12.00 1.986 0.762 0.729 0.445 30% 

Lateral (m) 0.00 3.438 2.394 2.394 0.524 100% 

Vertical (m) 0.00 9.485 3.960 3.960 1.052 165% 

Flight 5 

Forward (m) 12.00 2.951 1.863 1.863 0.445 78% 

Lateral (m) 1.20 4.177 3.180 3.180 0.469 132% 

Vertical (m) 2.40 6.812 4.265 4.265 1.380 178% 

Flight 6 

Forward (m) 12.00 6.059 3.431 3.431 1.307 143% 

Lateral (m) 1.20 4.402 3.836 3.836 0.221 160% 

Vertical (m) 2.40 8.423 5.994 5.994 1.015 250% 

Flight 7 

Forward (m) 12.00 3.338 0.949 0.818 0.885 34% 

Lateral (m) 1.20 4.512 3.561 3.561 0.479 148% 

Vertical (m) 2.40 11.391 8.718 8.718 1.585 363% 

Flight 8 

Forward (m) 12.00 3.401 0.972 0.955 0.904 40% 

Lateral (m) 2.40 6.449 4.878 4.878 0.660 203% 

Vertical (m) 2.40 5.019 3.811 3.811 0.960 159% 

Flight 9 

Forward (m) 12.00 2.030 0.777 0.567 0.753 24% 

Lateral (m) 2.40 4.778 4.264 4.264 0.412 178% 

Vertical (m) 2.40 13.094 10.773 10.773 2.187 449% 

Flight 10 

Forward (m) 12.00 2.492 1.082 0.747 1.152 31% 

Lateral (m) 2.40 5.584 4.719 4.719 0.557 197% 

Vertical (m) 2.40 7.298 5.454 5.454 1.032 227% 

Flight 14 
 

Forward (m) 10.00 15.201 10.664 6.915 8.929 288% 

Lateral (m) 0.00 5.959 1.793 1.763 1.671 73% 

Vertical (m) 0.00 12.387 8.683 8.683 2.083 362% 

Flight 15 

Forward (m) 10.00 4.338 1.987 1.712 1.117 71% 

Lateral (m) 0.00 9.140 8.532 -8.53 0.257 356% 

Vertical (m) 0.00 21.934 11.643 11.64 5.365 485% 

Flight 16 

Forward (m) 0.50 3.351 2.233 -2.228 0.844 93% 

Lateral (m) 0.00 13.565 12.651 -12.651 0.486 527% 

Vertical (m) 0.00 18.932 9.911 9.911 4.611 413% 

Flight 17 

Forward (m) 0.50 5.078 4.261 4.261 0.365 178% 

Lateral (m) 0.00 10.043 9.312 -9.312 0.555 388% 

Vertical (m) 0.00 17.359 16.145 16.145 0.996 673% 

Flight 18 

Forward (m) 0.50 4.431 2.596 2.596 1.506 108% 

Lateral (m) 0.00 14.210 12.616 -12.616 1.034 526% 

Vertical (m) 0.00 16.457 9.272 9.272 4.150 386% 
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Table 23: Proximity Between Leader and Follower During Formation Flight 

Aircraft Proximity During FF  

    Straight legs Turns 

 
Clearance 

(m) 
Max (m) Min (m) 

Average 
(m) 

Max (m) Min (m) 
Average 

(m) 

Flight 1 50 51.791 44.245 48.018 54.963 40.485 47.724 

Flight 2 40 38.896 36.958 37.927 38.473 34.936 36.705 

Flight 3 30 31.104 27.799 29.451 30.979 27.002 28.990 

Flight 5 12.24 16.407 14.434 15.421 22.520 14.481 18.500 

Flight 7 12.30 15.275 13.558 14.417 20.815 15.535 18.175 

Flight 8 12.30 15.057 12.875 13.966 23.567 13.423 18.495 

Flight 10 12.30 16.582 13.332 14.957 24.995 18.625 21.810 

Flight 11 12.47 15.624 12.480 14.052 21.322 16.642 18.982 

Flight 12 12.47 15.837 13.260 14.549 26.556 19.696 23.126 

Flight 13 12.47 15.847 13.740 14.793 21.992 17.651 19.821 

flight 14 10.00 22.283 15.696 1.228 30.495 19.578 2.049 

flight 15 10.00 33.450 11.28 2.345 34.155 11.782 2.416 

flight 16 0.50 6.097 6.253 11.194 24.031 14.536 47.062 

flight 17 0.50 3.768 1.635 6.536 21.189 6.279 41.377 

flight 18 0.50 8.619 1.367 16.238 22.691 1.413 44.381 

 

When the follower is maintaining a large clearance, the error is relatively large in both the straight 

legs and the turns. As the clearance is decreased to about 10m, the error decreases to about half of what it 

was. In close proximity, there is significant side slip caused by banking that the controller does not 

account for but is still able to maintain sufficient control of the aircraft. The side slip causes the follower 

to droop to the side of the formation in the direction of the turn.  

Error in the bank turns is not favorable. In practicality however, aircraft in formation are nearly 

always cruising in a straight path so this is not a concern. When transitioning from a turn to a straight-a-

way, the reaction time is relatively small and the formation quickly returns to a favorable state. 

Finally, the vertical, lateral, and forward controller’s performance is scored in Table 24. Since 

transient data is required to score each controller, only straight leg data from transient flights 7, 8, 10, 11, 

12, and 13 are scored. These selected flights have the same clearances. The vertical clearance of 2.4m was 

added as an offset since the vertical controller had a consistent positive steady state error. That way the 

follower would more closely follow directly behind the leader in order to improve the performance score 

for the vertical controller. Therefore this 2.4m offset will be subtracted out from the resulting vertical 

error. Scoring showed relatively good ratings and reinforces the possibility of encountering wing tip 

vortices. 
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Table 24: Phastball Performance Scoring 

Score for Controller Performance 

 

Clearance         
-offset (m) 

OS% T react (s) 
T settling 

(s) 
Mean 
Err. 

SCORE 

Ideal 
  

30.00% 7 15 2.4 0.0% 

Flight 
7 

Vertical (m) 0 0.00% 0.3 1.67 0.76* 83.7% 

Lateral (m) 1.2 -- -- -- -0.021 -- 

Forward (m) 12 0.00% 6.17 9.16 -0.499 64.9% 

Flight 

8 

Vertical (m) 0 0.00% 2.1 3.8 1.098* 71.8% 

Lateral (m) 1.2 236.23% 7.02 18.43 -0.606 -118.0% 

Forward (m) 12 0.00% 21.76 32.3 -0.143 1.5% 

Flight 

10 

Vertical (m) 0 228.30% 1.38 2.95 0.704* -71.6% 

Lateral (m) 1.2 0.00% 4.1 6.69 -0.023 80.0% 

Forward (m) 12 0.00% 32.44 35.21 -1.521 -35.0% 

Flight 

11 

Vertical (m) 0 29.02% 3.5 6.79 2.74* 18.4% 

Lateral (m) 2.4 0.00% 3.6 4.92 -0.63 75.3% 

Forward (m) 12 14.62% 22.5 26.58 -0.904 -6.4% 

Flight 

12 

Vertical (m) 0 -- -- -- 1.107* -- 

Lateral (m) 2.4 18.16% 4.07 13.3 -0.619 42.1% 

Forward (m) 12 0.00% 13.54 15.01 -1.51 29.2% 

Flight 
13 

Vertical (m) 0 37.54% 2.32 11.4 0.855* 31.5% 

Lateral (m) 2.4 0.00% 8.5 10.81 -0.148 64.6% 

Forward (m) 12 0.00% 9.24 12.3 -1.526 38.8% 

*Mean Err adjusted for offset 

VII. Conclusion 

A. Summary 

This research set out to design a PID, Fuzzy Logic, and NLDI controllers for the NEO quadrotor test 

bed and an NLDI controller for the Phastball fixed wing test bed. These controllers are used to implement 

formation flight tracking capabilities, which appeal to traffic mitigation and energy savings. Through 

simulation and flight testing the designs were validated and the performance of the position tracking was 

analyzed.  

For the quadrotor, autonomous close formation flight was simulated for the PID, Fuzzy Logic, and 

NLDI controllers. In simulation, the FL control smoothly converged better than the PID or NLDI 

controllers with no overshoot, but the steady state observed along the x axis was larger than the other two. 

The NLDI controller out-performed the PID and FL controllers in simulation by converging to formation 
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in less time than the PID controller and with less error than the FL controller. Scoring analysis rated the 

PID controller at 39.2%, the Fuzzy Logic controller at 67.4%, and NLDI controller at 75.4%. 

For the Phastball, autonomous close formation flight control with the NLDI design was achieved. 

Favorable performance was observed in flight testing at cruise conditions. When the formation deviated 

from cruise conditions, the follower aircraft drooped from the formation by a couple meters in the 

direction of the turn. The autonomous controller maintained safe operations of the aircraft and 

reestablished favorable formation tolerances quickly once cruising was resumed. Scoring analysis rated 

the vertical controller at 41.1% on average, the lateral controller at 52.4% on average, and the forward 

controller at 22.4% on average. Though many outliers reduce the scores, close formation flight was 

achieved and the conditions for encountering wing tip vortices are good. 

B. Quadrotor Future Research Approach 

Future work for the NEO quadrotor aircraft will exhume indoor autonomous formation flight testing 

with the three controllers. Outdoor testing will also be tested with the addition of an onboard GPS 

antenna. The outdoor conditions will provide a more robust sense of tracking performance and the 

controller’s ability to overcome wind gusts. Outdoor testing will also take advantage of the ultrasound 

and laser rangefinder sensors to implement obstacle avoidance.  

In order to make the linear feedback controller even more robust, adaptive control could be applied to 

the NDLI controller using a neural network or other means. This adaptation will potentially allow for 

more aggressive flight conditions and maneuvers.   

C. Phastball Future Research Approach 

It is noteworthy to point out that a controller called Extended NLDI has already been developed and 

tested in simulation. This Extended NLDI controller incorporates the aircraft models dynamic coefficients 

into the inner and outer loops. Simulation results with the WVU YF-22 research aircraft model show that 

the Extended NLDI controller has superior position tracking through a series of different flight paths and 

flight maneuvers [76]. Since this new design has not been tested aboard a real aircraft, the Phastball 

would be a good candidate for extended NLDI formation flight test experiments. 

New Differential GPS (DGPS) is in development for the lead, Red Phastball, and also a faster, lighter 

next generation avionics system is in development for the follower, Blue Phastball. DGPS will provide 

more precise location detection mitigating the known 1.5 RMS error down to approximately a few 

centimeters. 
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The NLDI controller can benefit from online adaptive control to account for unmodeled aircraft 

dynamics since the state of each test bed is fully known. A Neural Network is suggested based on the 

precedence from the literature review [54][59][60][65][66]. This adaptation will potentially maintain 

close flight formation during for more aggressive flight conditions and maneuvers.  
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