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Abstract

Cooperative Diversity for the Cellular Uplink: Sharing Strategies, Performance Analysis,
and Receiver Design

by

Kanchan G. Vardhe
Master of Science in Electrical Engineering

West Virginia University

Daryl Reynolds, Ph.D., Chair

High voice quality, high data rate, and low complexity at the remote mobile units are the
demanding requirements of the next generation wireless communications. Multipath fading
channel degrades the performance of wireless communications and hence places limits on
these requirements. It is a very challenging task to effectively combat or reduce the effect
of fading without increasing the transmit power or the complexity at the mobile units. In
such fading environments, antenna diversity serves as an attractive solution. But the use of
multiple antennas to achieve transmit diversity in the uplink cellular system is impractical
due to size and power constraints at the mobile users. A new form of spatial diversity
called ‘cooperative diversity’ has been proposed which eliminates the need for incorporating
multiple antennas on a single mobile unit, while still providing diversity gains via cooperation
of distributed users in the system.

In this thesis, we propose data sharing schemes for the cooperative diversity in a cellular
uplink to exploit diversity and enhance throughput performance of the system. Particularly,
we consider new two and three-or-more user decode and forward (DF) protocols using space
time block codes. We discuss two-user and three-user amplify and forward (AF) protocols
and evaluate the performance of the above mentioned data sharing protocols in terms of the
bit error rate and the throughput in an asynchronous code division multiple access (CDMA)
cellular uplink. We develop a linear receiver for joint space-time decoding and multiuser
detection that provides full diversity and near maximum-likelihood performance.

We also focus on a practical situation where inter-user channel is noisy and cooperating
users can not successfully estimate other user’s data. We further design our system model
such that, users decide not to forward anything in case of symbol errors. Channel estimation
plays an important role here, since cooperating users make random estimation errors and
the base station can not have the knowledge of the errors or the inter-user channels. We
consider a training-based approach for channel estimation. We provide an information outage
probability analysis for the proposed multi-user sharing schemes.
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Notation

We use the following notation and symbols throughout this thesis.

(·)H : Complex conjugate transpose
(·)∗ : Complex conjugate
Nc(0, σ

2) : Complex Gaussian distribution with zero mean and variance σ2 per dimension
E {·} : Expectation operator
p(x|y) : Probability of x conditioned on y
‖ · ‖ : Euclidian norm
IK : K ×K Identity matrix
det(·) : Determinant operator
<{·} : Real part of the argument
| · | : Cardinality of a set

Bold uppercase letters denote matrices while bold lower case letters denote vectors.
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Chapter 1

Introduction

As 3G wireless systems get deployed, researchers have begun to explore potential tech-

nologies for the 4G wireless systems. High data rates and high energy efficiency are the

demanding requirements of the next generation wireless communication systems. Transmis-

sion of video, images requires high data rates and hence data rates as high as 1Gb/s are of

interest in the emerging wireless local area networks (WLANs), home audio/video networks.

The main cause of reduced data rate or reduced energy efficiency is ‘fading ’. Due to fading,

mobile users in the system go through large variations in the signal attenuation. Signal

fades may cause retransmissions in the system causing reduction in the energy efficiency

and the data rate. Fading is the phenomenon that distinguishes wired communication and

wireless communication. In wired communication, signal-to-noise ratio is easy to predict and

doesn’t change rapidly making wired communication more reliable. But in mobile wireless

communications, fading causes the SNR at the receiver to vary quickly.

There are techniques of SNR control which may improve the system performance. One

of the methods is to force the transmitter to transmit at more power when fading is deep

and transmit at low power when the fading is not severe. If we allow the transmitter to

vary its transmission power such that it maintains constant SNR at the receiver, then the

peak-to-average power consumption at the mobile unit tends to infinity [1]. This technique

requires channel state information (CSI) at the transmitter which is not practical in a cellular

uplink. Battery operated devices will not be able to employ such technique. Another method

is to transmit data only when channel conditions are good. This involves delays and also
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estimation of the channel at the transmitter side. Such techniques may not be useful in

a cellular uplink. A multiple-input multiple-output (MIMO) system can be used for SNR

control through the notion of diversity. A system is said to have a diversity order of d

if the average bit-error-rate is proportional to 1/(SNR)d. MIMO communications, whereby

multiple antennas are implemented at transmitter and/or receiver is the emerging technology

to combat fading. We can say that MIMO systems exploit the nature of wireless channel

by processing independent fading copies of the same signal. MIMO systems have become

popular as they provide dynamic improvements in capacity, data rates and link reliability

(because of diversity gains) of wireless systems under the same transmit power budget and

bit-error-rate performance requirements as single input single output (SISO) systems.

MIMO communications have applications in the area of cellular networks, wireless ad-hoc

type of networks such as wireless sensor networks. To take full advantage of MIMO systems,

it is necessary to have uncorrelated fading gains between multiple paths created by multiple

transmit and receive antennas in the system. This is possible if the antenna spacing is at least

half a wavelength of the transmitted signal. However, for 3G wireless systems using carrier

frequencies of the order of 1 GHz, wavelength can not be much smaller than 0.3m. Due to

physical size constraints, implementation of a large number of antennas with many meters

dimension is not practical in many situations, such as uplink of the cellular environment,

WLANs, or sensor nodes in case of wireless sensor networks. In cellular systems, this would

mean deployment of additional base stations in each cluster to increase reliability of data or

even deployment of repeaters in addition to access points in case of WLANs, making wireless

services costly. Instead, if we allow individual single antenna mobile units to cooperate

on information transmission and/or reception, an energy efficient MIMO system can be

deployed. As transmit and/or receive antennas which form a MIMO system are not co-

located in this type of communication, the technique is in general referred to as ‘distributed

MIMO communications’.

The broadcast nature (by which transmitted signal is received by multiple nodes at no

additional cost) of the wireless medium and its ability to achieve diversity through indepen-

dent paths are the two key features which contribute to the cooperative communication. The

basic idea as applied to ad-hoc networks can be briefly discussed as follows. Ad-hoc networks
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do not operate in a infrastructure mode and hence do not employ a central monitoring unit.

On the availability of data, mobile units send information to a desired destination. Other

mobile units in the network hear all the transmissions because of the broadcast nature of

the wireless channel. These mobile units then cooperate and resend this information which

is combined and processed at the destination node. The appropriate processing at the des-

tination node exploits the inherent diversity of the channel. In this case, each mobile unit

becomes part of the distributed antenna array. The same idea can be applied to a cellular

uplink in which we assume the base station as a desired destination.

1.1 Thesis Outline

In this thesis, we focus on distributed MIMO communications which has applications in

wireless ad-hoc networks, cellular architectures. Particularly, we discuss cooperative diversity

sharing protocols for the cellular uplink though the same concept can be applied to wireless

ad-hoc networks.

Most of the recent work on cooperative diversity considers variations of half duplex and

full duplex sharing protocols from an information-theoretic point of view. In [2], the authors

consider decode and forward (DF) and amplify-forward (AF) protocols which are half duplex

and they develop an analytical performance characterization in terms of outage probabilities.

In [3], [4], the authors provide high-level descriptions of multiuser sharing strategies that

achieves the diversity-multiplexing tradeoff. However, none of these works presents specific

coding schemes, modulations, or receiver designs, and they do not investigate performance in

practical environments. In [5], [6], the authors develop a specific two-user sharing protocol for

the CDMA uplink, but the assumption of orthogonal codes and other design constraints limit

the performance and flexibility of the scheme. In this thesis, we propose data sharing schemes

that simultaneously provide full diversity, as measured by the bit-error-rate (BER) slope,

and high throughput, as compared to the Sendonaris scheme [5, 6] and to a conventional no-

sharing uplink. Our receivers are restricted to linear designs that jointly suppress multiuser

interference and perform space-time decoding. They have the advantages of low complexity

and they are easy to make adaptive. We have chosen to apply the schemes to a code division
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multiple access (CDMA) uplink because it allows us to investigate the affects of multiuser

interference in a simple way. CDMA has also been accepted in the US and Europe for the

next generation wireless communication systems (cdma2000 and WCDMA respectively) and

hence it is of interest to us. However, the sharing schemes can be applied to time or frequency

division multiplexing systems with little modification. We consider both synchronous as

well as asynchronous communication scenarios. Cooperative diversity with noisy inter-user

channels has been studied in [7, 8]. But the prior work is restricted to two-user sharing

and synchronous communication environments and does not specify the receiver structure.

Here, we present an adaptive receiver structure and additional bit-error-probability and

throughput simulations for practical, noisy inter-user channels. We provide an information-

outage probability analysis of the multi-user sharing schemes.

The thesis continues as follows. Chapter 2 gives an overview of the wireless communica-

tion systems. It explains the additive white Gaussian channel model which is a very basic

channel model to any communication system. It also addresses issues related to wireless

channel such as large scale and small scale fading. Chapter 3 introduces various diversity

techniques available to improve reliability of the wireless link. In particular, it talks about

key areas related to this thesis such as spatial diversity through MIMO channels, decode

and forward (DF) protocol and amplify and forward (AF) protocols for the cooperative di-

versity. In Chapter 4, we propose cooperative diversity data sharing protocols (two-user and

three-and-more user DF data sharing schemes) for the cellular uplink. We provide a system

model, practical linear receiver design and also simulation results assuming the case of per-

fect inter-user channels (i.e. we assume mobile users successfully decode other user’s data

hence there are no decoding errors at the user side). We also present simulation results for

the two-user and three-user AF protocol. Chapter 5 discusses the more practical situation

where inter-user channel is noisy and hence mobile units introduce decoding errors before

retransmitting other user’s data. Here, we present an adaptive receiver design based on

the channel estimation technique. Chapter 6 contains analytical outage probability results.

Finally, Chapter 7 concludes with some insights to future research.
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Chapter 2

Wireless Communication System

Overview

2.1 Representation of Communication Signals

The purpose of a communication system is to convey an information bearing signal

from source to destination through physical channel. Modulation is the process required to

transform a signal into a suitable form that can be transmitted over a desired channel. Let’

s consider a information bearing low pass signal s(t) with its frequency contents centered

around 0 Hz. In general, s(t) is a complex-valued quantity. The equivalent band pass signal

(after modulation) x(t) having its frequency contents centered around carrier frequency fc

Hz can then be represented as

x(t) = Re[s(t)ej2πfct] (2.1)

At the receiver a reverse process called demodulation is carried to out to recover the infor-

mation bearing signal s(t). The mathematical relationship between low pass and band pass

signal allows us to ignore any linear frequency translations experienced during the modula-

tion process [9]. Also, we note that the performance of various modulation and demodulation

techniques does not alter with the carrier frequency. Hence, throughout this thesis, we deal

with only equivalent low pass signals.
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2.2 Additive White Gaussian Noise Model

The transmitted signal encounters noise introduced by the communication channel. The

noise which is random makes the communication process probabilistic in nature. Thermal

noise, produced by the random motion of electrons in conducting media and shot noise,

produced by random fluctuations of current in electronic devices are the common sources

of noise. Since this noise is present over all the frequencies of interest, the term white

noise is used to describe it. White noise has the power spectral density independent of the

operating frequency which is denoted by a constant N0

2
. Autocorrelation function of white

noise which is nothing but the inverse fourier transform of the power spectral density is then

given by R(τ) = N0

2
δ(τ). Hence it is clear that the samples of white noise process taken

at different times are uncorrelated. The white noise is often well modelled by a Gaussian

distribution. This can be justified by central limit theorem which says that distribution

of sum of independently and identically distributed random variables approaches that of

Gaussian distribution if this number is large enough1 [10].

The complex-valued received signal under additive white Gaussian noise (AWGN) chan-

nel is given by

r(t) = s(t) + n(t) (2.2)

where samples of the continuous time white Gaussian noise process n(t) are independent

(since for Gaussian process, uncorrelated random variables implies independent random vari-

ables) with mean 0 and variance N0

2
.

2.2.1 Optimum Receiver Design for AWGN channels

Suppose one of the M possible signals si(t) from the set {s1(t), s2(t), ......., sM(t)} is

transmitted which gets corrupted due to white Gaussian noise. Specifically, we consider

the transmission of information over the interval 0 ≤ t ≤ T . The receiver’s job is then to

estimate the transmitted signal based upon the observation r(t). This section explains the

design of optimum receiver [11]. The receiver is optimum in the sense that it minimizes the

1In practice, the number 10 is usually enough to see this effect
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probability of error which is the most common optimality criterion for digital communication

systems. The receiver can be divided into two blocks: the demodulator and the detector.

The demodulator converts the continuous time received signal into discrete time signal vector

(or we say that it generates sufficient statistics) and the detector makes a good estimate of

the transmitted signal. The demodulator can be implemented in the form of a correlation

demodulator or a matched filter demodulator. Here, we consider a correlation demodulator

but we also note the important property of matched filter that it maximizes the output

signal-to-noise ratio (SNR).

We follow the signal space approach and present the structure of optimal receiver. The

transmitted signal can be represented by a linear combination of orthonormal basis functions:

si(t) =
K∑

k=1

si,kfk(t), i = 1, . . .M (2.3)

The functions {f1(t), f2(t), . . . , fK(t)} form a complete orthonormal basis for the signal

set 2 over the interval 0 ≤ t ≤ T .

The Correlation Demodulator

The received signal r(t) is passed through a parallel bank of K correlators which compute

the projection of r(t) onto the K orthonormal basis functions. Thus, the demodulator output

can be written as

rk = sik + nk, k = 1, 2, . . . , K (2.4)

where

rk =

∫ T

0

r(t)fk(t) (2.5)

sik =

∫ T

0

si(t)fk(t) (2.6)

nk =

∫ T

0

n(t)fk(t) (2.7)

2complete orthonormal basis set can be found using Gram-Schmidt Orthogonalization procedure.
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We note here that the basis functions {fk(t)} do not span the noise space. Then

n′(t) = n(t)−
K∑

i=1

nkfk(t) (2.8)

represents the difference between the original noise process and the projection of n(t) onto

the orthonormal basis functions fk(t). The continuous time received signal in this case can

be expressed as

r(t) =
K∑

i=1

rkfk(t) + n′(t). (2.9)

It can be be shown that the noise n′(t) can be disregarded by the receiver since it is irrelevant

to the decision on the transmitted signal [9]. Thus rk’s are said to be sufficient statistics as

they contain sufficient information to make a decision at the detector on which of the M

signals was transmitted.

The Optimum Detector

Using the signal space approach as discussed in the above section, we were able to reduce

the decision to a finite dimensional space. We can now say that we transmit a vector

si = [si1, si2, . . . siK ] and we receive a vector r = [r1, r2, . . . , rK ] = si + n, where elements of

the vector n are i.i.d (independent and identically distributed) Gaussian random variables.

Given r, detector’s job is to form an estimate ŝi of the transmitted signal vector which

minimizes the probability of symbol error. The detector implementing the maximum a

posteriori probability (MAP) decision rule is the optimum detector since it minimizes the

symbol error probability by choosing the signal si which satisfies

Pr(si|r) ≥ Pr(sm|r), ∀i 6= m. (2.10)

Or equivalently,

p(r|si)Pr(si)

p(r)
≥ p(r|sm)Pr(sm)

p(r)
, ∀i 6= m. (2.11)

If Pr(s1) = . . . = Pr(sM) or the a priori probabilities are unknown, then the MAP rule

simplifies to maximum likelihood (ML) decision rule. For the AWGN channel, ML decision

rule finds the signal si that is closest in distance 3 to the received signal vector r.

3Here, by distance, we mean Euclidian distance. The Euclidian distance D(r, si) =
∑K

i=1(rk − sik)2.
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2.2.2 Performance of BPSK in AWGN channel

In case of a binary phase shift keying (BPSK) modulation, one of the following two

equiprobable signals is transmitted.

s1(t) =
√

Ebf1(t), s2(t) = −
√

Ebf1(t), 0 ≤ t ≤ T. (2.12)

where Eb is the signal energy per bit. The signal space representation is given by

s1 =
√

Eb, s2 = −
√

Eb. (2.13)

The received symbol in this case is

r = ±
√

Eb + n (2.14)

where n ∼ N (0, N0

2
). Since the symbols are equiprobable, ML decision rule is the optimum

and says, choose s1 if

p(r|s1) ≥ p(r|s2) (2.15)

⇔ 1√
πN0

exp

{
−(r −√Eb)

2

N0

}
≥ 1√

πN0

exp

{
−(r +

√
Eb)

2

N0

}
(2.16)

⇔ r ≥ 0 (2.17)

1
R
2
R


1
s
=
 b
E
-
2
s
 =
 b
E


Figure 2.1: Decision Region for BPSK

Probability of Error for BPSK

From Fig. 2.1, given that s2 was transmitted, the probability of error is simply the

probability that r ≥ 0 where r ∼ N (Eb,
N0

2
).
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Pr[ŝ 6= s2|s = s2] = 1−
∫ 0

−∞

1√
πN0

exp

(
−(r +

√
Eb)

2

N0

)
dr (2.18)

= Q

(√
2Eb

N0

)
(2.19)

By symmetry,

Pr[ŝ 6= s1|s = s1] = Pr[ŝ 6= s2|s = s2] (2.20)

Hence,

Probability of symbol error = Q

(√
2Eb

N0

)
(2.21)

where, Eb

N0
is nothing but the signal-to-noise ratio (SNR) at the receiver 4. For BPSK,

symbol error probability and bit error probability are the same.

2.3 The Wireless Channel

The AWGN channel model described in the last section is an ideal channel model for

wireless communication systems and is sometimes used to understand its basic performance.

The more practical channel model considers the effects of fading which represents fluctu-

ations in the instantaneous received signal strength due to multipath propagation of the

transmitted signal. As the signal travels from the transmitter to receiver, it gets reflected

by various objects and hence travels along multiple paths. At the receiver, these multipath

components add constructively or destructively depending upon the attenuation factor and

their phase angles causing received signal strength to fluctuate with time and distance. Mul-

tipath fading can be considered as the significant difference between wired communications

and wireless communications. The three basic propagation mechanisms that affect the signal

propagation characteristics in the mobile communication systems are reflection, diffraction

and scattering. Reflection occurs when the propagating signal wave strikes the surface of

4SNR = signal power
noise power = Eb/Tb

N0B where, Eb is the energy per bit, Tb is one bit duration and B is the signal

bandwidth
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an object having dimension larger than the signal wavelength. Diffraction occurs when the

signal path is obstructed by an object having sharp edges. Scattering occurs when the prop-

agation medium consists of objects with dimensions smaller than the signal wavelength. All

the three propagation mechanisms depend on the amplitude, phase and polarization of the

incident electromagnetic wave and also the geometry of the object [12]. Large scale fading

and small scale fading are the two main types of fading which can be well described by the

above mentioned propagation mechanisms.

2.3.1 Path Loss and Large Scale Fading

As the distance between transmitter and receiver increases, there is a gradual decrease

in the average received power. This gradual large-scale variation in the signal strength

which is simply a function of transmitter-receiver separation is termed as ‘large scale fading’.

Large scale fading statistics helps us compute an estimate of the path loss as a function of

distance. Large scale propagation models are often used in the link budget analysis in a

cellular application. Link budget analysis can then be used to predict SNR at the mobile

units and to estimate the coverage area for a particular mobile communication systems.

Log-Distance Path Loss Model

Based on theoretical and empirical propagation models, it is seen that the mean received

signal strength decreases logarithmically with distance for indoor and outdoor wireless chan-

nels. Free space path loss is proportional to the square of the distance while with perfect

ground reflection, the average received power falls off according to the fourth power of dis-

tance [13]. But in actual practice, the average large-scale path loss is given by

PL(d) = PL(d0) + 10nlog

(
d

d0

)
dB (2.22)

where d is the T-R separation distance, d0 is the reference distance in the far field of the

antenna, n is the path loss exponent whose value depends on the antenna height, fre-

quency and the propagation environment [14]. Measurements show that 2 (free space) <

n < 10 (highly densed environment). The path loss at a reference distance d0 is usually

found using field measurements.
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Log-normal Shadowing

The above path loss model gives the average path loss and ignores the fact that two

different locations having the same T-R separation could receive the same signal at quite

different powers. But from the measurements, it can be concluded that the path loss at a

particular distance is random and is said to be log-normally distributed about its mean value

PL(d). Thus,

PL(d) = PL(d0) + 10nlog

(
d

d0

)
+ Xσ dB (2.23)

where Xσ ∼ N (0, σ2). In this thesis, we assume that the problem of large scale fading

has been alleviated by the addition of ‘fade margin’ in the link budget analysis. Fade margin

is nothing but the additional signal power needed to overcome shadowing effect with specific

probability.

2.3.2 Small Scale Fading

As mobile units move over a very short distance, the received signal strength may fluc-

tuate rapidly. This rapid fluctuation in the received signal power over a short period of time

or distance, is termed ‘small-scale fading’. Due to basic propagation mechanisms, multipath

components of a signal arrive at the receiving antenna with different propagation delays and

amplitudes. A mobile radio multipath channel can be characterized by a linear time-variant

filter. The time-variant impulse response of the mobile channel can be expressed as

h(τ ; t) =
∑

n

αn(t)e−j2πfcτn(t)δ(τ − τn(t)) (2.24)

where fc is the carrier frequency, αn(t) and τn(t) are the complex attenuation factor and

propagation delay of the n-th path. The transfer function of the time-variant channel can

be written as

H(f ; t) =

∫ −∞

∞
h(τ ; t)e−j2πfτdτ (2.25)

The time-varying filtering nature of the channel accounts for small scale fading. It can be

described in terms of the two mechanisms:
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1. Time dispersion caused by frequency variations in H(f ; t);

2. Frequency dispersion caused by time variations in H(f ; t).

2.3.3 Time Dispersive Channel

The autocorrelation of the transfer function is

φH(4f ;4t) = E [H∗(f ; t)H(f +4f ; t +4t)] . (2.26)

φH(4f ;4t) is also called as spaced-frequency, spaced-time correlation function of the chan-

nel.

Frequency correlation function of the channel is obtained by substituting 4t = 0 in

(2.26). Let

φH(4f) , φH(4f ; 0). (2.27)

The multipath intensity profile (or power-delay profile) can then be obtained as

φh(τ) = F−1{φH(4f)}. (2.28)

The multipath intensity profile refers to the average received power as a function of time

delay τ . The range over which φh(τ) is non-zero is called the maximum delay spread (Tm)

of the channel. And the width over which φH(4f) is non-zero is called the coherence

bandwidth (Bm) of the channel. The maximum delay spread and the coherence bandwidth

of the channel are related by

Bm ≈
1

Tm

. (2.29)

If the bandwidth of the transmitted signal (Bs) is less than the coherence bandwidth of the

channel, the channel gain is constant over the entire signal bandwidth and the signal is said

to undergo flat fading. If coherence bandwidth of the channel is less than the bandwidth

of the transmitted signal, different frequency components of the signal undergo different

fading attenuation and delays and this type of fading is called frequency selective fading.

Similar interpretation for frequency selectivity of the channel can be given as follows. When
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Tm > Ts(symbol period), i.e when multipath components of the transmitted signal arrive

beyond the symbol’s duration, the channel is said to exhibit frequency selective fading. Such

time dispersion results in the channel-induced inter-symbol interference (ISI). When Tm < Ts,

all the signal components arrive within symbol’s duration, there is no channel induced ISI

and the channel is said to be flat fading. Equivalently, the coherence bandwidth is the range

of frequencies over which the channel can be considered flat. The multipath spread, on the

other hand, indicates the level of time dispersion (time spreading) caused by the frequency

selective nature of the channel.

2.3.4 Time Varying Channel

The impulse response of the channel changes with time due to relative motion between

transmitter and receiver. The parameters like Doppler spread and coherence time are used to

describe the time varying nature of the channel. Taking into account the spaced-frequency,

spaced-time correlation function, we now concentrate on the time variations in the channel

as measured by the parameter 4t in φH(4f ;4t). Let

SH(4f ; λ) =

∫ ∞

−∞
φH(4f ;4t)e−j2πλ4td4t (2.30)

denote the Fourier Transform of φH(4f ;4t) with respect to the 4t domain. The Doppler

power spectrum of the channel is obtained by substituting 4f = 0 in (2.30). Let

SH(λ) , SH(0; λ). (2.31)

denote the Doppler power spectrum of the channel which gives the signal intensity as a

function of the doppler frequency (λ). The doppler power spectrum is also the Fourier

Transform of the time correlation function φH(4t) of the channel. The range over which

SH(λ) is non-zero is called the Doppler spread (Bd) of the channel. The coherence time

(Tc) which indicates the time duration over which different received signals have a strong

potential of amplitude correlation and the Doppler spread are related by

Tc ≈
1

Bd

. (2.32)
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If the coherence time of the channel is greater than the symbol period, the channel is called

slow fading otherwise it is called fast fading. In the fast fading case, the channel impulse

response changes rapidly within the symbol duration. A frequency domain interpretation

of the time variance of the channel can be given as follows. When Bs < Bd, the channel is

called fast fading channel otherwise it is recognized as a slow fading channel. If the baseband

signal bandwidth is much greater than Bd, the effects of Doppler spreading are negligible at

the receiver.

2.3.5 Rayleigh Fading

The discrete time signal model for slowly varying, flat fading channel can be written as

r = hb + n (2.33)

where b is the transmitted data vector, n ∼ Nc(0, σ
2I) and h is the complex channel gain.

h = hi + hq = α exp(jφ). (2.34)

The channel gains h are random and since each channel gain is due to the effect of super-

position of large number of random effects, by central limit theorem, they can be modelled

as zero mean complex Gaussian random variables (assuming no line of sight component). In

this case, the fading amplitude α =
√

h2
i + h2

q will be Rayleigh distributed. Also, the phase

of the fading coefficient is uniformly distributed over [0, 2π]. When there is strong line of

sight component present, the envelope of the received signal follows Rician distribution.

If the channel fading coefficient remains constant over a block of data and then changes

independently between blocks, then such type of fading is called as ‘block fading’. For

example, suppose a block consists of N symbols each with time duration T . Then the

baseband received signal in a block fading can be written as

r(t) = hs(t) + n(t) 0 < t ≤ NT, (2.35)

where s(t) is the baseband transmitted signal, h is the complex Gaussian random variable

which does not change during the block but changes independently during the second block,

NT < t ≤ 2NT .

Throughout this thesis, we will use the block fading Rayleigh channel model.
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2.3.6 Performance of BPSK in Flat Fading Rayleigh Channel

Consider a discrete time signal model same as in equation (2.33) for BPSK modulation

over flat fading channel. In this case b ∈ {+1,−1} represents the BPSK symbol vector, h is

a scalar, zero mean complex Gaussian fading coefficient that remains constant over a block

of symbols and varies independently between blocks. To compensate for the phase changes

in the signal due to channel and to collect all possible signal energy, we multiply the received

signal by the complex conjugate of the fading coefficient (here we assume coherent detection

and hence the channel is known at the receiver). The decision statistics in this case is

d = h∗r (2.36)

and the bit decisions are

b̂ = sign {< [d]}. (2.37)

The probability of error in slow flat-fading channels can be obtained by taking expectation

of (2.21) with respect to the probability density of the instantaneous fading SNR. The

probability of error for BPSK modulation in a slow fading channel can then be evaluated as

Pe =

∫ ∞

0

Pe(γ)p(γ)dγ (2.38)

where Pe(γ) = Q(
√

2γ) is the probability of error for BPSK modulation at a specific value of

signal-to-noise ratio γ and p(γ) is the probability density function of SNR due to the fading

channel. For Rayleigh fading channels, the fading power |h|2 and hence the SNR γ have an

exponential distribution. Therefore,

p(γ) =
1

Γ
exp

(
−γ

Γ

)
(2.39)

where Γ = Eb

N0

¯|h|2 is the average SNR. The average BER in the Rayleigh fading channel is

probability of error =

∫ ∞

0

Q(
√

2γ)
1

Γ
exp

(
−γ

Γ

)
dγ (2.40)

It can be shown that for coherent BPSK, the probability of error in a slow fading channel

evaluates to [12],

probability of error =
1

2

[
1−

√
Γ

1 + Γ

]
(2.41)
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At high SNRs,

probability of error =
1

4Γ
. (2.42)

We observe that there exists an inverse algebraic relationship between bit-error-rate and

SNR in case of fading channels while AWGN channels exhibit an exponential relationship

between bit-error-rate and SNR. Hence, to achieve the same value of BER for any modulation

technique in fading channels as AWGN channels, a significant increase in the received SNR is

required. That means, transmission of signals over the fading channels would require much

more transmit power as compared to AWGN channels. There exist techniques to reduce the

effect of fading. These include error control coding and diversity techniques which we will

discuss in the next chapter.
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Figure 2.2: BER vs SNR performance of BPSK modulation in AWGN channel and flat
fading Rayleigh channel.

2.4 Summary

The MAP detector is the optimum detector for AWGN channels since it minimizes the

probability of symbol error. The practical channel model for the wireless communication
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system takes into account the effects of fading. Large scale fading and small scale fading are

the main types of fading. The wireless channel can be classified as (i) flat fading channel,

(ii) frequency selective channel, (iii) slow fading channel and (iv) fast fading channel. The

performance of a wireless system drastically degrades in the presence of fading unless proper

signal processing techniques are employed.
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Chapter 3

Diversity Techniques

3.1 Introduction

As we saw in the last chapter, fading is the main channel impairment that reduces

both the data rate and energy efficiency of the wireless systems. Diversity is a well known

technique which exploits the multipath nature of the wireless channel by finding independent

(highly uncorrelated) signal paths and is a very effective technique to combat fading. The

concept of diversity can be explained as follows. Suppose p is the probability that a single

path suffers from high signal attenuation due to fading coefficient over that branch and let

there are total L independent paths (or branches) between transmitter and receiver. Then the

probability that all paths experience a deep fade is pL under the assumption of uncorrelated

fading. Thus, by exploiting the multipath nature of the channel, the average SNR at the

receiver may be improved, and thus improving the reliability of the signal. Various methods

to achieve diversity exist including time diversity, frequency diversity, polarization diversity

and spatial diversity. Time diversity adds redundant data bits in the time domain. The time

intervals during which redundant information is sent exceed the coherence time of the channel

providing multiple independent faded copies of the signal to the receiver. Channel coding may

be viewed as a form of time diversity. The RAKE receiver is a recent implementation of time

diversity for CDMA. But unlike channel coding, RAKE receiver only provides time diversity

when there exist multiple resolvable paths. Frequency diversity sends information symbols

over multiple carrier frequencies. Here, the carrier frequencies are separated by at least the
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coherence bandwidth of the channel and hence experience independent fades. An example of

frequency diversity is multicarrier modulation. Polarization diversity involves implementing

orthogonally polarized co-located antennas at the mobile units. Spatial diversity (also called

antenna diversity) can be achieved by implementing multiple antennas at the transmitter

side or the receiver side or both at the transmitter and receiver side (multiple-input multiple-

output communications). We will look at spatial diversity in more detail in the next sections.

SNR Improvement Due to Selection Diversity

Let us assume that the receiver observes M faded copies of the same signal through

independent channels. These channels might be available because of time diversity, frequency

diversity or spatial diversity. Let Γ be the average SNR of each channel. Then it can be

shown that the average SNR at the receiver due to selection diversity where receiver selects

the channel with the highest SNR is [15], [12]

Γ̄ = Γ

(
1 +

M∑

k=2

1

k

)
. (3.1)

Thus, the SNR improvement due to selection diversity is

Γ̄

Γ
=

M∑

k=1

1

k
. (3.2)

Selection diversity technique ignores the information from all other channels except one, and

hence this is not the best technique but is easy to implement.

SNR Improvement Due to Maximum Ratio Combining Technique

Maximum ratio combining (MRC) technique coherently adds the information over all the

channels and provides a maximum SNR at the receiver. Again, suppose, Γ is the average

SNR of each channel, then the average SNR at the receiver employing MRC technique is [12]

γ̄ = M Γ. (3.3)

As can be seen from the above formula, in this method, signals from all M branches are

weighted according to respective channel coefficients and then added. Thus, even if none of
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the branches have an average SNR above some threshold, MRC could produce an output

having SNR value above the specified threshold. The probability of error (Pr(e)) for BPSK

modulated system in AWGN channel and having M branch diversity with MRC is given by

[15]

Pr(e) =

[
1

2
(1− µ)

]M M−1∑

k=0

(
M − 1 + k

k

)[
1

2
(1 + µ)

]M

(3.4)

where

µ =

√
Γ

1 + Γ
.

At Γ > 10dB, using high SNR approximation,

Pr(e) ∼=
(

1

4Γ

)M (
2M − 1

M

)
(3.5)

0 5 10 15 20 25 30

10
−14

10
−12

10
−10

10
−8

10
−6

10
−4

10
−2

SNR (dB)

B
E

R

M=1 

M=2 

M=3 

M=4 

M=5 

Figure 3.1: Bit-error-rate for maximum ratio combining with BPSK modulation.

Fig. 3.1 indicates the relationship between SNR and BER for varied number of diversity

branches. It can be seen that increasing the number of diversity branches increases the

slope of the BER curve, which is nothing but a diversity gain. From Chapter 2, we know
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that there exists a linear relationship (in the log domain) between BER and SNR in case

of a Rayleigh fading channel. But, with the help of diversity techniques, this slope can be

improved increasing the reliability of the data. We can conclude that diversity combining

can lead to significant power savings.

A system whose BER curve has the same slope as MRC (but perhaps shifted to the

right) with M-branches is said to exploit full M-branch diversity. Throughout this thesis, we

consider a BPSK modulated system. The performance measure that we use is ‘achievable

diversity’. Hence, we compare the performance of our protocols (described in later chapters)

with the MRC performance given in (3.4).

Equal Gain Combining

In equal gain combining technique, signals from all M branches are weighted equally

and then added. The performance of this technique is inferior to maximum ratio combining

technique but is superior to selection diversity technique.

3.2 Spatial Diversity and MIMO Communications

The rapid growth of wireless multimedia services places demands on high-speed and high

throughput requirements. From the last section, we know that diversity gain indicates how

fast bit-error-rate (BER) decays with signal-to-noise ratio (SNR). Reducing the BER helps

to satisfy high throughput and high speed requirements of advanced wireless communica-

tions. One way to decrease BER in the system is to transmit the signal with large transmit

power and thus increasing the SNR at the receiver. But wireless communication is inter-

ference limited. In case of a system employing a CDMA technique, increasing the power of

some of the users implies increasing the interference for the remaining users in the system.

So, increasing the transmit power to reduce BER is not a good solution. Also, in a battery

operated devices, the transmit power is limited. Spatial diversity is the most popular tech-

nique to achieve diversity gains without increasing the transmit power, transmission time

and bandwidth. Spatial diversity can be achieved by implementing multiple antennas either

at the transmitter (transmit diversity or multiple-input single-output communication) or at
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the receiver (receive diversity or single-input multiple-output communication) or both at

transmitter and receiver (multiple-input multiple-output communication). It is well-known

that multiple-input multiple-output (MIMO) communications have advantages of improving

link reliability, and the capacity of wireless systems. By adding multiple antennas in the

system, total diversity branches as seen at the receiver are increased, which increases the

average SNR at the receiver. A system with M transmit and N receive antennas can provide

a maximum diversity gain of MN [16].

3.2.1 Capacity of MIMO Channel

Information-theoretic analysis shows that MIMO systems can offer significant capacity

gains over single-input single-output (SISO) channels [17, 18, 19]. Here, we present important

results for the capacity of MIMO systems.

Consider a MIMO system incorporating M transmit and N receive antennas. We assume

block fading channel model where the channel is assumed to be constant over the period T

of one block of data and then changes independently after each block of T symbol periods.

The discrete time signal model for MIMO channnel in this case can be written as

Y =

√
SNR

M
HX + W (3.6)

where X ∈ CM×T is the transmitted signal matrix , Y ∈ CN×T is the received signal

matrix , W ∼ Nc(0, I) is AWGN noise and the coefficients hij of the channel matrix H are

independent, complex Gaussian random variables with zero mean and unit variance. SNR

is the average signal-to-noise ratio at each receiving antenna. We assume that the channel

state information (CSI) is available at the receiver but not at the transmitter. In practice,

channel matrix H can be estimated using training sequence. Then the average or ergodic

channel capacity is given by

C = E

[
log2 det

(
IN +

SNR

M
HHH

)]
bits/sec/Hz (3.7)

which can also be written as [16],
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C = E

r∑
i=1

log2 det

(
IN +

SNR

M
λi

)
(3.8)

where r is the rank of H and λi are the positive eigenvalues of HHH. The equation (3.8)

represents the capacity of MIMO channel as the sum of the capacities of r SISO channels

with channel gains λi. Also, at high SNRs, the channel capacity increases with SNR as

K logSNR in contrast to logSNR for SISO channels [20], where K = min{M,N}.
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Figure 3.2: Ergodic capacity of MIMO system with different antenna configurations.

Fig. 3.2 gives the average-capacity curves as a function of SNR for different MIMO

antenna configurations. We note that the capacity of SIMO channel is higher than MISO

channel. It is also seen that, capacity increases linearly with min{M,N}, when both number

of transmit antennas (M) and receive antennas (N) increase. But if the number of receive

antennas is fixed and the number of transmit antennas increases, the capacity saturates

at a fixed value while if number of transmit antennas is fixed and the number of receive

antennas increases, the capacity increases logarithmically with N . All the above channel

capacity calculations are based on the assumption that the paths between multiple transmit
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and receive antennas undergo uncorrelated fading. When there exists correlation between

individual fading coefficients, the capacity of the MIMO system decreases. It is seen that

urban and indoor environments with rich scattering provide much higher MIMO capacities

than rural environments. Also, we assumed that CSI is present only at the receiver. But if

the channel is also known at the transmitter, some capacity gains can be obtained at low

SNRs [21]. In the following sections, we will discuss two well-known MIMO techniques, one

for achieving high data rates (or multiplexing gains) and another for realizing high diversity

gains.

3.2.2 The Diversity-Multiplexing Tradeoff

MIMO systems offer advantages over single-input single-output (SISO) channels, in terms

of diversity gains (which improve reliability of data), multiplexing gains (which improve

spectral efficiency) and the interference reduction capability (which improves energy effi-

ciency). But it is not possible to exploit all of the gains of MIMO systems simultaneously.

Maximizing one type of gain may not maximize another gain simultaneously. There exists

an optimal diversity-multiplexing tradeoff which sets a fundamental performance limit of

a MIMO channel system [4]. The diversity-multiplexing tradeoff is essentially the tradeoff

between bit-error-rate and the data rate in a channel. We consider a M × N MIMO block

fading channel with T as the block length. It has been shown that if T > M + N − 1, the

optimal diversity gain d(r) achievable by any coding scheme of block length T and multi-

plexing gain r (bits/sec/Hz)1 is (M − r)(N − r). This can be interpreted as out of total

M transmit and N receive antennas, M − r transmit and N − r receive antennas are being

used to exploit diversity and the remaining r transmit and receive antennas are being used

to exploit multiplexing gain. Hence the spatial multiplexing gain can be increased by one by

adding one transmit and one receive antenna while retaining the same diversity gain [20].

1A scheme achieves spatial multiplexing gain of r if the supported data rate R(bits/sec)≈ r log SNR
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3.2.3 The BLAST System

As we saw in the previous section, a system employing MIMO communication structure

can exploit diversity gain or multiplexing gain but not both. Bell Labs Space Time Ar-

chitecture (BLAST) was first proposed by Foschini [22] for high data rate communications.

In this method, independent symbol streams are transmitted from each transmit antenna.

The receiver incorporating multiple receive antennas then processes these symbol streams

using appropriate detection algorithm. As independent symbol streams are transmitted from

multiple antennas simultaneously, the spectral efficiency ( or data rate ) of this scheme is

high.

Let us look at the signal model. Consider a system with M transmit antennas and N

receive antennas. Then the received signal during one channel use can be represented by




r1

r2

...

rN




︸ ︷︷ ︸
r

=




h(1,1) h(1,2) . . . h(1,M)

h(2,1) h(2,2) . . . h(2,M)

...
...

...
...

h(N,1) h(N,2) . . . h(N,M)




︸ ︷︷ ︸
H




x1

x2

...

xM




︸ ︷︷ ︸
x

+




n1

n2

...

nN




︸ ︷︷ ︸
n

(3.9)

where n ∼ Nc(0, σ
2I). ML is optimal, in terms of the error rate. The ML decision rule

assuming receiver CSI, is given by

x̂ = arg min
x
‖r −Hx‖2 . (3.10)

Thus an exhaustive search is performed over all possible transmitted signal vectors x.

Though ML algorithm is optimal, its computational complexity is too high. There exist

other sub-optimal detection techniques such as successive nulling/cancellation and zero forc-

ing, which are comparatively less complex [23].

3.2.4 Space-Time Coding

Space time coding techniques target on achieving high diversity gains. There are some

basic differences between BLAST and space-time coding (STC) [21].
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• The goal of the BLAST system is to achieve multiplexing gain. BLAST system trans-

mits M symbols/channel use to achieve this goal. Whereas STC tries to achieve maxi-

mum diversity gain. Thus STC transmits 1 reliable symbol/channel use. The spectral

efficiency of STC schemes can be improved with the help of higher constellations but

at the expense of degraded error performance.

• The optimal receiver for BLAST as given in (3.10) is very complex and the perfor-

mance of suboptimal receivers such as the nulling/cancellation detection is limited by

error propagation mechanism. The optimal receiver for most of the space time coding

techniques as we will see is linear in nature (only in synchronous environments) and

hence offers a very low complexity.

• BLAST requires N ≥ M , that may not be possible when a receiver is also a mobile

unit or a battery operated device. There is no such problem posed in case of STC

techniques.

In the space time coding technique [24, 25, 26, 27], the same information is transmitted

from different antennas in an appropriate manner to improve the reliability of the system.

Space time block coding (STBC) and space time trellis coding (STTC) are the two

main types of space time coding techniques. Space time trellis codes achieve coding gain in

addition to the diversity gain but the decoding complexity of trellis codes is much higher as

compared to space time block codes.

Figs. 3.3, 3.4, compare the STBC scheme and BLAST scheme for 2:2 MIMO system

via their BER and throughput simulations. The throughput is the number of successfully

received information bits per transmission. The normalized throughput, Th is calculated

here as

Th = R(1− BER)M bits/time slot (3.11)

where R is the normalized rate and M is the packet size. As discussed before, BER per-

formance shows that the diversity gain of Alamouti space time code (or any orthogonal

code) is high as compared to BLAST scheme. As can be seen, throughput performance

of STBC scheme is better than BLAST at low SNRs but at high SNRs, BLAST scheme
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Figure 3.3: BER performance comparison between BLAST and STBC schemes with BPSK
modulation for 2:2 MIMO system. ML detection is used.
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offers better throughput. For the same reason, BLAST technique is more often used in high

SNR regimes. Note that, in case of a BLAST technique with two transmit antennas, the

normalized throughput is limited to 2 (because the rate R is 2 bits/transmission), while in

Alamouti’s space time coding technique, it is limited to 1.

In this thesis, we will be using popular Alamouti’s space time block code (STBC) [24] with

BPSK modulation. The Alamouti STBC offers diversity gains with simple ML decoding. It

uses two transmit antennas, number of receive antennas may vary and does not affect the

code construction. Let’s consider a MISO system with two transmit antennas and one receive

antenna employing STBC scheme. Alamouti’s space time code block can be represented by

[
x1 x2

−x∗2 x∗1

]
(3.12)

where the symbols from the first row of the above matrix are transmitted from two transmit

antennas during the first time slot and symbols from second row are transmitted during the

second time slot. The matched filtered output at the receive antenna during first time slot

(assuming synchronous communication) is

r1 = h1x1 + h2x2 + n1 (3.13)

and that in the second time slot is

r2 = −h1x
∗
2 + h2x

∗
1 + n2. (3.14)

Then the discrete time signal model can be written as
[

r1

r∗2

]

︸ ︷︷ ︸
r

=

[
h1 h2

h∗2 −h∗1

]

︸ ︷︷ ︸
H

[
x1

x2

]

︸ ︷︷ ︸
x

+

[
n1

n∗2

]

︸ ︷︷ ︸
n

(3.15)

where hi is the channel gain between transmit antenna i and a receive antenna and n ∼

Nc(0, σ
2I). At the receiver, we form the decision statistics as [15]

d = HHr (3.16)

= HHHx + HHn (3.17)

=

[
Eh 0

0 Eh

]
+ v (3.18)
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where Eh = |h1|2 + |h2|2. We observe that since HHH is diagonal, there is no intersymbol

interference. The bit estimates are x̂ = sign{<[d]}, assuming BPSK modulation. These are

nothing but the ML estimates. The diversity gain of STBC scheme is same as that of two-

branch MRC (MRC-2) but there exists a coding loss of 3 dB because we actually transmit

x = 1√
2
[x1 x2] to satisfy the power constraints. Since two symbols are transmitted over

two time slots, the rate of this scheme is 1. This scheme is useful when high throughput is

required at low SNR. Alamouti’s scheme works for only two transmit antenna case. This

can be generalized to any number of transmit antennas [25].

3.3 Cooperative Diversity

It is seen that MIMO communications offer various advantages including high capacity

and diversity gains. To achieve these advantages, the channel coefficients along the paths

between multiple transmit and receive antennas should be uncorrelated. This requires the

antenna spacing of about several wavelengths of the carrier frequency. But in many cases, it

is not possible to implement multiple antennas at the mobile units with the desired spacing

between them.

Tx
 BS


Figure 3.5: Conventional multi-antenna system array where multiple antennas are imple-
mented on a single unit and are physically connected.

In that case, spatial diversity can then be achieved via the cooperation of single antenna

mobile units in the system. These units form a virtual array instead of a physical array as

in conventional MIMO systems. This technique which eliminates the need for incorporating

multiple antennas on a single mobile units via the cooperation among multiple users is

called ‘cooperative diversity’. Fig. 3.5 shows a conventional multi-antenna system which

consists of physical antenna array. Here, a single device incorporates multiple antennas
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Figure 3.6: Distributed multi-antenna system where individual antennas are implemented
on a separate mobile unit. There is no physical connection between multiple antennas in
this case.

which are connected by a fixed backbone network. In contrast, Fig. 3.6 indicates a multi-

antenna system where instead of implementing multiple antennas on a single device, a virtual

antenna array is formed using individual devices which talk to each other wirelessly and then

cooperatively send data to the desired destination.

The most existing strategies for achieving cooperative diversity can be placed into one

of two categories, Decode and Forward (DF), and Amplify and Forward (AF).

Source
 Destination


Relay


Figure 3.7: A simple relay case

We will first consider a simple relay problem to illustrate the DF and AF protocols. The

concept of relay channels can then be applied to user cooperation. Fig. 3.7 shows a system

with three users. Suppose the source wants to transmit data to a destination. In a non-

cooperative mode, it will simply send the data towards the destination and destination would
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try to decode that data. Estimates at the destination will depend upon the instantaneous

fading channel coefficient. But if we let the same data to be forwarded over a different

independent channel, the diversity principle will enable the reduction in the error-rate at

the destination via use of the independent copy of the same data. Suppose now, the relay

terminal helps the source forward its data. Relay terminals in the network may be viewed

as virtual antennas for the nodes they serve. Whenever source transmits data, the relay

terminals in the vicinity of the source also receive this transmission because of the broadcast

nature of the wireless medium. There are two categories of methods by which relay terminal

can help the source. ( Both methods consist of two transmission phases. In the first phase,

the source broadcasts to its destination and all relays. During the second phase, the other

terminals relay to the destination). In the first category of methods, the relay terminal

tries to decode the data received over a fading channel. Upon successful decoding, it again

sends the same information over another independent channel to the destination. Now the

destination has two independent copies of the same signal and hence the detector at the

destination terminal can output better estimates. Since the decoding operation is performed

at the relay node, this is termed as ‘decode and forward’ mode of operation. In another

category of methods, the relay terminal observes a transmission from the source. The data

available at the relay is corrupted due to the source-relay fading channel. Instead of decoding

this data, the relay terminal just forwards the received signal to the destination, possibly

after amplifying it. This mode of operation is called as ‘amplify and forward’ mode. There

are various advantages and disadvantages of both modes of operation. In AF case, the

relay terminal simply retransmits the signal received from the source terminal without any

decoding and hence requires significantly lower computational complexity and less delay

(because it doesn’t need to wait for a full codeword before re-transmission) when compared

with the DF protocol. But since relay terminals in the AF protocol forward the corrupted

copy of the signal, the bit-error-rate performance of AF protocol is worse when compared

to DF protocol. The relay concept can be extended to user cooperation where cooperating

units have their own data also to transmit as against the relay case. The concept of user

cooperation in a cellular uplink was first popularized by Sendonaris et el.[5, 6]. Later in this

thesis, we also propose multi-user cooperation schemes for the cellular uplink.
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The cooperative protocols can further be categorized into static and adaptive (dynamic)

protocols. Adaptive protocols can be implemented by allowing feedback between cooperating

nodes. The helping nodes in an adaptive protocol change the protocol depending on CSI,

while in case of static protocols, they sometimes forward and sometimes don’t depending

upon whether decoding was possible at the relay, but the protocol remains the same.

The concept of cooperative diversity can be applied to ad-hoc networks or cellular net-

works. Implementation of cooperative diversity protocols requires cross-layer network design

since it involves the design of medium access control protocols and routing strategies. Most

of the research on cooperative diversity considers relaying schemes and its applications to

wireless ad-hoc networks [28, 29, 30, 31, 32, 33, 34]. Cooperative diversity for the cellular

networks has been studied in [2, 5, 6, 35, 36, 37, 38]. In the next two chapters, we discuss

new two-user and three-or-more users sharing protocols achieving cooperative diversity.

3.4 Summary

Diversity techniques play an important role in the wireless fading environments. Among

the many diversity techniques available, MIMO systems have attracted more attention.

MIMO systems provide diversity gains and capacity gains over SISO channel at the same

transmit power and bandwidth requirements. STC and BLAST are the two powerful MIMO

techniques. STC provides diversity gains by improving the reliability of the wireless links

while BLAST offers significant improvement in the multiplexing gains. There exists a funda-

mental trade-off between diversity gain and multiplexing gain. Whenever it is not possible

to accommodate multiple antennas on a single device, spatial diversity can be achieved via

cooperation of single antenna units. The most existing sharing strategies can be placed into

one of two categories, AF or DF. Both AF and DF have advantages and disadvantages of

their own.
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Chapter 4

Multi-User DF Sharing Schemes with

Perfect Inter-User Channels

There has been a growing research activity over the past decade on the design issues of ad

hoc wireless networks. Ad hoc wireless networks are the communication networks without

any centralized control. That is, mobile nodes self-configure to form a network without any

established infrastructure. The communication between various nodes within the network

takes place via multihop routing. They find applications in military communications, home

networking, and sensor networks [39]. It is believed that implementation of ad hoc networks

may lead to significant energy savings over the conventional networks incorporating single

hop routing. An idea of multihop routing can be applied to cellular networks particularly

to the cellular uplink. In a conventional cellular telephone networks, the coverage zone is

divided into small cells. A mobile terminal communicates directly with the base station

associated with that particular cell. Thus all the communication is done via the base station

through single hop routing and there is no peer to peer communication between mobile units.

The drawback of single hop routing relative to multihop routing in cellular networks is that

more transmit power is required to reach far distances which can cause interference to other

users in the system. To serve more connections in a crowded area, number of base stations

will have to be increased. But this may lead to high costs for deployment of base stations.

Also, in the future, same subscribers will have a much higher demand on the transmission

rates. But subscribers will not be willing to pay more, so a drastic increase in number of
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base stations seems impracticable. To overcome some of these difficulties and to improve

the communication performance of the link, multiple antenna techniques may be employed.

As discussed in Chapter 1, to obtain full benefits of MIMO systems, it is necessary to have

independent fading channel gains between multiple paths created by multiple antennas.

This is possible if the antenna spacing is at least half a wavelength of the transmitted signal.

However, for 3G wireless systems using carrier frequencies of the order of 1 GHz, wavelength

can not be much smaller than 0.3m. So, it is not possible to implement multiple antennas

(with the desired spacing) at the mobile units operating in the cellular uplink due to size and

power consumption constraints. In the last chapter, we saw that the benefits of the spatial

diversity can also be achieved through the cooperation of distributed users in the system.

Recently, it has been shown that multihop routing to the base station can improve the system

performance dramatically [40]. Using multihop routing, data packets can be forwarded from

mobile units to the base station via intermediate mobile units. The cooperation between

mobile units achieves better link reliability.

Recently, some work has been done on the cooperative diversity techniques for wireless

networks. In [2, 37], the authors develop performance characterizations in terms of outage

events and associated outage probabilities for half duplex cooperative diversity protocols.

The authors do not specify any modulation or coding structure. Their work provides a

performance benchmark assuming optimal codes. In [3, 4], the authors provide the diversity-

multiplexing tradeoff for cooperative half duplex channels and MIMO channels in general.

None of these works presents specific modulations, or receiver designs, and they do not

investigate performance in practical environments. In [5, 6], the authors develop two user

cooperation protocols for a CDMA system and characterize the analytical performance under

the assumptions of orthogonal spreading codes, and synchronous transmission. The protocol

given here is also not generalizable to more than two cooperating users and it can not operate

at full rate. Also, most of the work in the literature [3, 37, 31, 32] assumes either half-duplex

communication or multi-channel environments in which parallel transmissions can be carried

out without interference. As against this, we assume full-duplex communication for the

reasons explained in the next section.

In this chapter, we propose and compare new multi-user sharing schemes and practical
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receiver design for the cooperative diversity in cellular uplink. We use BPSK modulation

in our simulations. Specifically we consider two-user and three-or-more user cooperation

schemes. The data sharing schemes simultaneously provide full diversity, as measured by

the BER slope, and high throughput, as compared to the Sendonaris scheme [5, 6] and

to a conventional no-sharing uplink. Our sharing schemes operate at full rate but suffer

from multiple-access interference. Our receivers are restricted to linear designs that jointly

suppress multiuser interference and perform space-time decoding. They have the advantages

of low complexity and they are easy to make adaptive. We consider both synchronous and

asynchronous communication scenarios. We focus on a CDMA system1though the same idea

can be applied to time or frequency division multiplexing with little change.

4.1 System Model

Our BPSK-modulated CDMA uplink consists of mobile units that are assigned to coop-

erating groups by a higher-layer protocol. For example, the network terminals can per-

form some threshold tests. The terminals having good link SINR (signal-to-noise-plus-

interference-ratio) between each other can form one group. We do not consider the problem

of optimal group assignment in this thesis. But we note that there exists a practical upper

limit on group-size or cluster size. If the cluster has too many nodes, the mobile units will

expend much of their energy receiving transmissions from other units. Hence the limit on

number of users per cluster depends mostly on the ratio of the energy consumed while re-

ceiving a signal and the energy required to transmit it [42]. All mobile units including the

base station are equipped with a single antenna though the base station can employ multiple

antennas to improve the performance. Also, each user is assigned a single spreading code.

We assume full-duplex communication, that is, cooperating users can transmit and receive

simultaneously on the same frequency. Authors in [31, 32] consider “cheap” relay networks

which operate in time-division multiplexing (TDD) mode and hence preclude terminals from

full-duplex communication. TDD or half-duplex techniques divide the radio channel into

1Though, three multiple access schemes are theoretically equivalent in AWGN channels, there are notable
differences when multipath fading channel is considered [41].
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time slots to allow transmission of data during part of the time period and signal reception

in the remainder of the time period. The key motivation for our assumption on full-duplex

communication comes from the fact that the full-duplex systems have bandwidth efficiency

superior to half-duplex systems. Also, even though a terminal’s transmitted signal will have

a detrimental effect on the received signals of other terminals in case of full-duplex systems,

this effect can be cancelled if the terminals know the relevant antenna gains [5]. Since current

radios operate in TDD mode when transmitting and receiving frequencies are the same, the

design of RF radios that are able to send and receive simultaneously in the same frequency

band will of course require expensive and precise transmit-receive circuitry. Use of spreading

codes or co-located antennas to create separate channels may also be useful to isolate the

transmitted signal from the received signal [5]. Therefore, the assumption on full-duplex

communication may not be a realistic assumption for ‘low-cost’ networks but is certainly not

an impractical premise.

In this chapter, we assume that the users are grouped together such that the inter-

user channels have high SNR, i.e., we do not consider the effects of imperfect inter-user

channels. In the next chapter, we will deal with more practical, noisy inter-user channels. For

simplicity and to produce baseline results, we have assumed a system without forward error-

correction coding (FEC), so that the DF protocols discussed here are actually implemented

as demodulate-and-forward protocols, but a FEC outer code can easily be added to the

system. In case of DF protocols, after detection, cooperating users transmit their estimated

symbols in a simultaneous fashion where symbol synchronization is not strictly observed.

We assume asynchronous communications. We provide simulation results for synchronous

communication for comparison purposes. We use zero padding between successive blocks

of data to avoid inter-block-interference2. Note that zero padding reduces the effective rate

of the system. Zero padding can be avoided but at the cost of little loss in coding gain.

The spreading codes provide processing gain N and, in contrast to [5, 6], they are not

assumed orthogonal. The AWGN noise power is σ2 and we assume perfect power control

so that the Rayleigh flat-fading channels between users and the base station are assumed

2Here by inter-block interference we mean, the interference caused by individual blocks of data transmitted
from different mobile units
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statistically identical. We do not consider the important problem of power control in the

context of data sharing. But we note that power control can be used to reduce the transmit

power while achieving the required data rate and error probabilities. Power control strategies

can increase the power and rate when channel conditions are good and decrease the same

under poor channel conditions. Channel state information is assumed to be available at

the base station, where linear joint MMSE multiuser detection and space-time decoding is

performed. Also, the channel matrix is assumed to be constant over a block of data which

changes independently from one block to the next block.

In the next sections, we consider two-user and three-or-more user sharing protocols.

4.2 Two-User Decode and Forward Cooperation

Here we consider a K-user system where the users have been grouped into pairs for uplink

transmission. Each user has information to transmit to the base station. In each time slot,

each user transmits its own data on its spreading code plus its partner’s previous data on

that user’s spreading code. We assume that the partner’s data has been estimated perfectly

(for the simulations in this chapter) from signals received in the previous time slot. Thus,

symbols transmitted from two cooperating users during the n-th time slot are

User 1: b1[n]s1 + b2[n− 1]s2

User 2: b2[n]s2 + b1[n− 1]s1

where, bj[i] is the symbol transmitted from user j at time slot i and sk is the signature

waveform of user k. For the received signal model described in the next section, we assume

that one frame consists of two symbols from each user (transmitted over three time slots).

Other frame sizes can be used with little change in performance.

Note that in contrast to the protocols in [3] and [5], the proposed two-user protocol can

operate at full rate, assuming full duplex, i.e., users can transmit and receive simultaneously.
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4.3 Three-or-More User Decode and Forward Cooper-

ation

The use of space time codes for cooperative transmission was first proposed in [37].

Here, we develop a specific protocol for three or more users that makes use of space-time

block codes [24, 25]. As an example, we consider a K user system whose users have been

assigned to groups of three. Similar to the two-user protocol, each user sends its own new

data in every time slot. Simultaneously, each user transmits the other users’ previous data

using a distributed space-time block code. In particular, user 1 will form a space time code

with user 2 to send user 3’s previous data and user 1 will also form a space time code

with user 3 to send user 2’s previous data. For three-user sharing, we make use of the

popular Alamouti space time code in our simulations which has been adopted in a number

of 3G WCDMA standards. Note that orthogonal space-time block codes cannot provide full

diversity in asynchronous environments for some delay profiles e.g., if the relative uplink

delay between users is exactly one symbol interval. When the relative delay between the

signals arriving from two distinct nodes is exactly one symbol interval, the loss in rank of

a standard Alamouti scheme is easily observed [43]. The Alamouti code or the orthogonal

standard space-time codes [25] demonstrate no diversity in such environments. To deal with

this problem, ‘macroscopic space time codes’ have been designed which provide full diversity

even if the relative delay is exactly one symbol interval [43]. The macroscopic space-time

codes developed in [43] relax a requirement on symbol synchronization at the receiver and

thus can greatly simplify the system medium access control (MAC) requirements. The

authors in [43] propose the construction of a full-rank macroscopic space-time codes over the

delay set {−LTs, (−L + 1)Ts, . . . − Ts, 0, Ts, . . . LTs} where the code length 2N is equal to

four times the least common multiple of 1, 2, . . . , L. The proposed code construction is as

follows,
(

s1 s2 . . . sN+1 sN sN+1 . . . s2N−1 s2N

−s∗N+1 −s∗N+2 . . . −s∗2N−1 −s∗2N s1 . . . sN−1 sN

)
(4.1)

where {si} are the independent BPSK symbols. Similar to the Alamouti code, the first row

of the above code matrix is transmitted from the first transmit antenna and the second row is
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transmitted from the second transmit antenna. An example of BPSK orthogonal macroscopic

space-time code that maintains full rank for each relative delay in the set {−Ts, 0, Ts} is

(
s0 s1 s2 s3

−s2 s3 s0 −s1

)
(4.2)

We make use of the code construction in (4.2) when we compare the performance of macro-

scopic space-time code and Alamouti’s space-time code.
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Figure 4.1: Bit-error-rate performance of three-user sharing scheme in asynchronous uplink
environment when delays are uniformly distributed in the range [0, Ts]. Performance of
maximum-ratio-combining is also included for comparison.

Figs. 4.1 and 4.2 illustrate the effect of different delay profiles on the diversity gain.

It can be seen that when the delays are continuous in the range [0, Ts], Alamouti code or

in general orthogonal space-time design and macroscopic space-time code have the same

performance. But when relative delay between two antennas is exactly equal to one symbol

interval, macroscopic space-time code shows significant performance improvement (in terms

of the diversity gain) over orthogonal designs.

But, the length of the macroscopic space time code increases with the delay range.

This complicates the receiver design. Also delay profiles in which relative uplink delay

between users is exactly one symbol interval occur with probability zero, assuming delays are
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Figure 4.2: Bit-error-rate performance of three-user sharing scheme in asynchronous uplink
environment when relative delay ie exactly one symbol interval. Performance of maximum-
ratio-combining is also included for comparison.

uniformly distributed. In situations, where delays are continuous and uniformly distributed

in the range [0, Ts], performance of macroscopic space time code is approximately the same as

Alamouti space time code. Taking into account these facts, we use Alamouti space-time code

even in asynchronous communication environments. The data sharing scheme can be easily

extended to more than two users using orthogonal/non-orthogonal designs. Full rate version

of space time codes based on complex-orthogonal design exists only for two transmit antenna

configuration. Other orthogonal designs for complex constellation exist but at lower rates

[25]. Recently, non-orthogonal codes have been designed which lead to limited interference

and which operate at full rate [44]. Since we are interested in the performance of a system

in asynchronous communication environments, even orthogonal space time codes will lose

their orthogonality. Hence, we can use full rate non-orthogonal space time code design in

our system which are available for any transmit and receive antenna configurations.

It has been believed that cooperation schemes particularly those using distributed space-

time codes require coordination and negotiation among helping nodes to exploit diversity

which adds extra cost to radio transmission. Since, in our system model, we assume asyn-



Chapter 4 Multiuser DF Sharing Schemes with Perfect Inter-User Channels 42

Time Slot User1 User 2 User 3

1 b1[1] b2[1] b3[1]
2 b1[2] b2[2] b3[2]
3 b2[1], b3[1], b1[3] b1[1], b3[2], b2[3] b1[2], b2[2], b3[3]
4 −b2[2],−b3[2], b1[4] −b1[2], b3[1], b2[4] b2[1], b1[1], b3[4]
5 b2[3], b3[3] b1[3], b3[4] b1[4], b2[4]
6 −b2[4],−b3[4] −b1[4], b3[3] b2[3], b1[3]

Table 4.1: Symbol transmissions from different users in different time slots for three-user DF
sharing protocol.

chronous communications, the extra communication overhead to maintain synchronization is

not required. But we assume that the terminals transmit with exact same carrier frequency.

Table 4.1 contains a description of the data sent from each of the three users in one

three-user sharing group, assuming one packet of data consists of four symbols from each

user transmitted over six time slots. Here, the symbols transmitted from every user are

separated by spreading code, but they could be separated by time or frequency. In the table,

bj[i] denote i’th symbol of user j. As seen from the table, each user sends its own new data

in every time slot. Thus, to start the transmission, user 1 sends b1[1] and b1[2] over first two

time slots. Similarly users 2 and 3 send their own data in the first two time slots. During

next two time slots (i.e., time slots 3 and 4), each user along with its new data sends other

user’s previous data using Alamouti space-time block code. For example, the space-time

code formed by users 1 and 3, denoted as C13 is

C13 =

[
b2[1] b2[2]

−b2[2] b2[1]

]
(4.3)

In the above code matrix Cij, the first row is transmitted by i-th user and the second row

is transmitted by j-th user. Similarly users 2 and 3 will form a space-time block code to

send user 1’s data. The Alamouti space-time block code formed by users 2 and 3 can be

represented as

C23 =

[
b1[1] b1[2]

−b1[2] b1[1]

]
(4.4)
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and the code matrix transmitted by users 1 and 2 is

C12 =

[
b3[1] b3[2]

−b3[2] b3[1]

]
(4.5)

Effectively, the symbols transmitted by user 1 in the third time slots are b2[1], b3[1] and

b1[3]. The continuous time signal transmitted by user 1 is thus

b2[1]s2(t) + b3[1]s3(t) + b1[3]s1(t) (4.6)

where si(t) represents spreading waveform of user i. Similar explanation can be given for

symbols transmitted by other users. Again, during time slots 4 and 5, the users will form

Alamputi space time block code using data received during previous two time slots.

We will show in Section 4.4 that by applying the receiver in Fig. 4.3 to the sharing

schemes discussed in the previous sections result in a linear model similar to (4.13). Then

we use the linear MMSE filter in (4.14), (4.15) for joint multiuser detection and space time

decoding. Because of asynchronism, ML decoding of the orthogonal block codes is no longer

linear, but we will see that linear reception, together with a non-linear complex conjugation

receiver front-end, still provides full diversity.

Although distributed MIMO saves transmit power, it consumes significantly more pro-

cessing power due to its complicated signal processing. We introduce a low-complexity

receiver design to reduce the power consumption resulting due to complex decoding meth-

ods. In this section, we provide the design of a linear receiver which provides a near ML

performance. Fig. 4.3 contains a block diagram of the proposed base-station receiver struc-

ture.

4.4 Receiver Design

To illustrate every block of the base-station receiver structure, we consider the received

signal resulting from two-user decode-and-forward cooperation scheme as input to our re-

ceiver. But the same receiver structure can also be applied to three-or-more-user cooperation

and amplify-and-forward cooperation schemes explained in the following sections.
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Figure 4.3: Block Diagram of the Receiver Structure

The received signal at the base station over the three time slots, for two-user sharing

scheme is then

r(t) = α1b1[1]s1(t− τ1) + α2b2[1]s2(t− τ2) + α1b1[2]s1(t− Ts − τ1) +

α1b2[1]s2(t− Ts − τ1) + α2b2[2]s2(t− Ts − τ2) + α2b1[1]s1(t− Ts − τ2) +

+α1b2[2]s2(t− 2Ts − τ1) + α2b1[2]s1(t− 2Ts − τ2) + n(t) (4.7)

where α1(α2) is the complex Gaussian channel gain between user 1 (user 2) and the base

station, τ1 and τ2 are the corresponding delays, and n(t) is a white Gaussian noise process.

Also, sk(t) =
∑N−1

j=0 ck[j]ψ(t − jTc), where ck[j] is the j-th element of user k’s spreading

code and ψ(t) is a unit-energy rectangular chip pulse waveform. Ts is the symbol duration

and Tc = Ts/N is the chip period. At the receiver, as shown in Fig. 4.3, we first perform

matched filter detection with respect to pulse shape ψ(t). Thus the matched filtered output

during i-th time slot and qth chip interval is given by [45]

y[i, q]=

∫ iTs+(q+1)Tc

iTs+qTc

r(t)ψ(t− iTs − qTc)dt + n[i, q] (4.8)

where n[i, q] is the complex Gaussian noise. Note that matched filtering with respect to

ψ(t) does not necessarily generate a sufficient statistic in asynchronism (this would require

match filtering with respect to ψ(t) convolved with the channel). However, match filtering

with respect to ψ(t) does not require a priori knowledge of the delays and path gains, which

simplifies channel estimation.

When we deal with asynchronism (τ1, τ2 ∈ [0, Ts]), we match filter the continuous time

received signal for one extra time slot. The discrete time received signal vector can thus be
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obtained by stacking all the matched filter outputs from (4.8), producing

y=
[

y[0, 0] . . . y[0, N − 1] . . . y[3, 0] . . .y[3, N − 1]
]T

(4.9)

which can be written as the linear model

y = Hs + n (4.10)

where H , a function of the spreading codes and the channel gains, is the effective channel

matrix, s is the BPSK symbol vector given by

s =
[

b1[1] b1[2] b2[1] b2[2]
]T

, (4.11)

and n ∼ Nc(0, σ
2I). A detailed description of discrete time linear model given in (4.10)

can be found in Appendix B. We then form a new discrete time received signal vector ỹ by

stacking complex conjugate version of y with the conventional received signal vector y, i.e.,

ỹ =

[
y

y∗

]
=

[
H

H∗

]

︸ ︷︷ ︸
˜H

s +

[
n

n∗

]

︸ ︷︷ ︸
ñ

. (4.12)

= H̃s + ñ. (4.13)

The complex conjugation step is critical to obtaining full diversity with linear reception.

This can be explained as follows. Let’s consider Alamouti’s code which is a special case of

orthogonal space-time codes with two transmit antennas. As seen from (3.15), ML decod-

ing of orthogonal ST codes is accomplished by complex conjugation of some received signal

components followed by a linear transformation. Because linear ML detection of orthogonal

space-time block codes requires complex conjugates of the received signal, it is reasonable

to assume complex conjugates will be helpful for linear detection in asynchronous commu-

nication environments. Complex conjugation is therefore necessary for the same reason it is

needed before the linear transformation that decodes orthogonal space-time block codes. We

then perform joint multiuser detection and space time decoding with a linear MMSE filter

operating on ỹ. Our decision statistic is formed as

d =

[[
H̃H̃

H
+ σ2I

]−1

H̃

]H

ỹ (4.14)
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with bit decisions provided by

ŝ = sign [<{d}] . (4.15)

The expression for MMSE linear filter is derived in the Appendix C. We observe that,

to form a detector, an explicit knowledge of individual delays is not required at the base

station receiver. The receiver performs joint linear multiple-access interference suppression

and space-time decoding. It has the advantages of low complexity and is easy to make

adaptive.

4.5 Amplify and Forward Cooperation

The AF protocol presented here is comparatively simple. Due to reciprocity of the

channel, we assume that the channel between user i and user j is the same as channel

between user j and user i. We further assume that the inter-user channel SNR is the same

as the SNR of the channel between users and the base station, i.e., we assume perfect power

control. The base station is assumed to have knowledge of the inter-user channel fading

coefficients. The protocol works as follows. Each user receives other user’s data over a noisy

channel. The received data is a corrupted version of the transmitted data. Each user then

forwards this noisy received signal from the previous time slot to base station along with

its own data at the current time slot. The authors in [2] provide an expression for the gain

with which the relay terminals should amplify the received signal before forwarding it. The

value of this gain is dependent upon the fading coefficient between the source and relay.

This requires channel estimation at the relay node. We use unity gain for simulations. Table

4.2 contains the description of data symbols sent from two users in one two-user sharing

Time Slot User1 User 2

0 b1[1] b2[1]
1 b1[2] + α12(b2[1] + n1) b2[2] + α12(b1[1] + n2)
2 α12(b2[2] + n3) α12(b1[2] + n4)

Table 4.2: Symbol transmissions from different users in different time slots for two-user AF
sharing protocol.
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group where α12 is the complex Gaussian channel gain of the inter-user channel. Similar

description can be given for three-user AF scheme.

4.6 Simulation Results
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Figure 4.4: BER and diversity performance of two-user DF sharing in synchronous and
asynchronous uplink environments. The BER curve for the Sendonaris protocol is plotted
for comparison, as is the performance of maximum-ratio combining with 2 antennas (MRC
2).

We use random spreading codes of length 8. The normalized total transmit power of

each user during each time slot is 1. We assume perfect channel knowledge to be available

at the base station. Fig. 4.4 illustrates the BER performance of the two-user DF sharing

scheme in synchronous and asynchronous uplink environments. The Sendonaris protocol

performance, along with maximum-ratio combining (MRC) with two antennas, are provided

for comparison purposes. There are variations of Sendonaris’ protocol, depending upon the

duration of cooperation. For Sendonaris’s protocol, the rate of the system decreases but the

diversity gain increases as the cooperation period increases. Thus there exists a rate-diversity

gain trade-off for his schemes. For comparison purposes, we consider a version where users in
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Figure 4.5: Throughput performance of two-user DF sharing in synchronous and asyn-
chronous uplink environments. The throughput curve for the Sendonaris protocol and no
sharing is plotted for comparison.

the system fully cooperate, giving full diversity gain (diversity order =2), but operate at rate

= 1/2. All curves indicate, via a comparison with the slope of maximum-ratio combining,

that full diversity is achieved. It can be seen that, when delays are uniformly distributed

in the range [0, Ts], two-user sharing scheme suffers from approximately 1 dB SNR loss as

compared to synchronous case but it still provides full diversity gain with a linear receiver.

Fig. 4.5 illustrates the normalized throughput performance of the two-user DF protocol,

along with Sendonaris and no-sharing. Throughput is specified by the number of successfully

received information bits per transmission. Normalized throughput, Th, is calculated by

using equation (3.11) where we use M = 256 as the packet size. The achievable throughput

mainly depends on the BER and the rate of the system. For very low values of BER (and

hence, at high SNRs), throughput is large and as can be observed from the equation (3.11),

is only limited by the rate R. As discussed before in this chapter, the proposed sharing

schemes operate in full-duplex mode where each cooperating user transmits a new symbol

every time slot. Hence the rate of the system is limited to 1, in synchronous environments3.

3It is possible to increase the rate of the system (R > 1) using BLAST techniques, where M symbols



Chapter 4 Multiuser DF Sharing Schemes with Perfect Inter-User Channels 49

0 2 4 6 8 10 12 14 16 18 20

10
−6

10
−5

10
−4

10
−3

10
−2

Eb/No (dB)

B
E

R

3−user DF : async. casae
3−user DF : sync. case
MRC 3

Figure 4.6: BER performance of three-user DF sharing in synchronous and asynchronous up-
link environments. The BER performance of maximum-ratio combining with three antennas
(MRC 3) is provided for comparison.

If we assume asynchronous channels, then due to zero padding between the data packets,

the rate will be less than 1. Therefore, the throughput for the sharing schemes discussed in

this chapter is limited to 1. The proposed protocols can operate at full rate in a synchronous

uplink (R = 1) giving full diversity simultaneously and hence does not exhibit a trade-off

between rate and the diversity gain. In asynchronism, the two-user protocol operates at

R = 3/4 while the three-user protocol operates at R = 6/7 due to zero padding between

packets. No-sharing always operates at R = 1 and the full-diversity version of the Sendonaris

protocol operates at R = 1/2. Notice that the proposed schemes outperform Sendonaris and

no-sharing for all SNRs of interest. We also see that all sharing curves indicate higher

throughput performance than is obtained for no-sharing, at least for low and moderate SNR

values. The maximum achievable throughput using two user sharing scheme in asynchronous

case is 0.75 (considering one block of data to be consisting of transmission over three time

slots), since we use zero padding after each block of data. It is possible to increase this rate

without using zero padding technique, but this may lead to SNR loss. Also it is seen that, at

could be transmitted every time slot, but is not the topic of interest here.
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Figure 4.7: Throughput performance of two-user and three-user DF sharing in synchronous
and asynchronous uplink environments. Also included is the throughput performance with-
out sharing.

high SNRs, the two user sharing scheme operating in asynchronous communication systems

has better throughput performance than Sendonaris’s protocol operating in synchronous

communications.

Figures 4.6 and 4.7 provide similar simulation results for three-user sharing using a dis-

tributed version of the Alamouti space-time block code. Here, a comparison is made with our

two-user DF protocol since the Sendonaris protocol is not generalizable to more than 2 users.

It shows that the three-user sharing protocol performs better than the two-user sharing pro-

tocol in both the synchronous and asynchronous situations. BER and throughput curves for

AF sharing appear in Figures 4.8 and 4.9, respectively. As the number of cooperating users

in the system increases, the AF protocol shows degradation in performance, indicating that

our receiver design is not effective for more than two user AF sharing. Also, results show

that , when perfect bit estimates are available at the user side and all the communication

links between users and a base station have the same SNR, DF protocol works better than

the corresponding AF protocol. Clearly, under the present system constraints, DF uniformly

outperforms AF. Both DF and AF protocols offer advantages over no sharing in the system.
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Figure 4.8: BER performance of two-user and three-user AF sharing in a synchronous uplink.
The performance of maximum-ratio combining with 1 and 2 antennas is also included for
comparison.
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Figure 4.9: Throughput performance of two-user and three-user AF sharing in synchronous
uplink. Also included is the throughput performance achieved without sharing.



Chapter 4 Multiuser DF Sharing Schemes with Perfect Inter-User Channels 52

We note in passing that AF protocols can also be space-time coded, which may lead to

different conclusions.

4.7 Conclusion

In this chapter, we developed new multiuser sharing protocols for diversity and through-

put enhancement in an asynchronous cellular uplink. The DF schemes provide near ML per-

formance, including full diversity and significant throughput improvements over no-sharing

and existing schemes, e.g., Sendonaris et al, under low-complexity linear joint multiuser

detection and space-time decoding. The proposed schemes can easily be extended to coop-

erating user groups of any size using orthogonal or non-orthogonal space-time block codes.

An AF protocol was also simulated for comparison purposes and was found to be uniformly

inferior to the DF protocols under the system constraints provided. But in the situations

where perfect bit estimates are not available at the user side and when there exists some

power control technique, it may be possible for AF protocol to work better than the DF

protocol. The issue of imperfect inter-user channels will be addressed in the next chapter.
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Chapter 5

Multi-User DF Sharing Schemes with

Noisy Inter-User Channels

Cooperative relaying, whereby source nodes multicast a message to a number of helping

(cooperating) nodes which in turn resend a processed version of the received signal to the

intended destination node, is the most promising architectural upgrade from the conven-

tional multi-antenna systems. It offers advantages such as radio range extension in cellular

networks and acts as a means to reduce infrastructure deployment costs and enhance capac-

ity of the network. In the last chapter, new cooperative diversity strategies for the cellular

uplink were presented, along with an appropriate receiver design and simulation results that

demonstrated significant performance gains over existing multiuser cooperative strategies. In

the previous chapter, we assumed inter-user channels with high signal-to-noise ratio whereby

cooperating users were able to decode other user’s data successfully. We need to check the

performance improvements due to cooperation between users when more realistic constraints

are posed. In this chapter, we consider practical noisy inter-user channels. Cooperative di-

versity with noisy inter-user channels has been studied in [7]. Authors in [7] consider the

case when the cooperating partners are equipped with more than one antenna. They con-

sider a situation where upon unsuccessful reception, partners notify the source about it and

the source then transmits the rest of the data instead of relaying on cooperation from its

partner. In [8], authors perform asymptotic analysis of cooperative space-time coded system

1Part of the material presented in this chapter has been accepted in[46] and it also appears in [47]
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in order to determine the achievable diversity gain through cooperative space time coding

for various inter-user channel qualities. But the prior work is restricted to only two-user

sharing and synchronous communication environments and does not specify the receiver

structure. In this chapter, we evaluate the performance of multi-user DF sharing schemes

in the presence of imperfect inter-user channels, considering asynchronous communication

scenario. We provide an adaptive receiver structure and additional bit-error-probability and

throughput simulations for more practical, noisy inter-user channels. We will see that the

two-user sharing scheme fully exploits available diversity with inter-user demodulation errors

as high as 0.1% using linear joint space-time decoding and multiuser detection.

5.1 System Model

Similar to the last chapter, we consider a BPSK modulated CDMA cellular uplink con-

sisting of cooperating users that are grouped by higher layer protocol. All mobile units

including the base station are equipped with a single antenna and asynchronous communica-

tion is assumed. We assume a system with cyclic redundancy check (CRC) coding for error

detection at the mobile units. Cooperating users in the system receive data from the source.

They perform CRC check to determine if the received frame is in error. We model our system

such that cooperating users do not forward frames that contain errors. Fixed decode and

forward protocols (or demodulate and forward protocols, where users forward the decoded

data without CRC check) are not enough to achieve diversity gains because incorrect de-

cisions by cooperating users propagate to the destination. A performance improvement is

obtained if helping nodes never forward frames in error.

We use zero padding between successive frames of data to avoid inter-block interference.

The spreading codes provide processing gain N and they are not assumed orthogonal unlike

previous related works [5], [6]. The AWGN noise power is σ2 and we assume perfect power

control so that the Rayleigh flat-fading channels between users and the base station are

assumed statistically identical. But we examine the effect of inter-user channel quality vari-

ation on the BER and hence diversity performance. Channel state information is obtained

at the base station through adaptive channel estimation at the base station receiver. Also,
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the channel is assumed to be slowly varying. Linear joint MMSE multiuser detection and

space-time decoding is then performed at the receiver as discussed in Chapter 4. Simulation

results indicate that although an expected SNR loss is incurred, there is no loss in diversity

gain using the adaptive structure or due to inter-user errors, as long as the inter-user BER

is less than 0.04.

5.2 Two-User Decode and Forward Cooperation

Here we consider a K-user system where the users have been grouped into pairs for uplink

transmission. In each time slot, each user transmits its own data on its spreading code. It

performs a CRC check on its partners previous data (data received in the previous time

slot). If the frame has been received without any error, then it also transmits its partner’s

previous data on that user’s spreading code, otherwise it just discards the partner’s data.

Thus, symbols transmitted from two users during the n-th time slot are

User 1: b1[n]s1 + β1b2[n− 1]s2

User 2: b2[n]s2 + β2b1[n− 1]s1

where, bj[i] is the symbol transmitted from user j at time slot i and sk is the signature

waveform of user k. β1 and β2 are the Bernoulli random variables having values 0 or 1 and

they represent the user’s decision (made via CRC check) on forwarding partner’s data.

5.3 Three-or-More User Decode and Forward Cooper-

ation

Here, we develop a specific protocol for three or more users that makes use of space-time

block codes [24, 25]. As an example, we consider a K user system whose users have been

assigned to groups of three. Similar to the two-user protocol, each user sends its own new

data in every time slot. Simultaneously, upon successful decoding, each user transmits the

other users’ previous data using a distributed space-time block code. In particular, if user 1

is able to estimate users 2 and 3’s data, it will form a space time code with user 2 to send

user 3’s previous data and user 1 will also form a space time code with user 3 to send user
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Time Slot User1 User 2 User 3

0 b1[1] b2[1] b3[1]
1 b1[2] b2[2] b3[2]
2 β1b2[1], β2b3[1], b1[3] β3b1[1], β4b3[2], b2[3] β5b1[2], β6b2[2], b3[3]
3 −β7b2[2],−β8b3[2], b1[4] −β9b1[2], β10b3[1], b2[4] β11b2[1], β12b1[1], b3[4]
4 β13b2[3], β14b3[3] β15b1[3], β16b3[4] β17b1[4], β18b2[4]
5 −β19b2[4],−β20b3[4] −β21b1[4], β22b3[3] β23b2[3], β24b1[3]

Table 5.1: Symbol transmissions from different users in different time slots for three-user DF
sharing protocol assuming noisy inter-user channel.

2’s previous data. If user 1 is not able to decode either user 2’s or user 3’s data successfully,

it will not transmit that user’s data during the appropriate time slot of the space-time code.

For three-user sharing, we make use of popular Alamouti space time code for the same

reasons as explained in the last chapter.

Table 5.1 contains a description of the data sent from each of the three users in one

three-user sharing group, assuming one frame of data consists of four symbols from each

user transmitted over six time slots.

In the above table, βn’s, n ∈ N are the Bernoulli random variables having values 0 or 1

and they represent the user’s decision (made via CRC check) on forwarding partner’s data,

similar to two-user sharing case.

5.4 Receiver Design

The receiver structure proposed in Chapter 4 consists of a signal-independent non-linear

component (a complex conjugator) and a linear MMSE joint space-time decoder and mul-

tiuser detector. Results presented in Chapter 4 indicate that full diversity can be achieved

for asynchronous transmission, assuming perfect knowledge of the channel matrix at the

base station. In this chapter, we present adaptive receiver structure. Since cooperating

users make random estimation errors in the data frames they forward and the base station

can not have the knowledge of the errors or the inter-user channels, adaptive receiver struc-

tures play a crucial role in situations where inter-user channel is not perfect. We consider

adaptive receivers comprising channel estimation method. The estimation of the channel
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involves estimation of channel delays and channel attenuation factors. These techniques can

be broadly divided into two categories: (1) Blind channel estimation, (2) Training based

channel estimation approach. Blind channel estimation techniques involve estimating chan-

nels using only the received signal. They have the advantages of being bandwidth efficient

and robust to fast fading. We note that not all blind channel estimation techniques are

robust to fast fading, e.g., blind techniques based on high-order statistical methods (due to

their long convergence time). But there exist blind techniques for channel estimation that

require a very few data samples as compared to training based methods for the estimator

to converge (e.g. channel estimation based on deterministic approach, instead of statistical

approach), making them attractive in fast fading channel conditions. Because the effective

channel matrix seen by the base station includes the effects of the inter-user channels and

products of random variables, conventional blind channel-estimation techniques may not ap-

ply. Here, we present an adaptive structure based on existing channel estimation schemes

using periodically-inserted pilot symbols.

Training based schemes are composed of two phases: (i) Training phase and (ii) Data

Transmission phase. The data sent during the training phase is known at the receiver while

it is unknown during the data transmission phase. Suppose Ttrain denotes the time required

to train the system and Tdata represents the time devoted to actual data transmission. It

is clear that increasing Ttrain improves the quality of the channel estimate. But if more

time is spent in the training process, then little time is set aside for data transmission.

Allowing small training period degrades the quality of the channel estimates but that can

be counterbalanced by increasing the training symbol power. The authors in [48] found the

optimal solution for training interval in terms of number of transmit and receive antennas,

SNR at the receivers and the coherence time of the channel where they assume training and

data powers to be variable.

In many training based receivers, the received signal and the known training sequence is

used to detect actual data symbols without explicitly forming a channel estimate. In other

types of receivers which are training based, the estimated channel is often considered as if it

were a true channel and is then used to form a detector. From equation (4.10), we know that

the discrete time received signal model at the base station for K-user decode and forward



Chapter 5 DF Sharing Schemes with Noisy Inter-User Channels 58

schemes can be written in the form

y = Hs + n (5.1)

where H , a function of the spreading codes, the channel gains and the random data forward-

ing decisions of the cooperating users, is the effective channel matrix, s is the BPSK symbol

vector and n ∼ Nc(0, σ
2I). If we consider the first training based approach where channel

is not estimated explicitly, then using Wiener-Hopf equation, the linear MMSE detector is

given by [49]

W = R−1P (5.2)

where R , E{yyH} is the auto-correlation matrix of the received signal and P , E{ysH} is

the cross-correlation between desired response and the received signal. The receiver replaces

the expectations in the above formulae with time averaging operation.

The other training based approach explicitly estimates the channel and then uses channel

estimates to form a detector. Fig. 5.1 compares two training based methods for detection

of transmitted data. It can be observed that the training based approach which estimates

the channel explicitly has better BER performance in terms of SNR gain as compared to

other method in which training sequence is used for joint channel estimation, multiple access

interference suppression and space time decoding, although diversity performance remains

the same.

For the reasons explained, we deal with the training based channel estimation problem

where data and training powers are the same. We assume that a known sequence of training

symbols is available. Before start of actual transmission of information, the source sends

training sequence over the fading channel. Assuming coherence time (Tcoh) of the channel

to be greater than the training period and the actual transmission period, the base station

receiver estimates the channel because it has the knowledge of training symbols. Since the

channel model is a block fading channel model, we assume that the channel estimation (via

training) and data transmission is done within the interval Test (Test < Tcoh), after which

new training allows us to estimate the channel for next block of data (Test symbols) and so

on. The estimate of the effective channel matrix H using least square method is then given

by [50]
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Figure 5.1: Performance comparison of two training based methods. Three-user sharing
protocol operating in synchronous environments with 4% demodulation error is considered.

Ĥ = R̂ys R̂
−1

ss (5.3)

where,

R̂ys =
1

N

∑
N

ysH (5.4)

is the sample cross-correlation matrix between the transmitted signal vector and the received

signal vector.

and

R̂ss =
1

N

∑
N

ssH (5.5)

is the sample auto-correlation matrix of transmitted signal vector. The proof of the

channel estimation problem appears in the Appendix D.

The estimated channel is then used to form a detector given in (4.14). The adaptive

receiver thus involves training the system first and hence there is a loss in rate (because
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training symbols do not carry any information). This type of receiver is useful when the

channel is slowly varying.

5.5 Simulation Results

We present simulation results for our two and three user sharing protocols operating in

synchronous as well as asynchronous uplink with inter-user demodulation errors.
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Figure 5.2: BER performance of three-user DF sharing in a synchronous uplink. The perfor-
mance of maximum-ratio combining with 2 and 3 antennas is also included for comparison.

The base-station receiver operates in batch adaptive mode. It uses a set of 150 frames

of data to estimate the effective channel, forms a detector using the channel estimates and

then applies the detector to data frames. Increasing the number of frames for training to

obtain a channel estimates reduces the SNR loss relative to the case of perfectly known

channel. The number of frames used to estimate the channel does not affect the diversity

performance of the system. The results are included for a perfectly known channel and for

an estimated channel. For all simulations, we assume that the channels between each user

and the base station have the same average SNR. We use random spreading codes of length

8. The normalized total transmit power of each user during each time slot is 1.
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Figure 5.3: Throughput performance of three-user DF sharing in a synchronous uplink. The
performance of AF protocol is also included for comparison.
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Figure 5.4: BER performance of three-user DF sharing in asynchronous uplink. The perfor-
mance of maximum-ratio combining with 2 and 3 antennas is also included for comparison.
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Figure 5.5: Throughput performance of three-user DF sharing in asynchronous uplink.
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Figure 5.6: BER performance of two-user DF sharing in a synchronous uplink. The perfor-
mance of maximum-ratio combining with 1 and 2 antennas is also included for comparison.
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Figure 5.7: Throughput performance of two-user DF sharing in a synchronous uplink. The
performance of AF protocol is also included for comparison.
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Figure 5.8: BER performance of two-user DF sharing in asynchronous uplink. The perfor-
mance of maximum-ratio combining with 1 and 2 antennas is also included for comparison.
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Figure 5.9: Throughput performance of two-user DF sharing in asynchronous uplink.

Fig. 5.2 shows the BER performance of three-user DF protocol operating in a syn-

chronous cellular uplink. The BER curves are plotted for various inter-user channel qualities.

It can be seen that when the demodulation error at the cooperating user side is as high as

0.1%, full diversity (MRC-3 performance) can be achieved. 4% error causes the diversity per-

formance to degrade to MRC-2 performance. When the error is 25%, the three-user sharing

scheme still provides diversity gain of 2 but it suffers from an SNR loss as compared to the

case when error is 4%. Performance of three-user AF protocol is also plotted for comparison.

It can be seen that AF protocol provides the same diversity gain as DF protocol with 25%

demodulation error, but suffers from a significant SNR loss.

Fig. 5.3 illustrates the normalized throughput performance of the three-user DF pro-

tocol in synchronous environments, along with no-sharing. Normalized throughput, Th, is

calculated using (3.11) with M = 256 as the packet size. Increasing the packet size here

degrades the throughput performance of the system. The protocol operates at full rate (R

=1) in synchronous uplink. AF protocol offers better throughput than only no-sharing case.

Fig.5.4 illustrates the BER performance of three-user sharing scheme in asynchronous
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communication system. It is seen that the diversity performance in this case is the same

as that obtained in case of synchronous communication environments except with the SNR

loss.

Fig. 5.5 indicates the throughput performance of three-user DF sharing scheme consid-

ering in asynchronous communications. The maximum throughput in this case is limited by

6/7 due to zero padding between frames.

Figs. 5.6 and 5.7 show the BER and throughput performance of two-user sharing scheme

operating in synchronous manner. For two-user sharing protocol operating in synchronous

environments, almost full diversity (MRC-2 performance) is obtained with demodulation

errors up to 4 %. No diversity gain can be extracted using two-user cooperative diversity

sharing protocol if the inter-user channel is bad enough to cause errors ≥ 25%. In contrast

to three-user sharing protocol, AF protocol has more diversity gain (diversity order =2) than

the corresponding DF protocol when inter-user channel introduces 4% demodulation error.

Figs. 5.8 and 5.9 present the BER and throughput performances of two-user sharing in

the presence of asynchronism. In this case, two-user protocol operates at R = 3/4. The

BER Performance of two-user sharing protocol in asynchronous communications is the same

as the corresponding performance in synchronous case in terms of the diversity gain but it

shows SNR loss when compared to the synchronous case.

From all the simulations results, it can be seen that as the percentage demodulation error

at the cooperating user side increases, two-user and three-user sharing schemes show loss

in both the diversity and also SNR loss. It is also seen that by employing batch-adaptive

algorithm for channel estimation, little performance degradation in terms of SNR loss (1dB)

is incurred as compared to the case where perfect channel estimates are available. But there

is no loss in diversity using adaptive receiver design.

5.6 Conclusion

Because of random decision errors introduced by cooperating users, channel estimation

plays an important role in the receiver design when we consider noisy inter-user channels.

It is seen that by employing batch-adaptive algorithm for channel estimation and by using
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these channel estimates to form a detector for joint multiple access interference suppression

and space-time decoding, little performance degradation in terms of SNR loss (1 dB loss) is

incurred as compared to the case where perfect channel estimates are available. But there is

no loss in diversity using the adaptive structure. Also, both two-user and three-user sharing

schemes suffer from loss in the diversity order as the percentage error at the mobile units

increases.
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Chapter 6

Information Outage Probability

Analysis

In the previous chapters, new cooperative diversity strategies for an asynchronous cellular

uplink were presented, along with an appropriate receiver design and simulation results that

demonstrated significant throughput performance gains over existing multiuser cooperative

strategies. We considered practical cases such as asynchronous communications scenarios and

the presence of noisy inter-user channels. In this chapter, we will provide an information-

theoretic outage probability analysis based loosely on the approach in [37].

In [37], the authors analyze repetition-based and space-time coded cooperative diversity

using outage probability (where outage probability is the probability that the achievable rate

falls below a certain threshold) as a performance measure. One of the limitations of their

work is the following. The authors consider a medium access control protocol that requires

time orthogonal transmissions between source-destination and relay-destination channels,

limiting the bandwidth efficiency. As described in the previous chapters, our system makes

use of CDMA to separate symbol streams rather than orthogonal time slots. So the contri-

bution of this chapter is an investigation of which use of bandwidth provides better outage

probability. We will see that the proposed sharing schemes which operate in an asynchronous

communication environments at full rates offer significantly lower outage probabilities than

that have been previously achieved.

1Part of the work presented in this chapter has been accepted in [46]
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Since we are comparing our scheme with the protocols given in [37], we duplicate some

of their work in this chapter. We will only present important results for repetition-based

and space-time coded protocols from [37] and then we will present the outage probability

expression for our space-time coded scheme which we will refer to as multi-user (with three

or more users) cooperation scheme. Also, the basic concepts from information theory can be

found in Appendix E.

6.1 Outage Events and Outage Probability

Consider a single-user wireless system where the transmitter and the receiver has a single

antenna. We focus on a scenario in which channel information is available at the receiver

but not at the transmitter. The discrete time signal model can be written as

y[i] = ax[i] + n[i] (6.1)

where y[i] and x[i] represent the received and the transmitted signals respectively and a is

the fading parameter. When the noise n[i] is complex Gaussian with variance N0, and x[i]

has a power constraint P, the mutual information between the transmitter and the receiver

has the form

I = log

(
1 +

|a|2P
N0

)
. (6.2)

As can be observed from the above formula, the average mutual information is a function

of fading parameters and hence is a random variable. Thus it is possible that for certain

channel realizations, the mutual information is below some fixed required spectral efficiency

R i.e.,

log

(
1 +

|a|2P
N0

)
< R. (6.3)

The event (I < R) is referred to as an information outage event. The probability of outage is

thus Pr[I < R]. We will use the same notion of outage probability throughout this chapter.
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6.2 System Model

Here we briefly mention the system model that is applicable to Laneman’s protocols

(repetition based protocol and space-time coded protocol) [37], and our proposed sharing

schemes (multi-user cooperation schemes). Other design parameters specific to multi-user

cooperation schemes will be quoted in the later section. Consider a wireless network with

m cooperating terminals where each terminal has information to transmit to the same des-

tination. The analysis provided here mainly deals with decode and forward cooperation.

Further details of channel model and SNR parameterizations can be found in [37]. The

received signal at any terminal or at the receiver has the form,

y[n] = ai,j x[n] + z[n] (6.4)

where ai,j are zero mean complex Gaussian random variables with variances 1/λi,j. We note

that the magnitudes |ai,j| are Rayleigh distributed and |ai,j|2 are exponentially distributed

with parameter λi,j.

6.3 Laneman’s Repetition-Based Cooperative Diver-

sity Protocol

The wireless network considered here consists of m users, each transmitting information

to a single destination, using m − 1 terminals as relays. Due to symmetry of channel allo-

cations, the case of a single source transmitting to a single destination using m − 1 relays

is considered. In Laneman’s repetition based protocol, source broadcasts a message. The

message is received by the cooperating relays as well as the destination. Relays that could

decode the information repeat the source message on orthogonal subchannels. The relays

experiencing high mutual information toward source are considered to be decoding relays

(i.e., the mutual information between the source and the decoding relays is above some fixed

spectral efficiency). Each of the relays here employ the same Gaussian codebook. Hence we

have diversity combining effect. Also, transmission between source and destination utilizes

a fraction 1/m of the total degrees of freedom2 in the channel. The mutual information (in

2The notion of degrees of freedom is explained in Appendix E.
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bits/sec/Hz) between source and destination conditioned on decoding set D(s) is

Irep =
1

m
log


1 + SNR|as,d|2 + SNR

∑

r∈D(s)

|ar,d|2

 (6.5)

where SNR = mPc/N0W = P/N0, where Pc is the continuous time power constraint and

W is the total bandwidth. The factor m appears in the formulation of SNR since each

terminal transmits in fraction 1/m of the available degrees of freedom for repetition-based

cooperative diversity. The realized mutual information between source and relay for i.i.d

complex Gaussian codebook is

1

m
log

(
1 + SNR|as,r|2

)
(6.6)

The probability that the mutual information between source and destination falls below

some fixed spectral efficiency R (also called as outage probability) is [37]

Pr[Irep < R] ∼
[
2mR − 1

SNR

]m

×
∑

D(s)

λs,d ×
∏

r∈D(s)

λr,d

∏

r/∈D(s)

λs,r × 1

|D(s) + 1|! . (6.7)

The above expression gives a high SNR approximation to outage probability.

6.4 Laneman’s Space-Time Coded Cooperative Diver-

sity Protocol

Laneman’s space-time coded protocol operates in a similar manner as his repetition-

based protocol, except that all relays transmit simultaneously on the same subchannel using

a space-time code. Hence this protocol has better bandwidth efficiency than repetition-

based algorithm. Each cooperating terminal transmits in 1/2 the total degrees of freedom

in the channel. There are two parallel channels, one from source to destination and another

from decoding relays to destination. Hence code combining effect gives mutual information

between source and destination conditioned on decoding set D(s) to be

Istc =
1

2
log

(
1 +

2

m
SNR|as,d|2

)
+

1

2
log


1 +

2

m
SNR

∑

r∈D(s)

|ar,d|2

 . (6.8)

3logarithms in this chapter are taken to base 2.
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The realized mutual information between source and relay for i.i.d complex Gaussian

codebooks is

1

2
log

(
1 +

2

m
SNR|as,r|2

)
. (6.9)

Using high-SNR approximation, the expression for outage probability is obtained as [37]

Pr[Istc < R] ∼
[

22R − 1

2SNR/m

]m

×
∑

D(s)

λs,d ×
∏

r∈D(s)

λr,d

∏

r/∈D(s)

λs,r × A|D(s)|(2
2R − 1) (6.10)

where

An(t) =
1

(n− 1)!

∫ 1

0

wn−1(1− w)

(1 + tw)
dw. (6.11)

6.5 Multi-user Cooperation Scheme

Our proposed multi-user scheme offers advantages over Laneman’s repetition-based and

space-time coded protocols because it operates at full rate. The scheme is explained in

detail in Chapter 4. CDMA implementation for this scheme allows all cooperating terminals

to simultaneously transmit in the same frequency band. Full duplex transmission was also

assumed. Here we will see that the performance is only limited by the cross-correlation

properties of the spreading codes and that the bandwidth efficiency is superior to Laneman’s

protocols.

For simplicity, we present a more general signal model. Later we will see that we can

extend this to more specific signal model given in Chapter 4. In general, with CDMA imple-

mentation, the received signal model (at the cooperating nodes and also at the destination)

can be written as

r = Hs + n (6.12)

where r is the received signal vector, H a function of spreading codes and channel gains is

the effective channel matrix, s is a symbol vector and n ∼ Nc(0, σ
2I). This can further be

written as

r = H̃αs + n (6.13)
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where H̃ is a function of spreading codes and α is a structured matrix where each row has

only one non-zero element (typically it is a diagonal matrix) and is a function of only channel

gains. We will show in the Appendix F that our specific three-user sharing scheme signal

model can also be represented as (6.13). We apply decorrelating multi-user detector, so that

r1 = H̃
H

r (6.14)

= H̃
H

H̃︸ ︷︷ ︸
R

αs + H̃n (6.15)

Then,

d = R−1r1 (6.16)

= αs + v (6.17)

where v ∼ Nc(0, σ
2R−1). Since α is a special structure matrix with exactly one non-zero

term in each row, denoting these terms by ai,j, we can split the above matrix-vector model

into separate linear equations of the form

d[i] = ai,js[i] + v[i]. (6.18)

Thus the specified use of decorrelating multiuser detection at the base station effectively

transforms the resulting vector channel into K (the number of users) parallel scalar AWGN

channels, where the MAI and ISI is manifested as increased background noise [51]. Note

that the cooperating terminals utilize all the available degrees of freedom in the channel.

Because of the decorrelation process, the effective SNR is now SNR/R−1. Hence the mutual

information between source and destination conditioned on decoding set can be given by

Imulti−user = log

(
1 +

SNR

m[R−1]1,1

|as,d|2
)

+ log


1 +

SNR

m

∑

i=r∈D(s)

|ar,d|2
[R−1]i,i


 . (6.19)

The realized mutual information between source and relay has the form

log

(
1 +

SNR

m[R−1]s,r
|as,r|2

)
. (6.20)

The decoding set probability is given by

Pr[D(s)] ∼
[

2R − 1

SNR/m

]m−D(s)−1

×
∏

r/∈D(s)

λs,r. (6.21)
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Again, using high-SNR approximation, we can write an expression for outage probability

as

Pr[Imulti−user < R] ∼
[

2R − 1

SNR/m

]m

×
∑

D(s)

λs,d[R
−1]1,1 ×

∏

i=r∈D(s)

λr,d[R
−1]i,i (6.22)

×
∏

j=r/∈D(s)

λs,r[R
−1]j,j × A|D(s)|(2

R − 1)

To arrive at the above result, we follow the similar procedure as given in [52] with some

modifications, which we describe here. In addition to the analytical results discussed in [37],

we make use of the following identities while deriving (6.22).

• Let uk, k = 1, 2, . . . , m be positive, independent exponential random variables with

lim inf
ε−→0

puk
(εu) ≥ λk (6.23)

where λk’s are the parameters.

and suppose we have tk = uk

ck
, ck’s being some constant. Then

lim inf
ε−→0

ptk(εt) ≥ ckλk (6.24)

• If tk, k = 1, 2, . . . , m be positive, independent random variables with

lim inf
ε−→0

ptk(εt) ≥ ckλk (6.25)

Then

lim
ε−→0

1

εm
Pr

[
m∑

k=1

tk < ε

]
=

1

m!

m∏

k=1

λkck (6.26)

The proof of (6.22) is akin to [37]. A sketch of a proof appears in the Appendix G.

Observe that the [R−1]k,k factors in the final expression of outage probability indicate the

effect of multiple access interference. As the spreading codes of large cross correlation values

are assigned to users, the performance becomes worse. But these terms occur inside the

log function in the expression for mutual information, while in case of Laneman’s protocols,

the penalty (due to the fraction of total degrees of freedom in the channel occupied by

the cooperating terminals ) accours outside the log function in the expression for mutual

information. We will see that with moderate cross-correlation values of spreading codes,

the multi-user cooperation schemes outperform Laneman’s protocols in terms of the outage

probabilities.
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6.6 Sendonaris’s Cooperation Scheme

We also compare outage probability expression for multi-user cooperation scheme with

the existing two-user cooperation scheme explained in [5]. Some of the limitations of

Sendonaris’s cooperation protocols are: (a) It is a two-user cooperation protocol with CDMA

implementation and is not generalizable to more number of cooperating users. (b) Authors

assume orthogonal spreading codes and synchronous communication which are not practi-

cal to achieve. In Chapter 4, we compared our two-user sharing scheme with Sendonaris’s

two-user protocol taking into account the bit-error-rate and the throughput as performance

measures. In this section, we extend the comparison considering outage probability as a

performance measure. Since there are variations of Sendonaris’s protocols, for comparison

purposes, we consider rate-half cooperation scheme.

6.6.1 Case I

If we consider, exactly the same assumptions of orthogonal codes and synchronous com-

munication as stated in [5] and the half rate version of Sendonaris’s protocol (for which we

have also presented BER and throughput results in previous chapters), we can say that co-

operating terminals transmit in half the available degrees of freedom. Hence, in this case, we

get exactly the same outage probability expression as in the case of Laneman’s space-time

coded cooperative diversity protocol.

Pr[ICase−I < R] ∼
[

22R − 1

2SNR/m

]m

×
∑

D(s)

λs,d ×
∏

r∈D(s)

λr,d

∏

r/∈D(s)

λs,r × A|D(s)|(2
2R − 1) (6.27)

The cooperation protocol given in [5] is a half duplex protocol and assumptions of syn-

chronous communication in addition to orthogonal spreading codes eliminates the multiple-

access interference and hence it is very similar to transmitting in different subchannels as in

[37]. We can say that Laneman’s space-time coded scheme with m = 2 and Sendonaris’s two-

user cooperation scheme are equivalent because eventually terminals occupy same number

of degrees of freedom in the system.
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6.6.2 Case II

Here, we consider a two-user scheme given in [5] under more realistic assumption of asyn-

chronous communication and/or non-orthogonal spreading codes. If we assume asynchrnous

communications, then even orthogonal spreading codes lose their orthogonality. Thus the

assumption of asynchronous communication indirectly takes into account the consequence

of using non-orthogonal spreading codes. The result is the presence of multiple-access inter-

ference. The signal model is now the same as presented in the last section where R−1 terms

indicate the effect of multiple access interference. The expression for outage probability in

this case can be expressed as

Pr[ICase−II < R] ∼
[

22R − 1

2SNR/m

]m

×
∑

D(s)

λs,d[R
−1]1,1 ×

∏

i=r∈D(s)

λr,d[R
−1]i,i (6.28)

×
∏

j=r/∈D(s)

λs,r[R
−1]j,j × A|D(s)|(2

2R − 1)

Again, as stated in the last section, R−1 has a detrimental effect on the outage probability

performance of the system.

6.7 Results

We plot outage probability curves taking into account spreading codes with various cross-

correlation values. To provide baseline performance comparison results, we consider corre-

lation matrix R as having diagonal values equal to unity and off-diagonal elements being

equal to ρ.

It can be seen that the outage probability performance of multi-user sharing scheme de-

grades as the spreading codes with large cross-correlation properties are assigned to users.

But with moderate cross-correlation values of spreading codes, multi-user sharing scheme

offers better performance than Laneman’s repetition-based and space-time coded protocols

in terms of the outage probability. Note that, since our distributed multi-user cooperation

scheme is based upon CDMA implementation and also operates at full rate, performance is

only limited by multiple-access interference. We observe that the effective SNR for multi-user

cooperation scheme is SNR/[R−1]. The SNR(effective) term appears inside the log(·) function
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of mutual information expression. In Laneman’s protocols, since transmission between source

and destination does not utilize all available degrees of freedom in the channel, the penalty

occurs outside the log(·) function in the formula for mutual information which has promi-

nent degradation effect on the outage probability performance as compared to multi-user

cooperation scheme.
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Figure 6.1: Outage probability performance of multi-user cooperation scheme for network
size of m (number of users)=5. ‘rho’ indicates the cross-correlation between spreading codes.
Outage probability for Laneman’s repetition-based and space-time coded cooperative diver-
sity protocols is also plotted for comparison for same network size.

Outage probability performance for various network sizes and ρ = 0.7 is plotted in

Fig.6.2. The performance of multi-user cooperation protocol with ρ = 0.7 is very close to

that obtained by using random codes, hence we chose ρ = 0.7 for plotting outage probability

results in Fig. 6.2.

Also, it can be seen that multi-user cooperation scheme shows significant performance

improvement over Laneman’s space-time coded scheme as number of cooperating terminals

increases. Fig. 6.3 compares performance of multi-user cooperation scheme (with m = 2)

with Sendonaris’s two-user sharing scheme in the presence of multiple-access interference.

Multi-user cooperation scheme shows performance improvement in terms of the outage prob-
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Figure 6.2: Outage probability performance of multi-user cooperation scheme (black color)
for network size of m = 2, 3, · · · , 9 and ρ = 0.7. Outage probability for Laneman’s repetition-
based (blue color) and space-time coded (red color) cooperative diversity protocols is also
plotted for comparison for same network size.
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Figure 6.3: Outage probability performance comparison of multi-user cooperation scheme
for network size of m = 2, and Sendonaris’s cooperation scheme.



Chapter 6 Analysis 78

ability when compared to existing two-user scheme.

6.8 Conclusion

Using the scalar channel model with an appropriate SNR parameterizations, the proposed

multi-user cooperation schemes can be fairly compared to [37] via outage probability, i.e.,

the probability that the achievable rate (average mutual information) falls below a given

threshold. It is seen that the performance of multi-user scheme is better than existing space-

time coded protocol and is limited only by multiple-access interference.
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Chapter 7

Conclusions

7.1 Summary and Conclusions

In this thesis, we have developed multi-user sharing strategies for cooperative diversity

in a cellular uplink. We considered two-user and three-user decode and forward cooperation

schemes, amplify and forward protocol in asynchronous communication environments. Our

three-user sharing protocol can also be generalized to a scheme with more cooperating users

by incorporating orthogonal or non-orthogonal space-time codes. Both schemes provided

near ML performance with a linear MMSE receiver designed for joint multiuser detection

and space-time decoding. We considered two scenarios. In the first case, inter-user channels

were assumed to be perfect. The assumption of no inter-user errors provided baseline results

(upper bounds) for the two-user and three-user sharing schemes. Simulation results showed

the significant improvement in the bit-error-rate and throughput performance of the system

over existing user cooperation protocols. We also presented simulation results for the amplify

and forward protocol for comparison. DF protocol was observed to behave uniformly better

than the corresponding AF protocol under the assumption of perfect power control. We

further modified our system model to account for the noisy inter-user channels. An adaptive

receiver structure was developed to assist the base station in estimating the effective channel

matrix, because it is not possible for a base station to gain knowledge of inter-user channel

gains. We note here that the specified channel estimator does not require separate estimation

of channel gains and delays. We tested the system employing multi-user sharing schemes with
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various inter-user channel qualities. Simulation results showed increase in the SNR loss and

the loss in diversity gain with decrease in the inter-user channel quality. Additional expected

SNR loss was observed due to channel estimation technique employed at the base station

but without any change in the diversity gain. An information-theoretic outage probability

analysis for multi-user cooperation protocols was provided, and these protocols were shown

to outperform existing space-time coded protocols.

Thus, from our results, we can conclude that user cooperation can improve uplink per-

formance as long as the inter-user channels are good. If the inter-user channel quality is

poor, the benefits from cooperation are limited. In addition, it appears that increasing the

size of the cooperating group makes the system more sensitive to the inter-user channels.

The sharing schemes provide the same diversity order in asynchronous communication envi-

ronments as that obtained under the assumption of synchronous communication scenarios.

Therefore asynchronous communications affect the system performance (BER performance)

in terms of the SNR loss, while retaining the diversity gain. The cross-correlation properties

of the spreading codes play a crucial role in determining the outage probability performance

of full rate sharing schemes operating in a CDMA uplink.

7.2 Future Work

In this thesis, we assumed perfect power control, i.e we assumed channels between users

and a base station to be statistically identical. Future research work can consider adaptive

power control techniques in which the effect of user-base station link quality on the system

performance could be studied. Hybrid cooperation techniques could be studied that will allow

fraction of the cooperating users to employ amplify and forward protocol while the remaining

cooperating users employ the decode and forward protocol. Blind adaptive receiver structure

could also be developed for sharing schemes with imperfect inter-user channels. The issue of

optimal grouping of users and optimal power allocation need to be investigated. The optimal

power allocation schemes would help us decide how much power should we use for relaying

and how much for initial transmission. For example, a special case of the power allocation

issue is, when do we relay and when do we not relay.
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A Code Division Multiple Access Technique (CDMA)

A fundamental necessity of wireless communication system is that multiple users be able

to simultaneously access and use the communication system. Multiple access systems allow

finite number of users to share the limited radio spectrum. Allocation of resources like time

slots or the frequency bands to every user is done in an orthogonal fashion. That is each user

is provided with frequency or time slots that do not overlap with other users in the system.

FDMA (frequency division multiple access), TDMA (time division multiple access) and

CDMA (code division multiple access) are the well-known multiple access techniques. FDMA

assigns different frequency channels to different users while time slots are assigned to different

users in a TDMA system. If the channel (frequency band in case of FDMA and time slot

in case of TDMA) is not use, then it remains idle and can not be used by any other user to

share capacity. TDMA systems require users to maintain time-synchronization. Also, the

capacity of all three techniques is the same when perfectly synchronous AWGN channel is

assumed. But there are significant differences in the capacities when more practical channels

such as fading channels are taken into account [53] and capacity of CDMA is greater than

that of TDMA and FDMA under practical situations. CDMA offers other advantages over

FDMA and TDMA like universal frequency reuse, soft handoff , RAKE receiver reception to

constructively combine multipath components and has been widely accepted in 3G standards,

WCDMA and cdma2000.

CDMA is a spread spectrum technique in which signal is expanded in bandwidth with

the help of a code which is independent of data. Synchronized reception and despreading

operation with the same code is used to recover the original data. There are variations

of CDMA technique, but the most commonly used class is DS-CDMA. (direct sequence

-CDMA). Signals from different users now overlap in both time and frequency. There is

no hard constraint on the number of users in a DS-CDMA system as in TDMA or FDMA

system because all users in DS-CDMA use all of the system bandwidth all the time. DS-

CDMA system can continue to admit users until the interference between users causes the

system performance to degrade to an unacceptable level. Thus, each user is assigned a

individual signature waveform or a code and the receiver correlates the received signal with
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the generated signature waveforms to extract the information. The signature waveforms

can be orthogonal or non-orthogonal. The number of users each with time duration T and

bandwidth B that can be permitted with orthogonal signalling is given by [51]

K = 2BT. (A-1)

The constraint on number of simultaneous users which is twice the time bandwidth prod-

uct of signature waveforms can be relaxed if we allow non-orthogonal signature waveforms.

Careful selection of signature waveforms should be done so that the cross correlation is low as

compared with the individual signal energies. Also, non-orthogonality of signature codes can

result due to asynchronous communication between transmitter and receiver. Throughout

this thesis, we consider non-orthogonal signature codes for practical purposes. Specifically we

use random codes in our simulations which gives a lower bound on the system performance.

The signature waveform of each user has the form

sk(t) =
N∑

n=0

ck[n]ψ(t− nTc) (A-2)

where ck is the spreading code (or PN sequence) for the k-th user, N is the number of

chips per bit and is also called as processing gain, ψ(·) is a unit energy baseband pulse (also

called as chip waveform) which satisfies

∫ (n+1)Tc

nTc

ψ(t)ψ(t− nTc) = 0, n = 1, 2, . . . (A-3)

Processing gain indicates the spreading factor. We have Ts = NTc. Signal bandwidth

in this case is B = 1
Ts

and the bandwidth of the spreaded signal is Bspread = 1
Tc

= NB. As

the original signal gets expanded by a factor of N , it is known as the bandwidth expansion

factor or spreading factor or processing gain. Processing gain plays an important role in

DS-CDMA communications. The number of synchronous or asynchronous signature codes

grows with N , for a given maximum crosscorrelation level. Also, large values of N improve

the privacy of the system.
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B Discrete Time Signal Model for Decode and Forward

User Cooperation

We derive the expression for the discrete time signal model for two-user decode and

forward protocol. We consider asynchronous communication scenario. Table below shows

symbols transmitted by two users in different time slots.

Time Slot User1 User 2

0 b1[1] b2[1]
1 b1[2] + b2[1] b2[2] + b1[1]
2 b2[2] b1[2]

Table .1: Symbol transmissions from different users in different time slots for two-user DF
sharing protocol.

From equation 4.7, we know that the continuous time signal received at the base station

is

r(t) = α1b1[1]s1(t− τ1) + α2b2[1]s2(t− τ2) + α1b1[2]s1(t− Ts − τ1) +

α1b2[1]s2(t− Ts − τ1) + α2b2[2]s2(t− Ts − τ2) + α2b1[1]s1(t− Ts − τ2) +

+α1b2[2]s2(t− 2Ts − τ1) + α2b1[2]s1(t− 2Ts − τ2) + n(t)

where α1(α2) is the complex Gaussian channel gain between user 1 (user 2) and the base

station, τ1 and τ2 are the corresponding delays, and n(t) is a white gaussian noise process.

Also, sk(t) =
∑N−1

j=0 ck[j]ψ(t − jTc), where ck[j] is the j-th element of user k’s spreading

code and ψ(t) is a unit-energy rectangular chip pulse waveform. At the receiver, as shown

in Fig.1, we first perform matched filter detection with respect to pulse shape ψ(t). Thus

the matched filtered output during i-th time slot and qth chip interval is given by [45]

y[i, q]=

∫ iTs+(q+1)Tc

iTs+qTc

r(t)ψ(t− iTs − qTc)dt + n[i, q] (B-4)

where n[i, q] is complex Gaussian noise, Ts is the symbol duration, and Tc = Ts/N is the chip

period. When we deal with asynchronism (τ1, τ2 ∈ [0, Ts]), we match filter the continuous

time received signal for one extra time slot.
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y[i, q] =





b1[1]α1

∑N
j=1 c1[j]

∫ iTs+(q+1)Tc

iTs+qTc
ψ(t− jTc − τ1)ψ(t− iTs − qTc)dt+

b2[1]α2

∑N
j=1 c2[j]

∫ iTs+(q+1)Tc

iTs+qTc
ψ(t− jTc − τ2)ψ(t− iTs − qTc)dt+

b1[2]α1

∑N
j=1 c1[j]

∫ iTs+(q+1)Tc

iTs+qTc
ψ(t− Ts − jTc − τ1)ψ(t− iTs − qTc)dt+

b2[1]α1

∑N
j=1 c2[j]

∫ iTs+(q+1)Tc

iTs+qTc
ψ(t− Ts − jTc − τ1)ψ(t− iTs − qTc)dt+

b2[2]α2

∑N
j=1 c2[j]

∫ iTs+(q+1)Tc

iTs+qTc
ψ(t− Ts − jTc − τ2)ψ(t− iTs − qTc)dt+

b1[1]α2

∑N
j=1 c1[j]

∫ iTs+(q+1)Tc

iTs+qTc
ψ(t− Ts − jTc − τ2)ψ(t− iTs − qTc)dt+

b2[2]α1

∑N
j=1 c2[j]

∫ iTs+(q+1)Tc

iTs+qTc
ψ(t− 2Ts − jTc − τ1)ψ(t− iTs − qTc)dt+

b1[2]α2

∑N
j=1 c1[j]

∫ iTs+(q+1)Tc

iTs+qTc
ψ(t− 2Ts − jTc − τ2)ψ(t− iTs − qTc)dt

+n[i, q]





(B-5)

From the equality,

∫ iTs+(q+1)Tc

iTs+qTc

k(t)ψ(t− iTs − qTc)dt =

∫ Tc

0

ψ(t)k(t + iTs + qTc)dt (B-6)

Equation B-5 can also be written as
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y[i, q] =





b1[1] α1

N∑
j=1

c1[j]

∫ Tc

0

ψ(t)ψ(t− jTc − τ1 + iTs + qTc)dt

︸ ︷︷ ︸
g
(1)
11

+

b2[1] α2

N∑
j=1

c2[j]

∫ Tc

0

ψ(t)ψ(t− jTc − τ2 + iTs + qTc)dt

︸ ︷︷ ︸
g
(2)
21

+

b1[2] α1

N∑
j=1

c1[j]

∫ Tc

0

ψ(t)ψ(t− Ts − jTc − τ1 + iTs + qTc)dt

︸ ︷︷ ︸
g
(1)
12

+

b2[1] α1

N∑
j=1

c2[j]

∫ Tc

0

ψ(t)ψ(t− Ts − jTc − τ1 + iTs + qTc)dt

︸ ︷︷ ︸
g
(1)
21

+

b2[2] α2

N∑
j=1

c2[j]

∫ Tc

0

ψ(t)ψ(t− Ts − jTc − τ2 + iTs + qTc)dt

︸ ︷︷ ︸
g
(2)
22

+

b1[1] α2

N∑
j=1

c1[j]

∫ Tc

0

ψ(t)ψ(t− Ts − jTc − τ2 + iTs + qTc)dt

︸ ︷︷ ︸
g
(2)
11

+

b2[2] α1

N∑
j=1

c2[j]

∫ Tc

0

ψ(t)ψ(t− 2Ts − jTc − τ1 + iTs + qTc)dt

︸ ︷︷ ︸
g
(1)
22

+

b1[2] α2

N∑
j=1

c1[j]

∫ Tc

0

ψ(t)ψ(t− 2Ts − jTc − τ1 + iTs + qTc)dt

︸ ︷︷ ︸
g
(2)
12

+n[i, q]





(B-7)
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Let

g
(1)
11 [n, q] + g

(2)
11 [n, q] = h11[n, q]

...
...

...

g
(1)
22 [n, q] + g

(2)
22 [n, q] = h22[n, q]

Then

y[i, q] = b1[1]h11[n, q] + b1[2]h12[n, q] + b2[1]h21[n, q] + b2[2]h22[n, q] + n[i, q] (B-8)

Define

ỹ[n] =




y[n, 0]
...

y[n, N − 1]




N×1

s =




b1[1]

b1[2]

b2[1]

b2[2]




4×1

Stacking all the match filtered outputs, we get

y = Hs + n (B-9)

where

y[n] =




ỹ[0]
...

ỹ[3]




4N×1

, H =




h11[0, 0] h12[0, 0] h21[0, 0] h22[0, 0]
...

...
...

...

h11[3, N ] h12[3, N ] h21[3, N ] h22[3, N ]




4N×4

Linear MMSE filter can then be applied to y.

Following the similar method, we can get the discrete time signal model for three-or-more

user DF sharing schemes.

C Derivation for MMSE Filter Design

Here we derive the expression for linear MMSE filter which was used in (4.14). We

assume that the channel matrix is known at the receiver.
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Figure .1: MMSE Receiver

Consider a received signal r = Hb + n, where H is the effective channel matrix and is

known at the receiver, b is the transmitted symbol vector and n contains samples of AWGN

process. As shown in the above figure, minimum-mean-square-error (MMSE) filter operates

on a discrete time received signal r to produce an estimate b̂ of the transmitted symbol

vector b. The cost function which MMSE filter tries to minimize is the expectation of mean-

square error (MSE) between the filter inputs and outputs. Let W denotes the MMSE filter

function. Then MMSE filter satisfies [15], [54]

W opt = arg min
W

E
{‖W Hr − b‖} . (C-10)

Thus,

MSE = E
{‖W Hr − b‖} (C-11)

= E
{(

W Hr − b
) (

W Hr − b
)H

}
(C-12)

= E
{(

W Hr − b
) (

rHW − bH
)}

(C-13)

= E
{
W HrrHW −W HrbH − brHW − bbH

}
. (C-14)

MSE is a quadratic function of W and can be minimized by taking the gradient w.r.t

W H ,

∂MSE

∂W H
= E

{
rrHW − rbH

}
. (C-15)

To find W , we set MSE to zero. Thus we get

W = E
{
rrH

}−1
E

{
rbH

}
. (C-16)
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The expectation in (C-16), is with respect to noise n and the symbol vector b.

Consider,

E
{
rrH

}
= E

{
(Hb + n) (Hb + n)H

}
(C-17)

= E
{
(Hb + n)

(
bHHH + nH

)}
(C-18)

= HE
{
bbH

}
HH + HE

{
bnH

}
+ E

{
nbH

}
HH + E

{
nnH

}
(C-19)

=
(
HHH + σ2I

)
(C-20)

where we have assumed b and n are independent and the transmitted symbols are unit

power, i.i.d random variables.

Now consider

E
{
rbH

}
= E

{
(Hb + n) bH

}
(C-21)

= HE
{
bbH

}
+ E

{
nbH

}
(C-22)

= H (C-23)

Substituting (C-20) and (C-23) in (C-16), we get

W =
(
HHH + σ2I

)−1
H . (C-24)

Eqn. (C-24), gives the expression for MMSE filter. While deriving the above expression,

we assumed that the channel is perfectly known at the receiver. But in practice, this may

not be true. One solution is to replace expectation operators in (C-16) with time averaging.

Or, we can estimate the channel using training sequence and then replace true H in (C-24)

by the channel estimate.
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D Linear MMSE Channel Estimator

In practice, channel is often estimated using blind techniques or with the help of training

sequence. Here we derive the expression for linear MMSE channel estimator which was used

in (5.3). We follow similar method as in Appendix C.

Suppose the discrete time signal model is represented by

r = Hb + n. (D-25)

Channel is unknown at the receiver and needs to be estimated such that the cost function

‖r −Hb‖2 is minimized. This cost function is nothing but mean-square error.

MSE = E
{

(r −Hb) (r −Hb)H
}

(D-26)

= E
{
rrH − rbHHH −HbrH + HbbHHH

}
. (D-27)

Since we want to estimate H that minimizes the MSE, we take the gradient of the above

equation w.r.t. HH . Hence

∂MSE

∂HH
= E

{−rbH + HbbH
}

. (D-28)

Equating gradient of MSE to zero, we get the expression for estimate of the effective

channel matrix. It is given by

H = E
{
rbH

}
E

{
bbH

}−1
(D-29)

= RysR
−1
ss . (D-30)

We use this channel matrix to form a MMSE detector. In practice, expected values in

(D-29) are replaced by time averaging operation.
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E Information Theory Overview

Information theoretic results are often used to determine the entropy and the achievable

transmission rates for the system under consideration. In this section, we will introduce some

of the basic terminologies used frequently in context of information theory while dealing with

communication systems.

1. Degrees of Freedom in Communication Channels - In communication channels,

the transmit and receive signals can be represented either in the time domain or the

frequency domain. In time domain, signals are represented as waveforms and in the fre-

quency domain, they are represented as spectra. Fourier transform gives the mapping

between the time domain and the frequency domain representations. We know that

the signal can not be band-limited as well as time-limited at the same time. But the

signal waveform can be approximately time-limited to [−T/2 T/2] and its spectrum

can be frequency-limited to [−W +W ]. The number of degrees of freedom 2WT is then

the dimension of the space which satisfies these two time and frequency constraints

[55].

2. Entropy - Entropy is the measure of information. It is nothing but a measure of

uncertainty of a random variable.

Entropy H(X) of a discrete random variable X is by definition given by

H(X) = −
∑
x∈æ

p(x)logp(x) (E-31)

3. Mutual Information - Mutual information is the amount of information one random

variable contains about another.

If X and Y are two random variables, then the mutual information I(X; Y ) is defined

as

I(X; Y ) = H(X)−H(X|Y ) (E-32)

= H(Y )−H(Y |X) (E-33)
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where H(X|Y ) and H(Y |X) are the conditional entropies.

4. Channel Capacity - Channel capacity of a discrete memoryless channel is defined as

C = max
p(x)

I(X; Y ) (E-34)

where the maximum is taken over all possible input distributions p(x).

Another interpretation is that channel capacity is the highest rate in bits per channel

use at which information can be sent over the channel with arbitrarily low probability

of error.

5. Capacity of Gaussian Channel - Consider a simple Gaussian channel model,

Y = X + Z (E-35)

where Z ∼ Nc(0, N) and Z is independent of X. Then the capacity of a Gaussian

channel with power constraint P and noise variance N is

C = log

(
1 +

P

N

)
bits/transmission (E-36)

6. Capacity of a Rayleigh Fading Channel- Consider a Rayleigh fading channel

where source transmits to ultimate destination via a direct link. Let the codeword

length is very large. The received signal during one channel use of the channel can be

written as

y[n] = hx[n] + z[n] (E-37)

where h is zero mean complex Gaussian random variable with variance σ2, representing

the channel gain and z[n] is the complex Gaussian noise with variance N0. Then, the

average mutual information between input and output due to complex Gaussian inputs

is [52]

I = log(1 + SNR|h|2) (E-38)

SNR = P
N0

, P being the transmit power.

Note that the magnitude |h| is Rayleigh distributed and |h|2 is exponentially distributed

with parameter 1
σ2 .
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7. Mutual Information with Code Combining Technique -

Consider two sources transmitting to a destination terminal and having independent

Gaussian codebooks. Let SNR1 and SNR2 be the signal to noise ratios of the respective

source-destination links. Then the average mutual information between source and

destination is

I = log(1 + SNR1) + log(1 + SNR2) bits/transmission (E-39)

8. Mutual Information with Diversity Combining Technique -

If now, sources employ the same Gaussian codebooks for transmission of information

towards final destination, then average mutual information in this case is given by

I = log(1 + SNR1 + SNR2) bits/transmission (E-40)

F Scalar AWGN Channel Model with Decorrelating

Multiuser Detection

We consider a specific three-user cooperation scheme operating in an asynchronous up-

link in the presence of multiple-access interference(MAI) and intersymbol interference (ISI).

Considering symbol transmissions for three-user scheme as given in table (4.1) and matched

filtering process as given in equation (B-7), we can write matched filtered output in ith time

slot and qth chip interval as

y[i, q] = b1[1]
(
α1f

(1)
11 [i, q] + α2f

(2)
11 [i, q] + α3f

(3)
11 [i, q]

)

︸ ︷︷ ︸
h11[i,q]

+
...

...
...

+ b1[4]
(
α1f

(1)
14 [i, q] + α2f

(2)
14 [i, q] + α3f

(3)
14 [i, q]

)

︸ ︷︷ ︸
h14[i,q]

+
...

...
...

+ b3[4]
(
α1f

(1)
34 [i, q] + α2f

(2)
34 [i, q] + α3f

(3)
34 [i, q]

)

︸ ︷︷ ︸
h34[i,q]

(F-41)
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Stacking all the match filtered outputs, we get

y = Hs + n (F-42)

where

y[n] =




ỹ[0]
...

ỹ[6]




7N×1

, H =




h11[0, 0] . . . . . . h34[0, 0]
...

...
...

...

h11[7, N ] . . . . . . h34[7, N ]




7N×12

and

s =
[

b1[1] . . . b3[4]
]T

(F-43)

We cam split H as

H = H̃α (F-44)

where

H̃ =




f
(1)
11 [0, 0] f

(2)
11 [0, 0] f

(3)
11 [0, 0] . . . f

(3)
34 [0, 0]

...
...

...
...

...

f
(1)
11 [7, N − 1] f

(2)
11 [7, N − 1] f

(3)
11 [7, N − 1] . . . f

(3)
34 [7, N − 1]




7N×36

(F-45)

α =




α1 0 0 . . .

α2 0 0 . . .

α3 0 0 . . .

0 α1 0 . . .

0 α2 0 . . .
... α3 0 . . .
... 0 α1 . . .
...

... α2 . . .
...

... α3 . . .
...

...
... . . .




36×12

(F-46)

Thus we have

y = H̃αs + n (F-47)

Decorrelating multiuser detector can now be applied as stated in (6.14) to obtain scalar

AWGN channels which has representation quite similar to (E-37).
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G Proof of Information Outage Probability expression

for Multi-user Cooperation Scheme

The proof we present here is akin to [37] with minor modifications due to specifics of

our system model when applied to multi-user cooperation schemes. Any further details can

be found in [37]. The mutual information between source and destination conditioned on

decoding set for multi-user cooperation schemes is given by

Imulti−user = log

(
1 +

SNR

m[R−1]1,1

|as,d|2
)

+ log


1 +

SNR

m

∑

i=r∈D(s)

|ar,d|2
[R−1]i,i


 (G-48)

Thus it has the form,

Imulti−user = log

(
1 +

SNR

m
tm

)
+ log

(
1 +

SNR

m

m−1∑

k=1

tk

)
(G-49)

In this case, tk is of the form uk/ck, uk being the exponential random variable with parameter

λk and ck = [R−1]k,k being the constant.

Let sm−1 =
∑m−1

k=1 tk, t , (2R − 1), ε = (2R − 1)/(SNR/m) Then,

Pr[Imulti−user < R|D(s)] = Pr

[
tm + sm−1 +

SNR

m
tmsm−1 < ε

]
(G-50)

=

∫ ∞

0

Pr

[(
tm + sm−1 +

SNR

m
tmsm−1|sm−1

)
< ε

]

×psm−1(s) ds

=

∫ ε

0

Pr

[
tm <

ε− s

1 + (SNR/m)s

]
psm−1(s) ds

By change of variables, w = s/ε, we get

= ε

∫ 1

0

Pr

[
tm <

ε(1− w)

1 + tw

]
psm−1(εw) dw

= ε

∫ 1

0

Pr

[
um

cm

<
ε(1− w)

1 + tw

]
psm−1(εw) dw

= ε

∫ 1

0

Pr

[
um <

cmε(1− w)

1 + tw

]
psm−1(εw) dw

substituting CDF of um,

= ε

∫ 1

0

[
1− exp

(
−λm

cmε(1− w)

(1 + tw)

)]

×psm−1(εw) dw (G-51)
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Now, we compute the limit. We make use of the following identities:

• Let u be an exponential random variable with parameter λu. Then the CDF Pu(u) =

1− e−λuu satisfies

lim
ε−→0

1

ε
Pu(ε) = λu (G-52)

• Let uk, k = 1, 2, . . . , m be positive, independent exponential random variables with

lim inf
ε−→0

puk
(εu) ≥ λk (G-53)

where λk’s are the parameters.

and suppose we have tk = uk

ck
, ck’s being some constant. Then

lim inf
ε−→0

ptk(εt) ≥ ckλk (G-54)

• Here we compute

lim
ε−→0

1

ε(m−1)

∫ 1

0

psm(εw) dw. (G-55)

Exploiting Fatou’s lemmma,

lim inf
ε−→0

1

ε(m−1)

∫ 1

0

psm(εw) dw >
∫ 1

0

{
lim inf

ε−→0

1

ε(m−1)
psm(εw)

}
dw (G-56)

Now, sm = sm−1 + tm and by independence of random variables, the PDF of sm is the

convolution of the PDFs of sm−1 and tm. Since tm is positive, we have,

psm =

∫ s

0

psm−1(s− r)ptm(r) dr

= s

∫ 1

0

psm−1(s(1− y))ptm(sy) dy. (G-57)

Denote

Am(w) , lim inf
ε−→0

∫ 1

0

1

ε(m−1)
psm dw (G-58)
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Substituting (G-57) into (G-58)

Am(w) = lim inf
ε−→0

∫ 1

0

1

ε(m−1)
psm dw

> w

∫ 1

0

{
lim inf

ε−→0

∫ 1

0

1

ε(m−2)
psm−1(εw(1− y))

}
×

{
lim inf

ε−→0
ptm(εwy)

}
dy dw

> λmcmw

∫ 1

0

A(m−1)(w(1− y)) dy (G-59)

The recursion gives

Am(w) > 1

(m− 1)!
w(m−1)

m∏

k=1

ckλk (G-60)

Similarly, the upper bound lim sup can be found and knowing the fact that lim sup >

lim inf, we get the limit in equation (G-60) with equality.

Now to compute the limit in (G-51), we use (G-52) alongwith (G-60) and we obtain,

lim
ε−→0

1

εm
Pr[Imulti−user < R|D(s)] =

1

(m− 2)!

m∏

k=1

λk

∫ 1

0

[
1− w

1 + tw

]
w(m−2) dw (G-61)

By large SNR approximation,

Pr[Imulti−user < R|D(s)] ∼
[

2R − 1

SNR/m

]m
1

(m− 2)!

m∏

k=1

λkck

∫ 1

0

[
1− w

1 + (2R − 1)w

]
w(m−2)(G-62)

The above expression alongwith the expression for decoding set probability yields the final

expression for the information outage probability.
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