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ABSTRACT

A Study of Arc-Strong Connectivity of Digraphs

Janet Anderson

My dissertation research was motivated by Matula and his study of a quantity he

called the strength of a graph G, κ′(G) = max{κ′(H) : H ⊆ G}. For an integer k > 0, a

simple graph G with |V (G)| ≥ k+1 is k-maximal if κ′(G) ≤ k but for any edge e ∈ E(Gc),

κ′(G+ e) > k. Mader considered the extremal problem on k-maximal graphs and solved

this problem for undirected graphs: If

|E(G)| ≤ (n− k) +

(
k

2

)
for n > k ≥ 1 vertices, then G is a k-maximal graph. A natural question arises: Do these

ideas hold for directed graphs? In my disseration, we investigated these ideas for directed

graphs and found that these ideas do hold for directed graphs. The main result states: If

|A(D)| ≤ k(2n− k − 1) +

(
n− k

2

)
for n ≥ k + 1 vertices, then D is k-maximal.

Matula studied edge connectivity by considering κ′(G) = min{|C| : C is a cut of G}.
His work focused on finding dualities between connectivity and cuts. In my disseration,

we extended these ideas to directed graphs and proved two main results:

λ(D) = max{λ(H) : H ⊆ D} = min{ω′(S) : S is a slicing of D}
δ
+

(D) = max{δ(H) : H ⊆ D} = min{ω′(X) : X is a δ+- slicing}.

The quantities δ
+

(D), δ
−

(D), λ(D), and κ(D) can all be computationally determined in

polynomial time.

Ariannejad and Tusserkani studied a connectivity measure based on the deletion

of some spanning trees from a finite simple graph G. This connectivity measure, st-

robustness, measures the probability of whether a graph would be disconnected by the



random deletion of spanning trees. They further classify spanning trees of G based on the

number of edge-disjoint spanning trees that exist after their deletion. Their main results

focus on traditional connectivity measures and the existence of spanning tree types. In my

disseration, we develop the terminology for directed graphs and begin to investigate st-

robustness for digraphs and the removal of arbitrary spanning arborescences and present

this as future work.
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Chapter 1

Preliminaries

1.1 Notation and Terminology

Graphs and digraphs have been considered models of various kinds of networks. Con-

nectivity and other reliability measures have been the research topic for many, as seen in

the bibliography of this dissertation. This dissertation focuses on the investigation of arc-

strong connectivity of digraphs, including maximum subdigraph arc-strong connectivity,

minimax dualities related to maximum subdigraph arc-strong connectivity, among other

related topics.

Undefined terms and notations will follow [27] for graphs and [8] for digraphs. Let G

be a graph. In this thesis, we will assume that all graphs are simple. That is, G is finite,

undirected, and contains no loops or multiple edges. A nontrivial graph is any graph

that contains at least two vertices. We use V (G) to denote the set of vertices of G, and

|V (G)| to denote the size of V (G). We use E(G) to denote the set of edges of G, and

|E(G)| to denote the size of E(G). For a simple graph G, Gc denotes the complement of

G. For graphs H and G, we denote H ⊆ G when H is a subgraph of G. We say H is a

subgraph of G, if V (H) is a subset of V (G) and E(H) is a subset of E(G). If X ⊆ E(Gc),

then G + X is the simple graph with vertex set V (G) and edge set E(G) ∪ X. We will

use G+ e for G+ {e}.

1



CHAPTER 1. PRELIMINARIES 2

Let e ∈ E(G). The contraction G/{e} is the graph obtained from G by deleting

e and identifying the two ends of e. For X ⊆ E(G), the contraction G/X is obtained

by contracting each edge in X. We often write G/e instead of G/{e} and if H ⊆ G, we

write G/H instead of G/E(H). It is important to note that even though we are only

considering simple graphs, the contraction of some edges in G could result in a graph that

contains multiple edges and is thus no longer simple. We denote G\H to be the subgraph

of G is obtained by deleting all the edges of H from G.

Let G and H be two graphs. We define the join of G and H, denoted G ∨H to be

V (G ∨H) = V (G) ∪ V (H) and

E(G ∨H) = E(G) ∪ E(H) ∪ {uv : u ∈ V (G) and v ∈ V (H)}.

We say that two distinct vertices, u and v, are adjacent if uv ∈ E(G). For e ∈ E(G)

with e = xy, then e is incident to x and y. G is a complete graph if for any two distinct

vertices, they are adjacent in G. We denote a complete graph by Kn, where n = |V (G)|. If

W ⊆ V (G), then G[W ] denotes the subgraph of G induced by W . The induced subgraph

G[W ] consists of V (W ) and E(G) = {uv : u, v ∈ V (W )}. For v ∈ V (G), we use G − v
for G[V (G)− {v}].

For a vertex v ∈ V (G), we call the degree of v in G, denoted by dG(v) or d(v) when

no confusion arises, the number of edges incident with v. We use δ(G) to denote the

minimum degree of G; δ(G) = min{dG(v) : v ∈ V (G)}. Similarly, ∆(G) is used to denote

the maximum degree of G. Given a graph G and a vertex v ∈ V (G), we define the

neighborhood NG(v) to be the set of all vertices adjacent to v in G.

We define a walk, W , to be an alternating sequence of vertices (v0, v1, ..., vn−1) and

edges (e1, e2, ..., em) such that W = v0, e1, v1, e2, ..., vk−1, ek, vk. For a walk in a simple

graph G, we can express the walk by only stating the vertices. Thus W can be expressed

by W = v0, v1, ..., vk−1, vk. When the edges of a walk W is distinct, we say that W is

a trail. If both the edges and vertices are distinct for a walk W , then W is a path.

We define a walk W = v0, v1, ..., vk to be closed if k ≥ 2 and v0 = vk. A closed walk

W = v0, v1, .., vk such that v0, v1, ..., vk−1 is a path is defined to be a cycle. A graph that

contains no cycles is acyclic.
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We say two vertices u, v ∈ V (G) are connected if there exists a path from u to v,

which is denoted as a (u, v)-path. If for every u, v ∈ V (G), there exists a (u, v)-path, then

G is connected. Otherwise, G is disconnected. The edge-connectivity of G, denoted

κ′(G) is the minimum number of edges that must be removed in order to disconnect G.

The connectivity of G, denoted κ(G), is the minimum number of vertices that must be

removed in order to disconnect G.

For a graph G, we say that G is a tree if for every distinct u, v ∈ V (G) there is

a unique (u, v)-path. Equivalently, a tree may be defined as a connected graph that is

acyclic. For a graph G, T is a spanning tree of G if T ⊆ G, T is a tree, and V (T ) = V (G).

Let X ⊆ V (G). X is a vertex-cut of G if G − X is disconnected. Thus κ(G) can

equivalently be thought of as the minumum size of any vertex-cut in G. If no vertex-cut

exists, as in the case of a complete graph, we say κ(G) = |V (G)| − 1. G is k-connected

if κ(G) ≥ k. Similarly, the edge-connectivity, κ′(G) of G can be defined as the minimum

size of any edge-cut of G. G is k-edge-connected if κ′(G) ≥ k.

Let D be a directed graph, or digraph for short. In this thesis, D is assumed to be

strict, which is analogous to a graph being simple. Formally, D is strict if D contains

no loops or parallel arcs. We use V (D) to denote the set of vertices of D and |V (D)|
to denote the size of V (D). Similarily, A(D) denotes the set of arcs of D, and |A(D)|
denotes the size of A(D). Throughout this thesis, we use the notation (u, v) to denote an

arc oriented from u to v in a digraph, and [u, v] to denote an arc for which both (u, v) and

(v, u) exists. A digraph D is complete if D is strict and for every pair u, v of distinct

vertices of D, [u, v] ∈ A(D). The complete digraph on n vertices will be denoted by K∗n.

We define a directed path, P , to be an alternating sequence of vertices (v0, v1, ..., vn−1)

and arcs (e1, e2, ..., em) such that P = v0, e1, v1, e2, ..., vk−1, ek, vk where all the vertices and

arcs are distinct. We say two vertices u, v ∈ V (D) are connected if there exists a dipath

from u to v. A digraph D is strongly connected if for every distinct u, v ∈ V (D) there

exists both an (u, v)-dipath and an (v, u)-dipath. We often refer to D as strong when it is

strongly connected. We define the strong connectivity of D, κ(D), to be the minimum

number of vertices that must be removed in order for remaining digraph to no longer be

strong. Similarly, the arc-strong connectivity of a digraph D, denoted λ(D), is the
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minimum number of arcs that must be removed in order for the remaining digraph to no

longer be strong. A stong component of a digraph D is a maximal strong subdigraph

of D. A strong component H of D is nontrivial if |A(H)| > 0.

For any disjoint subsets X, Y ⊆ V (G), define

(X, Y )G = {xy ∈ E(G) : x ∈ X, y ∈ Y },
∂G(X) = (X, V (G)−X)G and

∂−G(X) = ∂G(V (G)−X).

When X = {v}, we often use ∂G(v) for ∂G({v}). For notational convenience, we often

drop the subscript G when no confusion arises for (X, Y )G.

Likewise, for any disjoint subsets X, Y ⊆ V (D), define

(X, Y )D = {(x, y) ∈ A(D) : x ∈ X, y ∈ Y },
∂+D(X) = (X, V (D)−X)D and

∂−D(X) = ∂+D(V (D)−X).

For each v ∈ V (D), we use ∂+D(v) for ∂+D({v}) and ∂−D(v) for ∂−D({v}). The out-degree

(in-degree, respectively) of v in D, is d+D(v) = |∂+D(v)| (d−D(v) = |∂−D(v)|, respectively).

We also define,

N+
D (v) = {u ∈ V (D) : (v, u) ∈ A(D)} and

N−D (v) = {u ∈ V (D) : (u, v) ∈ A(D)}.

1.2 Extremal Study of k-max Digraphs

Graph clustering focuses on grouping vertices together based on graph theory properties

that tries to minimize the edges between the groups while maximizing the edges within

the group. Graph clustering is a useful tool, especially in networking. One graph theory

density measure that is particularily useful is connectivity of a graph. In [87], Matula
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defines a local connectivity measure, which he called the strength of a graph. Given

a graph G, the strength of G is defined as κ′(G) = max{κ′(H) : H ⊆ G}. Using

the quantity κ′(G), we have the following definition: For an integer k > 0, a simple

graph G with |V (G)| ≥ k + 1 is k-maximal if κ′(G) ≤ k but for any edge e ∈ E(Gc),

κ′(G + e) > k. In [85], Mader considered the extremal problem on k-maximal graphs,

proving the following: For n > k ≥ 1 vertices, if G is a k-maximal graph, then

|E(G)| ≤ (n− k) +

(
k

2

)
.

Lai [79] further studied k-maximal graphs, giving a characterization of all k-maximal

graphs.

In this thesis, we will consider this extremal problem for digraphs. Given a digraph

D, let λ(D) = max{λ(H) : H ⊆ D}. We say that λ(D) is the strength of D. Let k ≥ 0

be an integer. A strict digraph D with |V (D)| ≥ k + 1 is k-maximal if λ(D) ≤ k but for

any arc e ∈ A(Dc), λ(D + e) > k. We prove: For n ≥ k + 1 vertices, if D is k-maximal,

then

|A(D)| ≤ k(2n− k − 1) +

(
n− k

2

)
.

Furthermore, the result is best possible. We also characterize recursively all k-maximal

digraphs.

1.3 Minimax Properties Connectivity of Digraphs

Many networking problems can be modeled using graphs, and Matula [87] indicates that

many graph problems can be simplified by deconstructing the graph and looking indepen-

dently on its components. To accomplish this, Matula used the idea of a local connectivity

measure, the strengh of a graph, κ′.

For a proper non-empty vertex subset X of G, let C = (X, V (G) − X) denote the

set of edges in G with an endpoint in X and an endpoint in V (G) − X. Define a slic-

ing as a sequence of disjoint edge subsets in the form Ci = (X, V (Gi) − X) for sub-



CHAPTER 1. PRELIMINARIES 6

graph Gi = G −
i−1⋃
j=1

E(Cj) for 2 ≤ i ≤ m where G1 = G and E(G) −
m⋃
j=1

E(Cj) = ∅.

A δ-slicing is defined to be a sequence of disjoint non-empty edge subsets of the form

Ci = ({vi}, V (Gi)−{vi}) for a subgraph Gi = G−
i−1⋃
j=1

E(Cj) for 2 ≤ i ≤ m where G1 = G

and E(G) −
m⋃
j=1

E(Cj) = ∅. We say that the width of a slicing, denoted w(Z), where

Z = (C1, C2, ..., Cm), is the maximum size of any cut in the slicing Z. Matula [89], proved

that for any graph G with |E(G)| ≥ 1, each of the following holds:

(i) κ′(G) = max{κ′(H) : H ⊆ G} = min{w(Z) : Z is a slicing of G}.
(ii) δ(G) = max{δ(H) : H ⊆ G} = min{w(Z) : Z is a δ-slicing of G}.

For this thesis, we consider these ideas for digraphs. We start with the development

of the terminology. For a proper non-empty vertex subset X of D, let ∂+D(X) denote the

set of arcs in D directed from X to V (D)−X. Define a digraph slicing as a sequence of

disjoint non-empty arc subsets in the form ∂+Di
(X) for some subdigraph Di of D where

D1 = D. Similarly, a δ+-slicing (δ−-slicing, respectively) will be defined to be a sequence

of disjoint non-empty arc subsets of the form ∂+Di
({v}) (∂−Di

({v}), respectively) for some

subdigraph Di of D where D1 = D. Let S(D) be the collection of all slicing of D and let

S+(D), S−(D) be the collection of all δ+-slicing of D and all δ−-slicing of D, respectively.

We prove in this thesis that for a digraph D with A(D) 6= ∅, each of the following

holds:

Assume that λ(D) > 0. Then

(i) κ′(D) = max{min{|∂+H(X)| : ∅ 6= X ⊂ V (H)} : H ⊆ D}
= min{max{|Ci| : 1 ≤ i ≤ m− 1} : S = (C1, C2, ..., Cm) ∈ S(D)}.

(ii) δ
+

(D) = max{min{d+H(v) : v ∈ V (H)} : H ⊆ D}
= min{max{|Ci| : 1 ≤ i ≤ m} : S = (C1, C2, ..., Cm) ∈ S+(D)}.
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(iii) δ
−

(D) = max{min{d−H(v) : v ∈ V (H)} : H ⊆ D}
= min{max{|Ci| : 1 ≤ i ≤ m} : S = (C1, C2, ..., Cm) ∈ S−(D)}.

Further properties derived from these minimax results can be applied to obtained poly-

nomial algorithms to determine the invariants δ
+

(D), δ
−

(D), λ(D) and κ(D).

1.4 Future Work

Complex networks can be modeled as graphs. Robustness of complex networks focuses on

the network functioning after some type of failure. In terms of graph theory, robustness

focuses on how well connected is a network. Much of the previous work focuses on what

Klau and Weiskircher [76] terms as the worst-case. This focuses on the minimum number

of edges (vertices) that when removed would disable the network. However, it is not

guaranteed that removing an arbitrary minimum number of edges (vertices) will disable

the network. A natural question that arises is “What is the probability of removing an

arbitrary minimum number of edges (vertices) does disable the network?” Ariannejad

and Tusserkani [6], ask this same question but only with a random spanning tree.

Two spanning trees of G, T1 and T2, are edge disjoint spanning trees if E(T1)∩E(T2) =

∅. The spanning tree packing number, STP (G), is defined as the maximum number of

edge disjoint spanning trees contained in G. Let G be a graph with STP (G) = t for

some positive integer t. Ariannejad and Tusserkani [6] classify the types of spanning

trees by the following definition: A spanning tree T of G is defined to be type STi if

STP (G\T ) = i − 1 for 1 ≤ i ≤ t. They define STi(G) to be the set of all spanning

trees of type STi and define the cardinality of STi(G) to be denoted τi(G). Let ST (G)

be the set of all spanning trees of a graph G and let τ(G) be the cardinality of the set.

The st-robustness of a graph G, denoted STR(G), is the expected value of STP (G\T )

summed over every T ∈ ST (G). Formally,

STR(G) =
∑
i

τi(G)

τ(G)
(i− 1) for 1 ≤ i ≤ t.

Their main results focus on relationships between classical connectivity measures and

defined spanning tree types.
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For this thesis, we present terminology needed for digraphs and begin an investigation

on which terminology is best suited for future work.

We say that T is an arborescence of D if T is acyclic (i.e. no directed cycles) and

there exists a vertex u such that for every v ∈ V (D)−{v}, there is a unique (u, v)-dipath.

We say that u is the root of T or that T is rooted at u. We say that an arborescence is

spanning if V (T ) = V (D).

The spanning tree packing number of a graph G, STP (G), can be extended to span-

ning arborescences. We will define the spanning arborescence packing number of a digraph

D, denoted, SAP (D), to be the maximum number of arc disjoint spanning arborescences

contained in D. Classifying the types of spanning arborescences is not as easy as clas-

sifying the types of spanning trees. One definition for types of spanning arborescences

focuses on the idea of free roots. That is, we consider all spanning arborescences. In this

case, we say that a spanning arborescence T of D is of type SAi (1 ≤ i ≤ SAP (D)) if the

maximum number of arc disjoint spanning arborescences contained in D\A is i − 1 (i.e.

SAP (D\A) = i− 1). There are other definitions that we will also explore.

And we can similarly define st-robustness of a directed graph D, STR(D), is defined

as the expected value of SAP (D\A), when A ranges over all spanning arborescences of

D. Formally,

STR(D) =
∑
i

τi(D)

τ(D)
(i− 1) for 1 ≤ i ≤ SAP (D).

where τ(D) is the number of spanning arborescences contained in D, and τi(D) is the

number of spanning arborescences of type SAi.



Chapter 2

On k-maximal Strength Digraphs

2.1 Introduction

Schaeffer [99] defines graph clustering to be “the task of grouping the vertices of the graph

into clusters taking into consideration the edge structure of the graph in such a way that

there should be many edges within each cluster and relatively few between the clusters.”

Graph clustering relates to many different applications in chemistry, biology, machine

learning, and networks to name a few. While the definition given by Schaeffer is not a

universal definition, the definition does lead one to ask, how do you perform a clustering

operation? An idea from graph theory is to look at the connectivity of the graph and

develop a local connectivity measure.

Given a graph G, Matula [89] first studied the quantity

κ′(G) = max{κ′(H) : H ⊆ G}.

He called κ′(G) the strength of G. The strength of G is a local connectivity property,

finding the maximum edge-connectivity of a graph over any of its subgraphs. While the

strength of G has been studied by multiple individuals, Mader [85] considered an extremal

problem related to κ′(G). For an integer k > 0, a simple graph G with |V (G)| ≥ k + 1

is k-maximal if κ′(G) ≤ k but for any edge e ∈ E(Gc), κ′(G + e) > k. In [85], Mader

9
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proved the following:

Theorem 2.1.1 (Mader [85]) If G is a k-maximal graph on n > k ≥ 1 vertices, then

|E(G)| ≤ (n− k)k +

(
k

2

)
.

Furthermore, this bound is best possible.

In [79], Lai gave a characterization of all k-maximal graphs. Let n, k be integers such

that n > k ≥ 1. Lai defined

f(n, k) = min{|E(G)| : G is simple, |V (G)| = n, and k-maximal}
and

F (n, k) = max{|E(G)| : G is simple, |V (G)| = n, and k-maximal}

Lai also defined D(f ;n, k) to be the set of simple k-maximal graphs such that |V (G)| = n,

and |E(G)| = f(n, k).

Using this terminology, we see that Mader’s Theorem can be rewritten as:

Let n > k ≥ 1 be integers.

F (n, k) = (n− k)k +

(
k

2

)
,

which is the upperbound for the number of edges a k-maximal graph can have. Lai [79]

proves

f(n, k) = (n− 1)k −

(
k

2

)⌊
n

k + 2

⌋
which is the lowerbound. We denote bxc, the floor of x, to be the greatest integer that

is not larger than x.

Theorem 2.1.2 (Lai [79]) If n = |V (G)| > k + 1 and G is a k-maximal graph, then

κ′(G) = κ(G) = k.
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Let k be an integer. Let H1 and H2 be graphs such that their vertex sets are disjoint

and at least |V (H1)| ≥ k or |V (H2)| ≥ k. We define a k-edge-join of H1 and H2, denoted

H1 ∨k H2 to be:

(i) V (H1 ∨k H2) = V (H1) ∪ V (H2)

(ii) E(H1 ∨k H2) = E(H1) ∪ E(H2)

(iii) We add k new edges e1, e2, ..., ek such that ei is incident with a vertex of H1 and a

vertex of H2.

We denote the set of all k-edge joins of H1 and H2 by [H1, H2]k.

Lemma 2.1.3 (Lai [79]) Let k be an integer. Let H1 be a k-maximal graph and let H2

be either a K1 or a k-maximal graph. Then all graphs in [H1, H2]k are k-maximal.

Let n, k be integers such that n > k. Let M(k) denote the family of graphs such

that Kk+1 is the only graph of order n + 1 contained in the graph. For a graph G with

|V (G)| = n ≥ k + 2, G ∈ M(k) if and only if there exists graphs H1 and H2 such that

Hi ∈M(k) or Hi = K1 (i = 1, 2), H1 and H2 not both K1, and G ∈ [H1, H2]k.

Corollary 2.1.4 (Lai [79]) Let n, k be integers with n > k. A graph G with |V (G)| = n

is k-maximal if and only if G ∈M(k).

Let n, k be integers with n > k+1. Let F(k) denote the graph family such that H(k, 2)

is the only graph of order k+2 contained in the graph. A graph G with |V (G)| = n > k+2,

G ∈ F(k) if and only if there exists H1 and H2 such that |V (H1)| = n1 and |V (H2)| = n2,

Hi ∈ F(k) or Hi = K1 (i = 1, 2), H1 and H2 not both K1, with G ∈ [H1, H2]k and such

that ⌊
n

k + 2

⌋
=

⌊
n1

k + 2

⌋
+

⌊
n2

k + 2

⌋
.

Notice that F(k) is a subfamily of M(k).

Theorem 2.1.5 (Lai [79]) For n, k integers with n > k + 1 ≥ 2, we have

(i) f(n, k) = (n− 1)k −
(
k
2

) ⌊
n

k+2

⌋
(ii) G ∈ D(f ;n, k) if and only if G ∈ F(k) and |V (G)| = n.
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The purpose of this chapter is to investigate whether the same theorems are true for

strict digraphs. Naturally, for a digraph D, we define the strength of a digraph D to be

the maximum arc-strong connectivity of any subdigraph of D. Formally,

λ(D) = max{λ(H) : H ⊆ D}.

Let k ≥ 0 be an integer. A strict digraph D with |V (D)| ≥ k + 1 is k-maximal if

λ(D) ≤ k but for any arc e ∈ A(Dc), λ(D + e) ≥ k + 1.

For positive integer n and k with n ≥ k + 1, define

D(n, k) = {D : D is a strict digraph with |V (D)| = n and D is k-maximal}.

Our goal is to determine max{|A(D)| : D ∈ D(n, k)}. If h < k, we define

(
h

k

)
= 0.

Our main result is the following:

Theorem 2.1.6 (Anderson, Lai, Lin, & Xu) Let n ≥ k + 1 be integers. If D ∈ D(n, k),

then

|A(D)| ≤ k(2n− k − 1) +

(
n− k

2

)
.

Furthermore, the bound is best possible.

The corollary below is immediate.

Corollary 2.1.7 (Anderson et al.) Let k > 0 be an integer and let D be a simple digraph

on n > k vertices. If

|A(D)| > k(2n− k − 1) +

(
n− k

2

)
,

then D must have a subdigraph H such that λ(H) ≥ k + 1.

In the next section, we investigate properties of k-maximal digraphs. In Section 3, we

present a constructive characterization of a family of k-maximal subdigraphs M(k). In

the last section, we will prove Theorem 2.1.6 and show that the members in the family

M(k) are precisely the digraphs attaining the upper bound in Theorem 2.1.6.
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2.2 Properties of k-maximal Digraphs

In this section, we will present some of our results on the properties of k-maximal digraphs.

Throughout this section, let k ≥ 0 be an integer. Define

D(k) = ∪n≥k+1D(n, k).

Thus D(k) is the family of all k-maximal digraphs. Recall that a tournament on n vertices

is an orientation of the complete graph Kn on n vertices. The following lemma indicates

that the case when k = 0 has a clear structure.

Lemma 2.2.1 (Anderson et al.) A digraph D ∈ D(0) if and only if D is an acyclic

tournament.

Proof. Suppose first that D is an acyclic tournament. Then λ(D) = 0. For any

e = (u, v) ∈ A(Dc), since D is a tournament, the arc (v, u) ∈ A(D) and so D + e has a

directed cycle of length 2 with vertices {u, v}. Hence λ(D + e) ≥ 1.

Conversely, we assume that D is a digraph in D(0). Then since λ(D) = 0, D must

be acyclic, and so for any pair of distinct vertices u, v ∈ V (D), at most one arc in

{(u, v), (v, u)} is in A(D). It remains to show that for any pair of distinct vertices u, v ∈
V (D), either (u, v) or (v, u) is in A(D), which proves D is an acyclic tournament.

By contradiction, we assume that for some pair of distinct vertices u and v in V (D),

{(u, v), (v, u)} ∩ A(D) = ∅. Since D ∈ D(0), D + (u, v) has a directed cycle C1. Since D

is acyclic, C1 must use the arc (u, v). Then P1 = C1− (u, v) is a dipath in D from v to u.

Similarly, D+(v, u) has a directed cycle C2, and so P2 = C2− (v, u) is a dipath of D from

u to v. Since u 6= v, we note that P1 6= P2 with {u, v} ∈ V (P1)∩V (P2). Denote the dipath

P1 = w0w1 · · ·ws with v = w0 and u = ws, and P2 = z0z1 · · · zt with u = z0 and v = zt,

where s, t > 0 are integers. If V (P1)∩V (P2) = {u, v}, then D[A(P1)∪A(P2)] is a directed

cycle of D, contrary to the fact that D is acyclic. Hence we assume that there exists a

vertex x /∈ {u, v} such that x ∈ V (P1)∩V (P2). Let h be the smallest integer with 0 < h < t

such that x = zh ∈ V (P1). This implies that P1 has a vertex wk with 0 < k < s such that
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zh = wk. By the choice of h, we have {z0, z1, z2, · · · , zh} ∩ {wk, wk+1, · · · , ws} = {u, zh}.
Hence D[{z0, z1, z2, · · · , zh}∪{wk, wk+1, · · · , ws}] contains a directed cycle of D, contrary

to the fact that D is acyclic. This proves the lemma.

For any integer n ≥ 0, let K∗n denote the complete digraph on n vertices. Thus K∗n is

a strict digraph such that for any pair of distinct vertices u, v ∈ V (K∗n), both (u, v) and

(v, u) are in A(K∗n). By definition, we observe the following:

K∗k+1 ∈ D(k) and if H ∈ D(k) and |V (H)| = k + 1, then H ∼= K∗k+1. (2.1)

Recall for a digraph D and disjoint subsets X, Y ⊆ V (D),

(X, Y )D = {(x, y) ∈ A(D) : x ∈ X, y ∈ Y }.

Further recall that for X ⊆ V (D),

∂+D(X) = (X, V (D)−X)D and ∂−D(X) = (V (D)−X,X)D.

For each v ∈ V (D), we define,

N+
D (v) = {u ∈ V (D) : (v, u) ∈ A(D)} and N−D (v) = {u ∈ V (D) : (u, v) ∈ A(D)}.

When the digraph D is understood from the context, we sometimes omit the subscript D

in the notations above. By the definition of arc-strong connectivity in [8], a digraph D

satisfies λ(D) ≥ k if and only if for any non-empty proper subset X ⊂ V (D), |∂+D(X)| ≥ k.

Suppose that D ∈ D(k). By definition, λ(D) ≤ λ(D) ≤ k. Therefore, there must

be a proper non-empty subset X ⊂ V (D) such that |∂+(X)| ≤ k. The following lemmas

gives more information on D.

Lemma 2.2.2 (Anderson et al.) If D ∈ D(k) and if D is not a complete digraph, then

for any proper non-empty subset X ⊂ V (D) such that |∂+D(X)| ≤ k, each of the following

holds:

(i) (X, V (D)−X)Dc 6= ∅.
(ii) |∂+D(X)| = k.

(iii) (V (D)−X,X)D = {(y, x) : for any y ∈ V (D)−X and for any x ∈ X}.
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Proof. Let Y = V (D)−X. Let |V (D)| = n. By contradiction, suppose that (X, Y )Dc =

∅. Then the arcs in ∂+D(X) induce an underlying complete bipartite graph with a vertex

bipartition {X, Y }. It follows from |∂+D(X)| ≤ k that we must have

|X|(n− |X|) = |X| · |Y | ≤ k, and |X|+ |Y | = n ≥ k + 1.

As the minimum of |X|(n− |X|) must be attained at the boundary point of the domain

1 ≤ |X| ≤ n− 1, we observe that

k ≤ n− 1 ≤ |X|(n− |X|) ≤ k,

it follows that we must have n = k + 1, and so by (2.1) that D must be a K∗k+1, contrary

to the assumption that D is not a complete digraph. This proves (i).

Therefore there must be an arc (x, y) ∈ (X, Y )Dc . Since D ∈ D(k), we have λ(D +

(x, y)) ≥ k+1. It follows that D+(x, y) has a subdigraph H such that λ(H) ≥ k+1. Since

λ(D) ≤ k, (x, y) ∈ A(H), then bothX∩V (H) 6= ∅ and Y ∩V (H) 6= ∅. As ∂+H(X∩V (H)) ⊆
∂+D(X) ∪ {(x, y)}, we have k + 1 ≤ |∂+H(X ∩ V (H))| ≤ |∂+D(X) ∪ {(x, y)}| ≤ k + 1, which

implies that |∂+D(X)| = k. This proves (ii).

To prove (iii), we again argue by contradiction and assume that for some x ∈ X and

y ∈ Y , (y, x) /∈ A(D). Then since D ∈ D(k), λ(D + (y, x)) ≥ k + 1. It follows that

D + (y, x) has a subdigraph H ′ with λ(H ′) ≥ k + 1 and with (y, x) ∈ A(H ′). Hence

both X ∩ V (H ′) 6= ∅ and Y ∩ V (H ′) 6= ∅. As ∂+H′(X ∩ V (H ′)) ⊆ ∂+D(X), we have

k + 1 ≤ |∂+H′(X ∩ V (H))| ≤ |∂+D(X)| ≤ k, a contradiction. This proves (iii).

Lemma 2.2.3 (Anderson et al.) Suppose that D ∈ D(k)−{K∗k+1}. For any proper non-

empty subset X ⊂ V (D) such that |∂+D(X)| = k and Y = V (D)−X, one of the following

must hold:

(i) |X| = 1 and D[Y ] ∈ D(k). In particular, |Y | ≥ k + 1.

(ii) |X| ≥ k + 1 and D[X] ∈ D(k). In particular, |Y | = 1.

(iii) Both D[X] ∈ D(k) and D[Y ] ∈ D(k). In particular, both |X| ≥ k + 1 and

|Y | ≥ k + 1.

Proof. We make the following claims:



CHAPTER 2. ON K-MAXIMAL STRENGTH DIGRAPHS 16

Claim 1. If D[X] (or D[Y ], respectively) is a complete digraph, then |X| ∈ {1, k + 1}
(or |Y | ∈ {1, k + 1}, respectively).

By symmetry, it suffices to prove the case when D[X] is a complete digraph. Let

m = |X|. Then D[X] = K∗m. Since m− 1 = λ(K∗m) ≤ λ(D) ≤ k, we have m ≤ k + 1. If

m ∈ {1, k + 1}, then the claim holds. By contradiction, we assume that 1 < m ≤ k.

By Lemma 2.2.2(i), there exists an arc (x, y) ∈ (X, Y )Dc . As D ∈ D(k), D + (x, y)

has a subdigraph H with λ(H) ≥ k + 1 and (x, y) ∈ A(H). Hence X ∩ V (H) 6= ∅. Let

X ′ = X ∩V (H) and m′ = |X ′|. Denote X ′ = {x1, x2, · · · , xm′}. For each xi, let ki denote

the number of arcs in (X ′, V (H) − X ′)H incident with xi. Then
∑m′

i=1 ki = |∂+H(X ′)| ≥
λ(H) ≥ k + 1. Since ∂+H(X ′) ⊆ ∂+X(X) ∪ (x, y), then |∂+H(X ′)| ≤ |∂+X(X) ∪ {(x, y)}| =

|∂+X(X)|+ 1 = k + 1. Hence |∂+H(X ′)| = k + 1.

Since λ(H) ≥ k + 1, then d+H(xi) ≥ k + 1. Hence
∑m′

i=1 d
+
H(xi) ≥ m′(k + 1). Since

X ′ = X ∩ V (H), then |X ′| ≤ |X|. If X ′ = X, then D[X ′] = K∗m′ and each xi has

d+D[X′](xi) = m′−1. Then
∑m′

i=1 d
+
H(xi) ≤

∑m′

i=1(ki+m
′−1). Using the fact

∑m′

i=1 ki = k+1,

we see that

m′∑
i=1

(ki +m′ − 1) =
m′∑
i=1

ki +
m′∑
i=1

(m′ − 1) = (k + 1) +m′(m′ − 1).

It follows that

m′(k + 1) ≤
m′∑
i=1

d+H(xi) ≤
m′∑
i=1

(ki +m′ − 1) = (k + 1) +m′(m′ − 1).

Algebraic manipulation leads to (m′ − 1)(k + 1) ≤ m′(m′ − 1). If m′ > 1, then k + 1 ≤
m′ ≤ k, a contradiction. Therefore, we must have m′ = 1 and so we may assume that

X ′ = {x1}. Since |∂+H(X ′)| ≥ k + 1, (x, y) ∈ ∂+H(X ′), and X ′ ⊆ X, it follows that all arcs

in (X, Y )D must be incident with x1 in X.

Since m ≥ 2, x2 is not incident with any arcs in (X, Y )D, and so for any y ∈ Y ,

(x2, y) ∈ A(Dc). As D ∈ D(k), D + (x2, y) must have a subdigraph H ′′ such that

λ(H ′′) ≥ k + 1 and (x2, y) ∈ A(H ′′). Since m ≤ k, d+H′′(x2) ≤ |∂+D[X](x2) ∪ {(x2, y)}| =
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(m− 1) + 1 ≤ k, contrary to the assumption that λ(H ′′) ≥ k + 1. Therefore if D[X] is a

complete digraph, then we must have |X| ∈ {1, k + 1}. This proves Claim 1.

Claim 2. If D[X] (or D[Y ], respectively) is not complete digraph, then D[X] ∈ D(k),

(or D[Y ] ∈ D(k), respectively).

Again by symmetry, it suffices to show that D[X] ∈ D(k). The case for showing

D[Y ] ∈ D(k) is similar and will be omitted.

Since D[X] is not complete, A(D[X]c) 6= ∅. For any e ∈ A(D[X]c), since A(D[X]c) ⊆
A(Dc) and D ∈ D(k), it follows by definition of D(k) that D+e has a subdigraph He with

e ∈ A(He) and λ(He) ≥ k + 1. If for any e ∈ A(D[X]c), V (He) ⊆ X, then by definition

of D(k), we have D[X] ∈ D(k) and so |X| ≥ k + 1.

Assume by contradiction that there exists an arc (u, v) ∈ A(D[X]c) such thatD+(u, v)

has a subdigraph H with λ(H) ≥ k+1, (u, v) ∈ A(H), and V (H)∩Y 6= ∅. Then as u, v ∈
X and V (H)∩ Y 6= ∅, we have ∂+H(X ∩ V (H)) = (X ∩ V (H), Y ∩ V (H))H ⊆ (X, Y )D. It

follows that k+1 ≤ λ(H) ≤ |∂+H(X∩V (H))| ≤ |(X, Y )D| = |∂+D(X)| = k, a contradiction.

This proves Claim 2.

Claim 3. If |X| = 1, then |Y | ≥ k + 1; or if |Y | = 1, then |X| ≥ k + 1.

By symmetry, we shall assume that |X| = 1 to prove |Y | ≥ k+ 1. The other case can

be done with symmetric arguments.

By contradiction, we assume that X = {x} and Y = {y1, y2, · · · , yh} with h ≤ k. By

Lemma 2.2.2(iii), for each i with 1 ≤ i ≤ h, we have (yi, x) ∈ A(D). Since D is strict and

|(X, Y )D| = |∂+D(X)| = k, then h = k and (x, yi) ∈ A(D) for every i with 1 ≤ i ≤ k. It

follows that D = K∗k+1, contrary to the assumption that D 6= K∗k+1. This proves Claim 3.

With these claims, we now prove the lemma. Assume that both |X| > 1 and |Y | > 1.

If D[X] is a complete digraph, then by Claim 1, D[X] ∼= K∗k+1 ∈ D(k). If D[X] is not a

complete digraph, then by Claim 2, D[X] ∈ D(k). Similarly we see D[Y ] ∈ D(k). Since

D[X], D[Y ] ∈ D(k), then |X| ≥ k + 1 and |Y | ≥ k + 1.

If |X| = 1, then by Claim 3, |Y | ≥ k + 1. If D[Y ] is complete, then by Claim 1,
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D[Y ] ∼= K∗k+1 ∈ D(k). If D[Y ] is not a complete digraph, then by Claim 2, D[Y ] ∈ D(k).

Similarly, if |Y | = 1, using symmetric agruments we have that |X| ≥ k + 1 and

D[X] ∈ D(k). This proves the lemma.

Definition 2.2.4 Let H ∈ D(k) and let {v1, v2, · · · , vk} ⊂ V (H) be a subset of k distinct

vertices. Let u be a vertex not in V (H). Define a digraph [H,K1]k ([K1, H]k, respectively)

as follows:

(i) V ([H,K1]k) = V ([K1, H]k) = V (H) ∪ {u}.
(ii) A([H,K1]k) = A(H) ∪ {(v1, u), (v2, u), · · · , (vk, u)} ∪

(⋃
v∈V (H){(u, v)}

)
.

(A([K1, H]k) = A(H) ∪ {(u, v1), (u, v2), · · · , (u, vk)} ∪
(⋃

v∈V (H){(v, u)}
)

, respectively).

Note that each of [H,K1]k and [K1, H]k represents a family of graphs as the set

{v1, v2, · · · , vk} ⊂ V (H) may vary. For notational convenience, we often use [H,K1]k

([K1, H]k, respectively) to denote any member in the family [H,K1]k ([K1, H]k,

respectively).

Definition 2.2.5 Let H1, H2 ∈ D(k), and let {u1, u2, · · · , uk} ⊂ V (H1) be a multiset

of V (H1) and {v1, v2, · · · , vk} ⊂ V (H2) be a multiset of V (H2) such that all the arcs

(u1, v1), (u2, v2), · · · , (uk, vk) are distinct. Define a digraph [H1, H2]k as follows:

(i) V ([H1, H2]k) = V (H1) ∪ V (H2).

(ii) A([H1, H2]k) = A(H1) ∪ A(H2) ∪ {(u1, v1), (u2, v2), · · · , (uk, vk)}

∪

 ⋃
u∈V (H1),v∈V (H2)

{(v, u)}

 .

Note that [H1, H2]k represents a family of digraphs. For notational convenience, we often

use [H1, H2]k to denote any member in the family [H1, H2]k.

Corollary 2.2.6 (Anderson et al.) Let D ∈ D(k) − {K∗k+1} be a digraph. Then there

exists a non-empty proper subset X ⊆ V (D) such that one of the following holds:

(i) |X| = 1, and for some H ∈ D(k), D = [H,K1]k.

(ii) |V (D)−X| = 1 and and for some H ∈ D(k), D = [K1, H]k.

(iii) For some H1, H2 ∈ D(k), D = [H1, H2]k.
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Proof. Since D ∈ D(k) − {K∗k+1}, by Lemma 2.2.2, there exists a proper non-empty

subset X ⊂ V (D) such that |∂+D(X)| = k. Let Y = V (D)−X. By Lemma 2.2.3, one of

the following must hold:

Case 1. Lemma 2.2.3(i) holds.

Then |X| = 1 and D[Y ] ∈ D(k). Let X = {x} and H = D[Y ]. As |({x}, Y )D| = k

and as, by Lemma 2.2.2(iii), for each y ∈ Y , (y, x) ∈ A(D), it follows by Definition 2.2.4

that D = [K1, H]k, and so Corollary 2.2.6 (ii) must hold in Case 1.

Case 2. Lemma 2.2.3(ii) holds.

Then |Y | = 1 and D[X] ∈ D(k). Let H = D[X]. With a symmetric argument of

Case 1, we conclude that Corollary 2.2.6 (i) must hold in Case 2.

Case 3. Lemma 2.2.3(iii) holds.

Let H1 = D[X] and H2 = D[Y ]. Since D ∈ D(k), |(X, Y )D| = k. Since D is not

complete, then by Lemma 2.2.2(iii), for each y ∈ Y and x ∈ X, (y, x) ∈ A(D). Using

this, we conclude that D = [H1, H2]k.

2.3 Constructive Characterizations

In this section, we present a constructive characterization for a family of strict digraphs

in D(k). This family will be used in next section.

Definition 2.3.1 Let M(k) be the family of digraphs such that

(i) K∗k+1 ∈M(k) and

(ii) a digraph D 6= K∗k+1 is in M(k) if and only if for some H ∈M(k), D = [H,K1]k or

D = [K1, H]k.

Suppose that H1 ∈ M(k) with |V (H1)| = k + 2. Then by Definition 2.3.1, there

must be a digraph H0 ∈ M(k) and a vertex v1 ∈ V (H1) − V (H0) such that H1 ∈
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{[{v1}, H0]k, [H0, {v1}]k}. Since |V (H0)| = k + 1, it follows by Definition 2.3.1 that H0
∼=

K∗k+1, and there exists a unique vertex v0 ∈ V (H0) such that

d−H1
(v0) = k if H1 = [{v1}, H0]k; or d+H1

(v0) = k if H1 = [H0, {v1}]k. (2.2)

Throughout the rest of this section, we will use v0 to denote the only vertex inH0 satisfying

(2.2).

Lemma 2.3.2 (Anderson et al.) Let D ∈ M(k) with n = |V (D)| vertices. Each of the

following holds:

(i) D has a subdigraph H0
∼= K∗k+1.

(ii) Suppose that n > k + 1. Let v0 denote the unique vertex in H0 satisfying (2.2),

V (D) − V (H0) = {v1, v2, · · · , vh} with h = n − (k + 1). Then D has a sequence of

subdigraphs H1, H2, · · · , Hh such that for each i with 1 ≤ i ≤ h,

Hi ∈ {[{vi}, Hi−1]k, [Hi−1, {vi}]k}, and D = Hh. (2.3)

(iii) Suppose that D 6= K∗k+1. Then for each i with 1 ≤ i ≤ h, Hi has a unique vertex u1

and another vertex u2 with the following properties:

d+Hi
(u1) = k and d−Hi

(u1) ≥ k + 1 if Hi = [{vi}, Hi−1]

d+Hi
(u2) ≥ k + 1 and d−Hi

(u2) ≥ k if Hi = [{vi}, Hi−1]

d−Hi
(u1) = k and d+Hi

(u1) ≥ k + 1 if Hi = [Hi−1, {vi}]
d−Hi

(u2) ≥ k + 1 and d+Hi
(u2) ≥ k if Hi = [Hi−1, {vi}]

min{d+Hi
(v), d−Hi

(v)} ≥ k + 1 if v ∈ V (Hi)− {u1, u2}

. (2.4)

(iv) u1 = vi and we can always choose u2 ∈ {v0, v1, · · · , vi−1}. Furthermore, if for some

0 ≤ j ≤ i− 1, min{d+Hi
(vj), d

−
Hi

(vj)} = k, then u2 = vj.

Proof. (i) follows from Definition 2.3.1(i).

For the rest of the proof in this lemma, we assume that

V (D)− V (H0) = {v1, v2, · · · , vh} with h = n− (k + 1).
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(ii) We argue by induction on h = |V (D)|−|V (H0)|. Since n > k+1, then h ≥ 1. Assume

h = 1, then |V (D)| = k+ 2. By Definition 2.3.1, there exists a digraph H1 ∈M(k) and a

vertex v1 ∈ V (D)−V (H0) such that D ∈ {[H0, {vi}]k, [{vi}, H0]k}. Then D has a sequence

of subdigraphs H1 = Hh such that H1 ∈ {[H0, {vi}]k, [{vi}, H0]k}, and D = Hh = H1.

Assume h > 1. By Definition 2.3.1(ii), for some H ∈ M(k) and vertex vh ∈ V (D),

D = [H, {vh}]k or D = [{vh}, H]k. Since vh /∈ V (H0), we observe that H0 ⊆ H, and

|V (H)| − |V (H0)| = |V (D)| − |V (H0)| − 1 = h− 1. By the inductive hypothesis, H has a

sequence of subdigraphs H1, H2, · · · , Hh−1 such that for each i with 1 ≤ i ≤ h− 1, (2.3)

holds with Hh−1 = H. Since D = [H, {vh}]k or D = [{vh}, H]k, then D = [Hh−1, {vh}]k =

Hh or D = [{vh}, Hh−1]k = Hh. Thus D has a sequence of subdigraphs H1, H2, · · · , Hh

such that for each i with 1 ≤ i ≤ h, (2.3) holds with Hh = D. Hence (ii) is proven by

induction.

(iii) and (iv) We again by argue by induction on i with h ≥ i ≥ 1. Assume h = 1.

Let H1 = D. Then V (H1) − V (H0) = {v1} and 1 = n − (k + 1). Since H0
∼= K∗k+1,

d+H0
(u) = d−H0

(u) = k for every u ∈ V (H0). Assume V (H0) = {v0, x1, x2, · · · , xk}. By

Definition 2.3.1(ii), H1 ∈ {[{v1}, H0]k, [H0, {v1}]k}.

Assume that H1 ∈ [{v1}, H0]k. By definition, d−H1
(v0) = k. Since d−H1

(v0) = d−H0
(v0),

then (v1, v0) /∈ A(H1). Thus N+
H1

(v1) = {x1, x2, · · · , xk}. Thus d−H1
(xi) = k + 1 for every

i ∈ {1, 2, · · · , k}. From the definition of [{v1}, H0]k, d−H1
(v1) = k + 1, and d+H1

(u) =

d+H0
(u) + 1 for every u ∈ V (H0). Thus d+H1

(u) = k + 1 for every u ∈ V (H0).

Let u1 = v1 and u2 = v0. Then min{d+H1
(v), d+H1

(v)} ≥ k + 1 for every v ∈ V (H1) −
{u1, u2}. Hence u1 = v1 and u2 = v0 satisfies (2.4) with i = 1.

If H1 ∈ [H0, {v1}]k, using a symmetric argument, we find that u1 = v1 and u2 = v0

satisfies (2.4) with i = 1. Thus (iii) and (iv) hold for i = 1.

Next we assume that h ≥ i > 2, and both (iii) and (iv) hold for smaller values of i.

By (2.3) and by symmetry, we may assume that Hi = [{vi}, Hi−1]k. By induction, Hi−1

satisfies the conclusions of Lemma 2.3.2 (iii) and (iv). Therefore, H has two vertices u′1, u
′
2

satisfying (2.4), u′1 = vi−1, and u′2 ∈ {v0, v1, · · · , vi−2}.
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Since Hi = [{vi}, Hi−1]k, by Definition 2.2.4, for any y ∈ V (Hi−1), (y, vi) ∈ A(Hi). It

follows that d+Hi
(u′1) = k + 1. Thus setting u1 = vi and u2 = u′2, we conclude that u1 and

u2 satisfy (2.4). This proves both (iii) and (iv).

Let D ∈ M(k) − {K∗k+1}. By Lemma 2.3.2, D has a sequence of subdigraphs

H0, H1, · · · , Hh satisfying (2.3). For h ≥ i ≥ 1, let vi denote the only vertex in V (Hi) −
V (Hi−1). Thus each D ∈M(k)− {K∗k+1} is associated with a sequence

(H0, v0), (H1, v1), · · · , (Hh, vh). (2.5)

We call (2.5) a construction sequence of D. For each i > 0, define

Si =

{
N+

Hi
(vi) if Hi = [{vi}, Hi−1]k

N−Hi
(vi) if Hi = [Hi−1, {vi}]k

.

Then Si ⊆ V (Hi−1). The next lemma gives more information about D.

Lemma 2.3.3 (Anderson et al.) Let D ∈M(k)−{K∗k+1} and let (2.5) be a construction

sequence of D. If there exists an i such that for all h ≥ j > i, vi /∈ ∪hj>iSj, then

D − vi ∈M(k).

Proof. We argue by induction on h ≥ 1. Assume that h = 1. Then i ∈ {0, 1}.
If i = 1, then D − v1 = H0

∼= K∗k+1 ∈ M(k); if i = 0, then by Definition 2.2.4,

D − v0 ∼= K∗k+1 ∈M(k). Hence the lemma holds for h = 1.

Assume that h > 1 and Lemma 2.3.3 holds for smaller values of h. Let (2.5) de-

note a construction sequence of D. Then Hh−1 ∈ M(k). If i = h − 1, then by (2.5),

Hh−1 − {vh−1} = Hh−2 ∈ M(k). Since vh−1 /∈ Sh, it follows that D − {vh−1} ∈
{[{vh}, Hh−2]k, [Hh−2, {vh}]k} ∈ M(k), and the lemma is proved by induction in this

case. Now assume that h − 1 > i. Then by induction, H = Hh−1 − {vi} ∈ M(k), and

so by Definition 2.2.4, D − vi ∈ {[{vh}, H]k, [H, {vh}]k}. Thus D − vi ∈ M(k). and the

lemma is proved by induction in this case as well.

Lemma 2.3.4 (Anderson et al.) Let k ≥ 1 be an integer. Then M(k) ⊆ D(k).
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Proof. Let D ∈ M(k) be a digraph with n = |V (D)| ≥ k + 1. We now argue by

induction on n ≥ k + 1 to show that M(k) ⊆ D(k).

If n = k + 1, then D ∼= K∗k+1. Since K∗k+1 ∈ D(k), we are finished.

Assume that n > k + 1 and for any digraph D′ ∈ M(k) with |V (D′)| ≤ n − 1,

D′ ∈ D(k). Since n > k + 1, D is not a complete digraph. Then h = n − (k + 1) > 0.

Let (2.5) denote a construction sequence of D, u1 = uh1 and u2 = uh2 be the two vertices

satisfying Lemma 2.3.2(iii). Let a = (u, v) ∈ A(Dc). We shall show that λ(D+a) ≥ k+1.

If vh /∈ {u, v}, then a = (u, v) ∈ A(Hc
h−1). By induction, Hh−1 ∈ D(k), and so

λ(Hh−1 + a) ≥ k + 1. Since Hh−1 ⊂ Hh = D, then λ(D + a) ≥ λ(Hh−1 + a) ≥ k + 1.

Assume that vh ∈ {u, v}. Without loss of generality, we assume that vh = v. By

Lemma 2.3.2, u1 = v, and u2 ∈ {v0, v1, · · · , vh−1}.

Case 1. min{d+D(u2), d
−
D(u2)} = k.

If u 6= u2, then we may assume that u2 = vj for some 0 ≤ j ≤ h − 1. Since

min{d+D(u2), d
−
D(u2)} = k, by Definition 2.2.4, vj /∈ ∪h

i>jSi, and so by Lemma 2.3.3,

D − vj ∈ M(k). By induction, D − vj ∈ D(k). As vj /∈ {u, v}, a ∈ A(D − vj)c and since

D − vj ∈M(k), we have λ(D + a) ≥ λ((D − vj) + a) ≥ k + 1.

Case 2. min{d+D(u2), d
−
D(u2)} > k.

By Lemma 2.3.2, for any vertex z ∈ V (D) − {v}, min{d+D(z), d−D(z)} > k. Since

(u, v) ∈ A(Dc) and since u1 = vh = v, by Definition 2.2.4, we must have D = [Hh−1, {v}]k
and d−D(v) = k. Thus

min{d+D+a(z), d−D+a(z)} ≥ k + 1, for any z ∈ V (D + a) = V (D). (2.6)

We shall show that λ(D + a) ≥ k + 1. Let ∅ 6= X ⊂ V (D) = V (D + a) be a non-empty

proper subset. We shall show that |∂+D(X)| ≥ k + 1. Let Y = V (D) − X. By (2.6), we

may assume that |X| ≥ 2 and |Y | ≥ 2.

Subcase 2.1. V (H0) ⊆ X or V (H0) ⊆ Y .

By symmetry, we assume that V (H0) ⊆ X. The proof for V (H0) ⊆ Y is similar and
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will be omitted. As |Y | ≥ 2, Y ∩ {v1, v2, · · · vh} 6= ∅. Pick vi ∈ Y such that i is the

smallest with i ≥ 1. Then V (Hi−1) ⊆ X. Assume first that Hi = [{vi}, Hi−1]k. Then by

the choice of i, we have N−Hi
(vi) ⊆ X, and so by Definition 2.2.4, |∂+D(X)| ≥ |∂−Hi

(vi)| =

|N−Hi
(vi)| ≥ |V (H0)| = k + 1.

Assume then that Hi = [Hi−1, {vi}]k. Then by the choice of i, we have N+
Hi

(vi) ⊆ X.

Since |Y | ≥ 2, we can pick vj ∈ Y − {vi} such that j > i is the smallest. By the choice

of j and by Definition 2.2.4, there exists a vertex z ∈ X such that (vj, z) ∈ A(Hj). It

follows that ∂+Hi
(vi) ∪ {(vj, z)} ⊆ ∂+D(X), and so |∂+D(X)| ≥ |∂+Hi

(vi)| + 1 ≥ k + 1. This

proves this subcase.

Subcase 2.2. V (H0) ∩X 6= ∅ and V (H0) ∩ Y 6= ∅.

Since h > 0, we may assume that v1 ∈ X. (The case when v1 ∈ Y can be proved

similarly). As |Y | ≥ 2, we either have |V (H0) ∩ Y | ≥ 2 or Y − V (H0) 6= ∅. If H1 =

[H0, {v1}]k, then by Definition 2.2.4, |(V (H0) ∩ Y, {v1})D| ≥ 1. It follows that |∂+D(X)| ≥
|(V (H0) ∩X, V (H0) ∩ Y )D|+ |(V (H0) ∩ Y, {v1})D| ≥ k + 1.

Hence we may assume thatH1 = [{v1}, H0]k. If V (H0)∩Y 6= {v0}, then |({v1}, V (H0)∩
Y )D| ≥ 1, and so |∂+D(X)| ≥ |(V (H0) ∩X, V (H0) ∩ Y )D|+ |({v1}, V (H0) ∩ Y )D| ≥ k + 1.

Hence we may assume that V (H0)∩Y = {v0}. Since |Y | ≥ 2, there must be a smallest

i > 1 such that vi ∈ Y . By the minimality of i, V (H)i−1−{v0} ⊆ X. By Definition 2.2.4,

|(V (H)i−1−{v0}, {vi})D| ≥ 1, and so |∂+D(X)| ≥ |(V (H0)∩X, V (H0)∩Y )D|+ |(V (Hi−1)−
{v0}, {vi})D| ≥ k+ 1. This proves Subcase 2.2, and completes the proof of the lemma.

2.4 The Extremal Function

In this section, we shall determine the extremal function as shown in Theorem 2.4.1 below.

This clearly implies Theorem 2.1.6.
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Theorem 2.4.1 (Anderson et al.) Let D ∈ D(n, k). Then

|A(D)| ≤ k(2n− k − 1) +

(
n− k

2

)
. (2.7)

Furthermore, each of the following holds:

(i) If k = 1, then every digraph D ∈ D(1) satisfies equality in (2.7).

(ii) If k ≥ 2, then a digraph D ∈ D(k) satisfies equality in (2.7) if and only if D ∈M(k).

Proof. We first prove (2.7) by induction on n = |V (D)|.

If n = k+ 1, then D = K∗k+1. Since |A(K∗k+1)| = k(k+ 1), we observe that (2.7) holds

when n = k + 1.

Assume that n > k + 1 and (2.7) holds for smaller values of n. Since n > k + 1,

D cannot be a complete digraph. By Corollary 2.2.6, one of the three conclusions of

Corollary 2.2.6 must hold:

Claim 1. If Corollary 2.2.6 (i) or (ii) holds, then (2.7) holds.

Without loss of generality, we assume that D = [H,K1]k for some H ∈ D(k) with

V (K1) = {v}. |V (H)| = n−1. By Definition 2.2.4, |∂+D(v)| = k and |∂−D(v)| = n−1. Then

|A(D)| = |A(H)| + k + (n − 1). Since |V (H)| < n, we can use the inductive hypothesis

and obtain:

|A(D)| ≤ k(2(n− 1)− k − 1) +

(
(n− 1)− k

2

)
+ k + (n− 1)

≤ k(2n− k − 3) +

(
n−k−2∑
i=1

i

)
+ k + (n− 1)

= k(2n− k − 3) +

(
n−k−2∑
i=1

i

)
+ k + (n− 1) + 2k − 2k

= k(2n− k − 3) + 2k +

(
n−k−2∑
i=1

i

)
+ (n− k − 1)
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= k(2n− k − 3) + 2k +

(
n−k−2∑
i=1

i

)
+ (n− k − 1)

= k(2n− k − 1) +

(
n−k−1∑
i=1

i

)

= k(2n− k − 1) +

(
n− k

2

)

Claim 2. If Corollary 2.2.6 (iii) holds, then (2.7) holds. Furthermore, if k ≥ 2, then

(2.7) holds with strict inequality.

Without loss of generality, assume that D = [H1, H2]k for some H1, H2 ∈ D(k). Let

n1 = |V (H1)| and n2 = |V (H2)|. By Definition 2.2.4, |∂+D(H1)| = k and |∂−D(H1)| = n1n2.

Then |A(D)| = |A(H1)|+ k+n1n2 + |A(H2)|. Since |V (H1)|, |V (H2)| < n, we can use the

inductive hypothesis and obtain:

|A(D)| ≤ k(2n1 − k − 1) +

(
n1 − k

2

)
+ k + n1n2 + k(2n2 − k − 1) +

(
n2 − k

2

)

= k(2n1)− k2 − k + k(2n2)− k2 − k + k + n1n2 +

(
n1 − k

2

)
+

(
n2 − k

2

)

= (k(2n1) + k(2n2)− k2 − k)− k2 + n1n2 +

(
n1 − k

2

)
+

(
n2 − k

2

)

= k(2n1 + 2n2 − k − 1)− k2 + n1n2 +

(
n1 − k

2

)
+

(
n2 − k

2

)

= k(2n− k − 1)− k2 + n1n2 +

(
n1 − k

2

)
+

(
n2 − k

2

)

+

(
n− k

2

)
−

(
n− k

2

)
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= k(2n− k − 1) +

(
n− k

2

)

−k2 + n1n2 +

(
n1 − k

2

)
+

(
n2 − k

2

)
−

(
n− k

2

)

We further observe the following:

2

[
n1n2 +

(
n1 − k

2

)
+

(
n2 − k

2

)
−

(
n− k

2

)]
= 2n1n2 + (n1 − k)(n1 − k − 1) + (n2 − k)(n2 − k − 1)− (n− k)(n− k − 1)

= 2n1n2 +

[
2∑

i=1

(n2
i − 2nik + k2 − ni + k)

]
− (n2 − 2nk + k2 − n+ k)

= (n1 + n2)
2 − 2nk + 2k2 − (n1 + n2) + 2k − n2 + 2nk − k2 + n− k = k(k + 1).

Now, we have −k2 + k(k+1)
2

= −k2−k
2
≤ 0, and so

|A(D)| ≤ k(2n− k − 1) +

(
n− k

2

)
− k2 − k

2
.

This implies Claim 2.

Claim 3. If k ≥ 2, and if D ∈ D(k) satisfies equality in (2.7), then D ∈M(k).

Let D ∈ D(k) be a digraph satisfying equality in (2.7). We argue by induction on

n = |V (D)| ≥ k + 1 to prove Claim 3. If n = k + 1, then D = K∗k+1 ∈ M(k). Hence we

assume that n > k + 1 and that Claim 3 holds for smaller values of n.

If D satisfies Corollary 2.2.6(iii), then by Claim 2, D cannot satisfy equality in (2.7),

contrary to the assumption of Claim 3. Hence D must satisfy Corollary 2.2.6(i) or (ii).

By symmetry, we assume that for some digraph H ∈ D(k) and vertex v ∈ V (D), we have

D = [{v}, H]k. By Definition 2.2.4, we have |A(D)| = |A(H)|+ k + n− 1. As D satisfies
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equality in (2.7), this implies that

|A(H)| = k(2n− k − 1) +

(
n− k

2

)
− (n+ k − 1)

= 2nk − k2 − k +

(
n− k

2

)
− (n+ k − 1)− 2k + 2k

= 2nk − 2k − k2 − k +

(
n−k−1∑
i=1

i

)
− (n+ k − 1) + 2k

= k(2n− 2)− k − 1) +

(
n−k−1∑
i=1

i

)
− (n− k − 1)

= k(2(n− 1)− k − 1) +

(
n−k−2∑
i=1

i

)

− k(2(n− 1)− k − 1) +

(
(n− 1)− k

2

)
.

It follows by induction that H ∈ M(k). By Definition 2.3.1, D ∈ M(k), and so Claim 3

is proved by induction.

Claim 4. If k = 1, then for any D ∈ D(k), we have

|A(D)| = k(2n− k − 1) +

(
n− k

2

)
= 2(n− 1) +

(n− 1)(n− 2)

2
. (2.8)

We again argue by induction on n. Since |A(K∗2)| = 2, (2.8) holds when n = k+1 = 2.

Assume that n > 2 and (2.8) holds for smaller values of n. Hence D is not a complete

digraph. By Corollary 2.2.6, we have the following observations:

Suppose that Corollary 2.2.6(i) or (ii) holds. Then D ∈ {[K1, H]k, [H,K1]k} for some

H ∈ D(1). By Definition 2.2.4, |A(D)| = |A(H)|+1+(n−1). By the inductive hypothesis,

|A(D)| = 2((n− 1)− 1) +
((n− 1)− 1)((n− 1)− 2)

2
+ 1 + (n− 1)

= 2((n− 1)− 1) + n+
(n− 2(n− 3)

2
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= 2(n− 1) +

(
n−3∑
i=1

i

)
+ (n− 2)

= 2(n− 1) +

(
n−2∑
i=1

i

)

= 2(n− 1) +
(n− 1)(n− 2)

2
.

Thus (2.8) holds for all values of n and this case is proven by induction.

Now suppose that for some H1, H2 ∈ D(1), we have D = [H1, H2]k. Let n1 = |V (H1)|
and n2 = |V (H2)|. By Definition 2.2.4, we have |A(D)| = |A(H1)| + |A(H2)| + 1 + n1n2.

By the inductive hypothesis,

|A(D)| =
2∑

i=1

[
2(ni − 1) +

(ni − 1)(ni − 1)

2

]
+ 1 + n1n2

= 2(n1 + n2 − 1)− 1 +
(n− 1)(n− 2)

2
+

2n1n2 + (n1 − 1)(n1 − 2) + (n2 − 1)(n2 − 2)− (n− 1)(n− 2)

2

= 2(n1 + n2 − 1)− 1 +
(n− 1)(n− 2)

2
+

1 + 1

2

= 2(n1 + n2 − 1) +
(n− 1)(n− 2)

2
.

Therefore, (2.8) also holds for all values of n and Claim 4 is proved by induction.

By Lemma 2.3.4, M(k) ⊆ D(k). By Definition 2.3.1, we have, for any D ∈M(k),

|A(D)| = k(2n− k − 1) +

(
n− k

2

)
.

This, together with Claims 1, 2, 3 and 4, imply Theorem 2.4.1.



Chapter 3

Minimax Properties

3.1 Introduction

It is well known that graph theory plays a central role as a model for reliability, invul-

nerability, and survivability studies of large-scale networks [74]. By modeling networks

as graphs, we are able to apply techniques and tools from graph theory to solve related

problems. Oftentimes this will allow the problem to be solved more easily. Matula [87]

indicated that many problems in graph theory can be further simplified by working on the

components and blocks (defined as a maximal connected subgraph with no vertex cut)

individually. Using this idea, a local connectivity measure is needed.

For a graph G, let f(G) denote the edge-connectivity κ′(G) or the minimum degree

δ(G) of G, and define f(G) = max{f(H) : H is a subgraph of G}. As indicated in [74],

networks modeled as a graph G with f(G) = f(G), generally known as f-uniformly dense

graphs, are of particular interest to investigate. Matula first studied the quantities

κ′(G) = max{κ′(H) : H ⊆ G} and δ(G) = max{δ(H) : H ⊆ G}.

In order to compute κ′(G) and δ(G), Matula defined slicings.

For a proper non-empty vertex subset X of G, let C = (X, V (G)−X) denote the set

30
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of edges in G leaving from X. Recall that we defined a slicing as a sequence of disjoint

edge subsets in the form Ci = (X, V (Gi) − X) for subgraph Gi = G −
i−1⋃
j=1

E(Cj) for

2 ≤ i ≤ m where E(G)−
m⋃
j=1

E(Cj) = ∅. Further recall that a δ-slicing is defined to be a

sequence of disjoint non-empty edge subsets of the form Ci = ({vi}, V (Gi) − {vi}) for a

subgraph Gi = G −
i−1⋃
j=1

E(Cj) for 2 ≤ i ≤ m where E(G) −
m⋃
j=1

E(Cj) = ∅. We say that

the width of a slicing, denoted w(S), where Z = (C1, C2, ..., Cm), is the maximum size

of any cut in the slicing Z. The concept of slicing will be formally defined in the next

section.

In [89], Matula discovered some minimax results involving κ′(G) and δ(G).

Theorem 3.1.1 (Matula) [89]) For any graph G with |E(G)| ≥ 1, each of the following

holds:

(i) κ′(G) = max{κ′(H) : H ⊆ G} = min{w(Z) : Z is a slicing of G}.
(ii) δ(G) = max{δ(H) : H ⊆ G} = min{w(Z) : Z is a δ-slicing of G}.

The purpose of this chapter is to investigate whether digraphs will have similar behav-

ior. As in previously defined, the minimum out-degree and the minimum in-degree

of a digraph D are

δ+(D) = min{d+D(v) : v ∈ V (D)} and

δ−(D) = min{d−D(v) : v ∈ V (D)}, respectively.

Naturally, for a digraph D, we define

λ(D) = max{λ(H) : H ⊆ D},

δ
+

(D) = max{δ+(H) : H ⊆ D} and

δ
−

(D) = max{δ−(H) : H ⊆ D}.

Some of the recent studies on λ(D) and λ(D) focused on extremal properties and the

relationship with arc disjoint spanning arborescences, as seen in [5, 81, 83], among others.
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By the definition of λ(D), we observe that λ(D) = 0 if and only if D does not contain a

directed cycle. That is, D is acyclic. Therefore, throughout this chapter, when discussing

λ(D), we always assume that λ(D) > 0. A natural model for digraph slicing will be a

sequence of disjoint non-empty arc subsets in the form ∂+Di
(X) for some subdigraph Di of

D. Similarly, δ+-slicings (δ−-slicings, respectively) will be sequence of disjoint non-empty

arc subsets in the form ∂+Di
(v) (∂−Di

(v), respectively) for some subdigraph Di of D. The

concept of slicing will be formally defined later in the chapter. Our main result is stated

below.

Theorem 3.1.2 (Anderson, Lai, & Xu) Let D be a digraph with A(D) 6= ∅. Let S(D) be

the collection of all slicings of D and let S+(D), S−(D) be the collection of all δ+-slicings

of D and all δ−-slicings of D, respectively. Each of the following holds:

(i) Assume that λ(D) > 0. Then

max{min |∂+H(X)| : ∅ 6= X ⊂ V (H)} : H ⊆ D} =

min{max{|Ci| : 1 ≤ i ≤ m− 1} : S = (C1, C2, ..., Cm) ∈ S(D)}.

(ii) max{min{d+H(v) : v ∈ V (H)} : H ⊆ D} =

min{max{|Ci| : 1 ≤ i ≤ m} : S = (C1, C2, ..., Cm) ∈ S+(D)}.

(iii) max{min{d−H(v) : v ∈ V (H)} : H ⊆ D} =

min{max{|Ci| : 1 ≤ i ≤ m} : S = (C1, C2, ..., Cm) ∈ S−(D)}.

Likewise, we define κ(D) = max{κ(H) : H ⊆ D}. Related properties on κ(D) are

also discussed. In the following subsections we will present previous work on subgraph

density measures, and graph connectivity algorithms. In the next section, we present the

proofs for these minimax relations stated in Theorem 3.1.2, as well as discussions of other

related properties. In the last section, we explain that these quantities δ
+

(D), δ
−

(D),

λ(D) and κ(D) can be computationally determined in polynomial time.
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3.1.1 Previous Work on Subgraph Density

Matula was the first to study the strength of a graph G. To study this invariant, he built

up terminology based on cuts. An edge cut set, denoted C = (X,X), of G is an edge set

of G such that an edge e is in C if and only if e = xy for some x ∈ X and y ∈ X. When

no confusion arises, we shorten edge cut set to simply a cut. Using this terminology, for

k ≥ 1, we can define a graph G to be k-edge connected, if G is connected, |V (G)| ≥ 2,

and every cut has at least k-edges. Matula [87] defined a k-component (for any k ≥ 1) of

G to be a maximal k-edge connected subgraph of G.

The edge-connectivity of a graph can also be expressed in terms of cuts. For any

graph G such that |V (G)| ≥ 2, then the edge-connectivity of G is equal to the minimum

number of edges in any cut of G. Formally, κ′(G) = min{|C| : C is a cut of G}. If G is

not connected (i.e. does not contain any cut), then κ′(G) = 0. We say any cut that has

κ′(G) edges is a minimum cut. Notice, however, that a minimum cut of G does not have

to be unique.

Lemma 3.1.3 (Matula [87] Let G1, G2, ..., Gn be subgraphs of a graph G such that
⋃
i

Gi

is connected. Then κ′(
⋃
i

Gi) ≥ min
i
κ′(Gi).

Corollary 3.1.4 For any k ≥ 1, the k-components of a graph G are vertex disjoint.

Definition 3.1.5 Let G be a graph with E(G) 6= ∅. A sequence of disjoint non-empty

edge subsets Z = (C1, C2, ..., Cm) is a slicing of G if

(i) C1 is a cut of G

(ii) For each i with 2 ≤ i ≤ m, Ci is a cut of G−
i−1⋃
j=1

Cj

If Z = (C1, C2, ..., Cm) is a slicing of G, then the width of Z, is

w(Z) = max{|Ci| : 1 ≤ i ≤ m}.
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We say that Z is a narrow slicing if C1 is a minimum cut of G and each Ci for 2 ≤ i ≤ m

is a minimum cut of G−
i−1⋃
j=1

Cj.

Theorem 3.1.6 (Matula [89]) For any graph G with |E(G)| ≥ 1,

max{w(Z) : Z is a slicing of G} = max{|C| : C is a cut of G}.

Theorem 3.1.7 (Matula [87]) For any graph G containing at least one edge, the mini-

mum width of any slicing of G is equal to the strength of the graph. Formally,

κ′(G) = max{κ′(H) : H ⊆ G} = min{w(Z) : Z is a slicing of G}

Definition 3.1.8 Let G be a graph with E(G) 6= ∅. A sequence of disjoint non-empty

edge subset Z = (C1, C2, ..., Cm) is a δ-slicing of G if C1 = ({x}, V (G) − {x}) for some

x ∈ V (G) is an edge cut of G, and for each i with 2 ≤ i ≤ m, Ci = ({x}, V (G) − {x})

for some x ∈ V (G) is an edge cut of G−
i−1⋃
j=1

E(Cj).

Theorem 3.1.9 (Matula) [89]) For any graph G with |E(G)| ≥ 1, the maximum min-

imum degree of any subgraph of G (called the δ-strength of G) is equal to the minimum

width of any δ-slicing. Formally,

δ(G) = max{δ(H) : H ⊆ G} = min{w(Z) : Z is a δ-slicing of G}.

In 1932, Whitney published a classical result that relates the connectivity, edge-

connectivity, and the minimum degree of a graph.

Theorem 3.1.10 (Whitney [113]) For any graph G,

κ(G) ≤ κ′(G) ≤ δ(G).

Let κ(G) = max{κ(H) : H ⊆ G}, which we call the vertex-strength. Matula was

able to show Whitney’s classical result was analogous when looking at the strengths of

graphs.
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Theorem 3.1.11 (Matula [89]) For a graph G,

κ(G) ≤ κ′(G) ≤ δ(G)

Finding all subgraphs of a graph can be very difficult and time consuming, especially

as the size of the graph increases. Matula was able to eliminate most of the work needed

to solve κ′(G) and δ(G). His theorem focuses on only having to find one cut for the graph,

instead of having to search for every subgraph to ensure you have found the maximum.

Theorem 3.1.12 (Matula [89]) Let G be a graph with E(G) 6= ∅. Then

(i) For any δ-slicing Z = (C1, C2, ..., Cm) of G,

δ(G) = max
1≤i≤m

{|Ci|}

(ii) For any narrow slicing Z ′ = (C ′1, C
′
2, ..., C

′
m) of G,

κ′(G) = max
1≤i≤m

{|Ci|}

Matula developed a few lemmas, which he called cut lemmas that are very useful

in determining κ′(G) and δ(G), which we will discuss further in the next subsection on

connectivity algorithms.

Lemma 3.1.13 (Matula [89]) For a graph G with E(G) 6= ∅. If v is a minimum degree

vertex in G, then

δ(G) = max{δ(G), δ(G− {v})}

Lemma 3.1.14 (Matula [89]) For a graph G with E(G) 6= ∅. If C ⊆ E(G) is a minimum

cut for some component of G, then

κ′(G) = max{|C|, κ′(G− C)}
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3.1.2 Previous Work on Graph Connectivity Algorithms

Abdol-Hossein Esfahani [40] previously wrote about the history of graph connectivity

algorithms and we shall follow a similar approach.

T. E. Harris and F. S. Ross first introduced the maximum flow problem in 1955.

They were working for the U.S. government to develop a method of evaluating railroad

capacities. In [72], the problem presented states that given a railroad network with known

(or approximated) capacities for each line and specific locations designated as the origins

(source) and others listed as the destinations (sink), find a route in the network that

enables the maximum amount to be moved from the origin to the destination periodically

and also find the numerical value for the maximum. Ford and Fulkerson [45] created the

first algorithm to compute the maximum flow based on a greedy algorithm (at each step

a greedy algorithm will take the best local choice) in 1956.

Since then, there have been many algorithms created for maximum flow and these

algorithms are helpful in solving edge-connectivity and vertex-connectivity of graphs.

Algorithms are helpful in solving edge-connectivity and vertex-connectivity of graphs do

so by calling maximum flow algorithms for some steps, and these calls carry the most

computational intensities. Naturally, minimizing the number of calls to these maximum

flow algorithm will optimize computing speeds in connectivity algorithms.

Let x and y be distinct vertices in a graph G. Let us define κ′(x, y) to be the least

amount of edges that must be removed in order that no (x, y)-paths exist. Recall that we

have previously defined κ′(G) = min{|C| : C is a cut of G}. If G 6= K1, then we define

κ′(G) = min{κ′(x, y) : x, y ∈ V (G) and x 6= y}. If one was able to solve κ′(x, y) for

arbitrary distinct vertices, then κ′(G) could be solved using our definition.

S. Even [43] devloped an algorithm to solve κ′(x, y) based on solving a maximum

flow problem. The algorithm that follows is from a proof that Even’s presented in [43]

as a variation of Menger’s Theorem. The approach for the proof was first suggested by

Dantzig and Fulkerson [37].
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Algorithm I (Even [43])

Input: A graph G and distinct vertices x and y (|V (G)| = n > 0 and |E(G)| = m > 0).

Output: κ′(x, y)

(Step 1) Replace every edge uv with arcs (u, v) and (v, u)

(Step 2) Assign x as the source vertex and y as the sink vertex.

(Step 3) Assign each arc to have capacity 1, and let H be the resulting network.

(Step 4) Find a maximum flow function f in H.

(Step 5) Set κ′(x, y) equal to the total flow of f . Stop.

In [43], Even found the time complexity of this algorithm to be O(mn). One could

develop a program to run Algorithm I for every possible distinct pair of vertices and

then take the minimum quantity of the results to compute κ′(G). Since the ordering of

edges does not matter in graphs, for a graph G such that |V (G)| = n, there are n(n−1)
2

distinct vertex pairs that must compute κ′(x, y) to determine κ′(G).

Let x and y be distinct vertices in a digraph D. Let us define λ(x, y) to be the least

amount of arcs that must be removed in order that no (x, y)-dipaths exist. It is important

to note that λ(x, y) does not always equal λ(y, x). Assume that D 6= K∗1 and |A(D)| ≥ 1,

we can define λ(D) = min{λ(x, y) : x, y ∈ V (D) and x 6= y}.

Even’s Algorithm I computes λ(x, y) for arbitrary distinct pairs by simply updating

the input and output, and removing Step 1. Similarly one could run Algorithm I for

every possible distinct pair of vertices and take the minimum of the results to compute

λ(D). Since the ordering of the vertices does matter for digraphs, then for a digraph D

with |V (D)| = n, there are n(n− 1) distinct vertex pairs that must be computed. Since

minimizing the number of calls to maximum flow algorithms optimizes computational

speeds, the focus on further connectivity algorithms is reducing the number of distinct

vertex pairs needed to be checked.

One method that can be employed in minimizing the number of distinct vertex pairs

is to look at the structure of a cut, which we introduced in the previous section. Let

G be a nontrivial connected graph. Let C = (X,X) be a minimal edge cut set of G.

By definition, |C| = κ′(G). Let x ∈ X and y ∈ X. Since C is a minimal cut, then

κ′(x, y) = κ′(G). If this was not the case, then κ′(x, y) > κ′(G) or κ′(x, y) < κ′(G). If
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κ′(x, y) > κ′(G), then there exists an (x, y)-path in G − C →← as C is a cut of G. If

κ′(x, y) < κ′(G), then there exists a smaller cut of G→← as C is minimal. Let u ∈ V (G).

Then u ∈ X or u ∈ X. WLOG, assume u ∈ X. If we had a way to pick a v ∈ X, then

we know κ′(u, v) = κ′(G).

While determining a vertex in X given a vertex u ∈ X is difficult for an arbitrary

minimal cut, Even and Tarjan [44] noticed that by setting C = ({u}, V (G) − {u}), one

could easily pick a vertex in V (G)− {u}. Unfortunately, this does not guarantee that C

is a minimal cut. However, they were still able to develop a new algorithm using this idea

that was an improvement over Algorithm I.

Algorithm II (Even and Tarjan [44])

Input: A connected nontrivial graph G with |V (G)| = n

Output: κ′(G)

(Step 1) Set k = n− 1. Select an arbitrary x ∈ V (G) and let X = V (G)− {x}.
(Step 2) Enumerate the vertices in X {v1, v2, ..., vn−1}.
(Step 3) While i < n

Compute κ′(x, vi) using Algorithm I

(Step 3.1) updating set k := min{k, κ′(x, vi)}

In Algorithm II, notice we only need n − 1 calls to the maximum flow algorithm.

For larger graphs, this is a considerable reduction from n(n−1)
2

.

Recall Whitney [113] proved that κ′(G) ≤ δ(G). Esfahanian and Hakimi [41] give a

useful lemma for determining the size of the vertex partitions from a cut when κ′(G) <

δ(G).

Lemma 3.1.15 (Esfahanian and Hakimi [41]) Let G be a nontrivial connected graph. Let

C = (X,X) be a minimum cut of G. If κ′(G) < δ(G), then |X| > δ(G) and |X| > δ(G).

From this lemma, we have the following corollary:

Corollary 3.1.16 (Esfahanian and Hakimi [41]) Let G be a nontrivial connected graph

such that κ′(G) < δ(G). Let C = (X,X) be a minimum cut of G. Then
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(i) Both X and X contain at least one vertex that is not incident to any edges in C.

(ii) Both X and X contain at least one vertex with degree greater than 1 (a non-leaf

vertex) of every spanning tree in G.

Using this corollary, we have the following algorithm:

Algorithm III (Esfahanian and Hakimi [41])

Input: A connected nontrivial graph G with |V (G)| = n

Output: κ′(G)

(Step 1) Set k = n−1. Select a spanning tree T of G, and let Y be the set of all non-leaves

of T .

(Step 2) Select an arbitrary x ∈ Y and let X = Y − {x}.
(Step 3) Enumerate the vertices in X {v1, v2, ..., vn−1}.
(Step 4) While i < n

Compute κ′(x, vi) using Algorithm I

(Step 4.1) updating set k := min{k, κ′(x, vi)}
(Step 5) Assign κ′(G) := min{k, δ(G)}. Stop.

If |V (G)| = 2, then as G is simple and connected, C = K2, Algorithm III would

only run through once before terminating. Assume that G contains a nontrivial spanning

tree T . Claim: T contains at least two leaves. Assume T contains at most one leaf. If

T has no leaves, then dG(v) ≥ 2 for every v ∈ V (G). Then T contains a cycle. →← as

T is acyclic. Assume that T contains one leaf. Let P be a path of maximal length and

enumerate the vertices in P to be v0, v1, ..., vm. (If P did not contain the leaf, then P

would be a cycle as P is maximal in length and dG(vi) ≥ 2). WLOG assume, dG(v0) = 1.

Consider vm, which dG(vm) ≥ 2. Let v ∈ V (G) be a neighbor of vm other than vm−1.

Then v ∈ P or v /∈ P . If v /∈ P , then we can extend P to a longer path. →← as P is

maximal. If v ∈ P , then P contains a cycle. →← as T is acyclic. Thus every nontrivial

tree contains at least two leaves.

Since a tree has at least two leaves, then in Step 2 of Algorithm III we have |X| ≤
|V (G)| − 2, which guarantees that we will have fewer calls to a maximum flow algorithm.

However, Gary and Johnson [56] has shown that finding a spanning tree that has a
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maximal amount of leaves is an NP-hard problem. Esfanian and Hakimi [41] created

an algorithm that builds a spanning tree that will contain a large number of leaves.

They modified Algorithm III by replacing Step 1 (selecting any spanning tree) with

the algorithm they created. The modified algorithm reduces the size of X to less than or

equal to n
2
, which will only make at most n

2
calls to a maximum flow algorithm.

Let G be a graph and D ⊆ V (G). D is said to be a dominating set if for every

v ∈ V (G), v ∈ D or v ∈ NG(u) for some u ∈ D. Let C = (A,A) be a minimum cut. Let

Y ⊆ V (G). If Y ∩A 6= ∅ and Y ∩A 6= ∅, then Y is called a κ′-covering. Using dominating

sets, Matula [88] was able to improve on the algorithm just discussed by ultilizing the

following lemma:

Lemma 3.1.17 (Matula [88]) Let G be a graph having κ′(G) < δ(G). Let C = (X,X)

be a minimum cut. If D is a dominating set, then D contains vertices of A and A.

Notice that Lemma 3.1.7 states that if D is a dominating set, then D is a κ′-covering.

The lemma can be proved by using Lemma 3.1.15. Since C is a cut, X and X partition

the vertices of G. Let D ⊆ V (G) be a dominating set. Then for every x ∈ D, x ∈ X

or x ∈ X. For D to be a κ′-covering we need vertices in both X and X. Assume by

contradiction that D ⊆ X or D ⊆ X. Without loss of generality, assume that D ⊆ V (X).

Since D is dominating, for every y ∈ X, y is incident to a vertex in D. From Lemma

3.1.15, we know |X| > δ(G). Since D ⊆ V (X), every y is incident to a vertex in D,

and |X| > δ(G), then there are at least δ(G) edges in C. Since C is a minimum cut,

κ′(G) = |C| ≥ δ(G). →← as κ′(G) < δ(G).

Algorithm IV (Matula [88])

Input: A connected nontrivial graph G

Output: κ′(G)

(Step 1) Select a dominating set D of G.

(Step 2) Select an arbitrary vertex x ∈ D and let X = D − {x}.
(Step 3) Use Algorithm I to compute κ′(x, y) for every y ∈ X.

(Step 4) Assign k := min{κ′(x, y) : y ∈ X}.
(Step 5) Assign κ′(G) := min{k, δ(G)}. Stop.
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The smaller the dominating set, the fewer calls to the maximum flow function. Unfor-

tunately, finding a minimal dominating set is NP-hard [56]. Matula was able to develop

an algorithm that produces small dominating sets though they may not be minimal.

Algorithm V (Matula [88])

Input: A connected nontrivial graph G

Output: A dominating set D of G.

(Step 1) Select a vertex x ∈ V (D) and let D = {v}
(Step 2) While V (G)− (D ∪NG(D)) 6= ∅

Select a vertex y ∈ V (G)− (D ∪NG(D))

(Step 2.1) updating set D:=D ∪ {y}

Using Algorithm V in place of Step 1 in Algorithm IV, and a few other enhance-

ments, Matula [88] was able to create the fastest algorithm finding κ′(G) presented; it

runs in time complexity O(mn).

While Algoirthm I works for digraphs, Algorithm II cannot be used for digraphs.

This is because λ(u, v) 6= λ(v, u) for all u, v ∈ V (D) except when when D = K∗n for some

positive integer n. When we take a minimal cut C = (A,A), the cut is only minimal for

those vertices in A. If x /∈ A, λ(x,w) ≥ |C| for every w ∈ V (D)− {x}, and equality may

not exist.

Previously we defined κ′-covering of G to be any vertex set K ⊆ V (G) such that K

contains a vertices from both vertex partitions of a minimum cut. We can similarly define

λ-coverings for digraphs. Let C = (X,X) be a minimum cut of D. Let K ⊂ V (D). K

is a λ-covering of D if K contains at least one vertex from X and one vertex from X.

Schnorr [101] created a new algorithm based on a λ-covering.

Lemma 3.1.18 Let C = (X,X) be a minimum cut of a digraph D. Let K ⊆ V (D) be a

λ-covering of D and enumerate K = {v1, v2, ..., vm}. Then

λ(D) = min{λ(v1, v2), λ(v2, v3), ... , λ(vm−1, vm), λ(vm, v1)}.

Upon first glance, the validity for the lemma may not appear clear. Let us look at

why this lemma is indeed true. We know that K is a λ-covering, so there exists an x ∈ K
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such that x ∈ X and a y ∈ K such that y ∈ X. Then v1 ∈ X or v1 ∈ X. WLOG,

assume v1 ∈ X. For each vi, vi ∈ X or vi ∈ X. Since v1 ∈ X, then there exists a vertex

vj such that vj ∈ X. In the worst case scenario, all vi ∈ X for j ≤ i ≤ m. However,

since λ(vm, v1) is also included, and vm ∈ X and v1 ∈ X, and C is a minimum cut,

then λ(vm, v1) = λ(D). While this was the worst case scenario, it shows that at some

point, we must have the sequence vi ∈ X, vi+1 ∈ X, which gives guarantees that some

λ(vi, vi+1) = λ(D).

Schnorr [101] created an algorithm from the idea of the previous lemma. By letting

K = V (D), then we can see that for any cut C, K will contain at least one vertex from

each of the vertex partition sets. Hence, for any minimal cut, K is a λ-covering of D.

By using this, we have eliminated some of the ordered pairs that needed to be checked in

Algorithm I.

Algorithm VI (Schnorr [101])

Input: A strong digraph D

Output: λ(D)

(Step 1) Let V = V (D) = {v1, v2, ..., vn}
(Step 2) Using Algorithm I, compute λ(v1, v2), λ(v2, v3), ... , λ(vm−1, vm), λ(vm, v1)

(Step 3) updating set λ(D):=min{λ(v1, v2), λ(v2, v3), ... , λ(vm−1, vm), λ(vm, v1)}

There have been further improvements and many are comparable to translating the

previous results from graphs into digraphs. Mansour and Schieber’s [86] algorithms have

reduced the time complexity to O(min(mn, nλ2)) for a digraph with n vertices and m

arcs. We will finish out this section by looking at some advancements made at computing

the vertex connectivity of a graph.

We have defined vertex connectivity to be the minimum number of vertices that must

be removed in order to disconnect G. Let x, y ∈ V (G). Let κ(x, y) = n− 1 if xy ∈ E(G),

and for xy /∈ E(G), κ(x, y) is the minimum number of vertices that must be removed so

that no (x, y)-path exists. Using this, we can create an equivalent definition for κ(G):

κ(G) = min{κ(x, y) : x and y are distinct vertices in G}.

Even [43] was able to compute κ(x, y) for distinct x, y ∈ V (G) from a maximum flow
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problem as edge-connectivity has been solved using maximum flow. The algorithm runs

in time complexity O(mn2/3).

Algorithm VII (Even [43])

Input: A graph G with x, y distinct vertices

Output: κ(G)

(Step 1) Replace each edge uv ∈ E(G) with arcs (u, v) and (v, u) to turn G into a digraph

(Step 2) For v ∈ V (G) and v /∈ {x, y}, replace v with two new vertices v1 and v2. Add

(v1, v2). For every arc of the form (w, v) replace those arcs with (w, v1) and for every arc

of the form (v, w) replace those arcs with (v2, w).

(Step 3) Assign x as the source vertex and y as the sink vertex.

(Step 4) Assign the capacity of each arc to 1, and let H be the resulting network.

(Step 5) Find a maximum flow function f in H.

(Step 6) Set κ(x, y) equal to the total flow of f . Stop.

To improve on the time complexity of κ(G), we will look at vertex cuts, much the

same as we used edge cuts to make time complexity improvements on κ′(G). Consider a

minimum vertex cut set S. Unlike edge cut sets which only partitions V (G) into two sets,

a vertex cut set may partition V (G) into more than two sets. Let X be one component

of G− S, and let X = V (G)− (X ∪ S), which could be the empty set. If this is the case,

then we ignore X. If x ∈ X and y ∈ X, then κ(x, y) = κ(G) since S is a minimum vertex

cut set and every path from x to y must go through the vertices of S.

Notice that we cannot simply select an arbitrary vertex x and compute κ(x, y) such

that y ∈ V (G) and y is not adjacent to x. This is because for some graphs if the arbitrary

vertex x is selected in S, κ(x, y) > κ(G). We know from Whitney’s Theorem [113] that

κ(G) ≤ δ(G). By taking a vertex set Y ⊂ V (G) such that |Y | > δ(G), then no matter

what minimum cut S in G that is choosen, there will be a vertex x ∈ Y such that x is

not in S. Thus we can compute κ(x, y) for each x ∈ Y and y ∈ V (G)− {x} such that y

is not adjacent to x in G. Then we set κ(G) to be the minimum of all such κ(x, y).
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Algorithm VIII (Even and Tarjan [44])

Input: A graph G

Output: κ(G)

(Step 1) Assign i = 1, N := n− 1, and let V = {v1, v2, ..., vn}.
(Step 2) For each j, j = i+ 1, i+ 2, ..., n

(Step 2.1) If i > N go to (Step 4)

(Step 2.2) If vi and vj are not adjacent in G, compute κ(vi, vj) using Algorithm

VIII and assign N := min{N, κ(vi, vj)}.
(Step 3) updating set i:=i+ 1

(Step 4) Set κ(G) = N . Stop.

Evan and Tarjan [44] found that their algorithm makes O((n−δ(G)−1)κ(G)) calls to a

maximum flow problem. Esfahanian and Hakimi [41] were able to make improvements and

lower the amount of calls needed. They did this by observing for an arbitrary x ∈ V (G),

either x /∈ S for some minimum vertex cut and we use Algorithm VIII or x ∈ S

and so at least two neighbors of x are outside of S, and κ(G) = min{κ(u, v) : x, y ∈
NG(X) and u, v are not neighbors}.

Algorithm IX (Esfahanian and Hakimi [41])

Input: A graph G

Output: κ(G)

(Step 1) Select a vertex v such that dG(v) = δ(G).

(Step 2) Compute k1 = min{κ(v, w) : w ∈ V (G)− {v}, w /∈ NG(v)}
(Step 3) Compute k2 = min{κ(x, y) : w ∈ NG(v), x /∈ NG(y)}
(Step 4) Assign κ(G) := min{k1, k2}. Stop.

Esfahanian and Hakimi [41] found O(n−δ(G)+1+δ(G)(δ(G)−1)/2) calls are needed

to the maximum flow problem. Other refinements can be made and seen in [41]. These

algorithms can be made applicable to directed graphs.
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3.2 Minimax Theorems in Subdigraph Density Mea-

sures

Let k ≥ 0 be an integer. A digraph D is k-arc-strong if λ(D) ≥ k, or equivalently, for

any proper non-empty subset ∅ 6= X ⊂ V (D), we always have |∂+D(X)| ≥ k. Thus in this

sense, every digraph D is 0-arc-strong, and λ(D) = 0 if and only if D is not 1-arc-strong.

Let D be a digraph and let D1 and D2 be two subdigraphs of D. Define D1∪D2 to be the

subdigraph of D with V (D1 ∪D2) = V (D1) ∪ V (D2) and A(D1 ∪D2) = A(D1) ∪A(D2).

We start with some elementary properties.

Lemma 3.2.1 (Anderson et al.) Let D1, D2, ..., Dn be subdigraphs of a digraph D such

that
⋃
i

Di is strongly connected. Then λ(
⋃

iDi) ≥ mini λ(Di).

Proof. Let H =
⋃n

i=1Di, and k = λ(H). Then k ≥ 1. Hence, without loss of generality,

we may assume that λ(Dn) ≥ ... ≥ λ(D2) ≥ λ(D1) > 0. Since λ(H) = k, there exists a

non-empty proper edge subset X with ∅ 6= X ⊂ V (H) such that |∂+H(X)| = k. If there

exists an i with 1 ≤ i ≤ n such that both X
⋂
V (Di) 6= ∅. and V (Di)−X 6= ∅, then we

have that |∂+H(X)| ≥ |∂+Di
(X
⋂
V (Di))| ≥ λ(Di) ≥ λ(D1), and so the lemma holds.

Hence we may assume that

for every i if X
⋂
V (Di) 6= ∅, then V (Di) ⊆ X. (3.1)

Let U =
⋃
{V (Di) : X ∩ V (Di) 6= ∅}. By (3.1), U ⊆ X. For any vertex x ∈ X,

as x ∈ V (H) =
⋃n

i=1 V (Dj), we have x ∈ V (D`) for some ` with 1 ≤ ` ≤ n. Thus

X
⋂
V (D`) 6= ∅, and so by (3.1), V (D`) ⊆ U , implying x ∈ U . It follows that X ⊆ U ,

and so we have that X = U . Since H is strongly connected, there exists an (u, v) ∈
(X, V (H)−X)H with u ∈ X and v ∈ V (H)−X. By the definition of H, (u, v) ∈ A(Di)

for some i with 1 ≤ i ≤ n. But then, as u ∈ X, we have V (Di)
⋂
X 6= ∅ and so (3.1)

implies that V (Di) ⊆ X, contrary to the fact that v ∈ V (H) − X. This contradiction

indicates that (3.1) does not hold, and so the lemma follows.
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Theorem 3.2.2 (Geller and Harary [57]) Let D be a strong digraph. Then

κ(D) ≤ λ(D) ≤ min{δ+(D), δ−(D)}.

Lemma 3.2.3 (Anderson et al.) Let D be a strong digraph. Then κ(D) ≤ λ(D) ≤
min{δ+(D), δ

−
(D)}.

Proof. Let L ⊆ D such that κ(D) = κ(L). By (3.2.2), κ(D) = κ(L) ≤ λ(L) ≤ λ(D).

To show that λ(D) ≤ min{δ+(D), δ
−

(D)}, we take a subdigraph H ⊆ D such that

λ(D) = λ(H). Let v ∈ H such that d+H(v) = δ+(H). As H − ∂+H(v) is not strong, we have

λ(D) = λ(H) ≤ δ+(H) ≤ δ
+

(D). Similarly, we also have λ(D) ≤ δ
+

(D).

3.2.1 Slicing and Proof of Theorem 3.1.2(i)

Throughout this subsection, we assume that D is a digraph with λ(D) > 0. An arc subset

W of D is a direct cut of D if there exists a non-empty proper vertex subset X such

that W = (X, V (D)−X)D with W 6= ∅. We present a formal definition of digraph slicing

below.

Definition 3.2.4 Let D be a digraph with λ(D) > 0. Set D1 = D.

(i) A slicing of D is a sequence S = (C1, C2, ..., Cs) of arc subsets of D with s ≥ 2 such

that each of the following holds:

(i-1) C1 is a direct cut of D1.

(i-2) Define D2 = D − C1. For 2 ≤ i ≤ s− 1, Di is not acyclic, Ci is a non-empty

direct cut of Di and set Di+1 = Di − Ci.

(i-3) Ds = D −
⋃s−1

i=1 Ci is acyclic.

(ii) If, for each i with 1 ≤ i ≤ s− 1, Ci is a minimum direct cut of a nontrivial

strong component of Di, then the slicing S = (C1, C2, ..., Cs) is a narrow slicing.

(iii) The width of a slicing S = (C1, C2, ..., Cs) is w(S) = max{|Ci|, 1 ≤ i ≤ s− 1}.
(iv) The collection of all slicings of D is denoted by S(D).
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Proof of Theorem 3.1.2(i). Let k = λ(D) and k′ = min{w(S) : S ∈ S(D)}. By the

assumption of Theorem 3.1.2(i), we have k > 0.

Suppose first that H is a subdigraph of D with k = λ(H). Let S = (C1, C2, ..., Cm)

be a slicing of D. By the definition of a slicing, Dm = D −
⋃m−1

i=1 Ci is acyclic. Since

λ(H) = k ≥ 1, H is not a subdigraph of Dm. Hence there must be a smallest index `

with 1 ≤ ` < m such that the arc subset C`

⋂
A(H) 6= ∅. It follows that C`

⋂
A(H) is a

direct cut of H, so w(S) ≥ |C`| ≥ |C`

⋂
A(H)| ≥ λ(H) = k. Since S was arbitrary, we

have k′ = min{w(S) : S ∈ S(D)} ≥ k = λ(D).

Conversely, let k′′ = min{w(S) : S is a narrow slicing of D}. Then as the collection

of all narrow slicings of D is a subset of S(D), it follows by definition that k′′ ≥ k′.

We will show that k ≥ k′′, which implies the desired k ≥ k′. Arguing by contradiction,

we assume that k′′ > k. Then there exists a narrow slicing S = (C1, C2, ..., Cm) such

that k′′ = w(S) ≥ k + 1. Hence there exists a smallest i with 1 ≤ i ≤ m − 1 such

that |Ci| = w(S) ≥ k + 1. Since S is a narrow slicing, by Definition 3.2.4(ii), Ci is

a minimum direct cut of a strong component L of Di. It follows that λ(Di) = |Ci| =

w(S) ≥ k+1 > λ(D) ≥ λ(Di). This contradiction implies that we must have k ≥ k′′ ≥ k′.

This establishes Theorem 3.1.2(i).

The argument deployed in the proof of Theorem 3.1.2(i) suggests some computational

useful ways of determining λ(D), as stated in the following results.

Lemma 3.2.5 (Anderson et al.) Let D be a digraph with A(D) 6= ∅, and let C(D) =

{C ⊂ A(D) : C is a minimal direct cut of a strong component of D}. Then

λ(D) = max
C∈C(D)

{|C|, λ(D − C)}.

Proof. Let H1 ⊂ D be a digraph such that λ(D) = λ(H1), and let C1 ∈ A(H1) be a

direct cut such that |C1| = λ(H1). Then C1 ∈ C(D), and hence λ(D) = λ(H1) = |C1| ≤
max

C∈C(D)
{|C|, λ(D − C)}.

Conversely, let k = max
C∈C(D)

{|C|, λ(D − C)}. First assume k = |C| for some

C ∈ C(D). Let C2 ∈ C(D) be such that |C2| = k. Since C2 ∈ C(D), D has a strong
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component H ′ such that C2 is a minimal direct cut of H ′. Then |C2| = λ(H ′) ≤ λ(D).

Then λ(D) ≥ max
C∈C(D)

{|C|, λ(D − C)}.

Now we assume k = λ(D − C) for some C ∈ C(D). Let C2 ∈ C(D) be such that

k = λ(D − C2). Then λ(D) ≥ λ(D − C2) = k. Thus λ(D) ≥ max
C∈C(D)

{|C|, λ(D − C)}.

Since λ(D) ≥ max
C∈C(D)

{|C|, λ(D−C)} when k = |C| for some C ∈ C(D) and when

k = λ(D − C) for some C ∈ C(D), Then λ(D) ≥ max
C∈C(D)

{|C|, λ(D − C)} holds in

general.

Thus λ(D) = max
C∈C(D)

{|C|, λ(D − C)}.

Lemma 3.2.6 (Anderson et al.) Let D be a digraph with A(D) 6= ∅. If S = (C1, C2, ..., Cs)

is a narrow slicing of D, then λ(D) = max1≤i≤s−1{|Ci|}.

Proof. Let S = (C1, C2, ..., Cs) be a narrow slicing of D. Since a narrow slicing is a

slicing, it follows by Theorem 3.1.2(i) that λ(D) ≤ max1≤i≤s−1{|Ci|}. Conversely, let ` be

an integer with 1 ≤ ` ≤ s − 1 satisfying |C`| = max1≤i≤s−1{|Ci|}. By the definition of a

narrow slicing, there exists a subdigraph D` of D such that C` is a direct cut of D` with

|C`| = λ(D`). It follows that λ(D) = max{min |∂+H(X)| : ∅ 6= X ⊂ V (H)} : H ⊆ D} ≥
λ(D`) = |C`| = max1≤i≤s−1{|Ci|}. Thus λ(D) = max1≤i≤s−1{|Ci|}.

3.2.2 The Study of δ+-slicing, δ−-slicing

Throughout this subsection, we assume that D is a digraph with A(D) 6= ∅. For a

digraph D, let G(D), called the underlying graph of D, be the graph obtained from D

by erasing all the orientation of the arcs of D and removing any duplicate edges created.

A digraph D is weakly connected if G(D) is connected. A subdigraph H of D is a

weak component of D if G(H) is a component of G(D) with |A(H)| > 0. (Thus an

isolated vertex of D is not a weak component.) As in the previous subsection, we start

with a formal definition of a δ+-slicing (δ−-slicing).



CHAPTER 3. MINIMAX PROPERTIES 49

Definition 3.2.7 Let D be a digraph with A(D) 6= ∅.
(i) A sequence of disjoint arc subsets S = (C1, C2, ..., Cs) of D is a δ+-slicing (or δ−-

slicing, respectively) of D if each Ci 6= ∅ for 1 ≤ i ≤ s, and if each of the following holds:

(i-1) Let D1 = D. There exists a vertex v1 ∈ V (D1) such that C1 = ∂+D1
(v1)

(C1 = ∂−D1
(v1), respectively).

(i-2) For 2 ≤ i ≤ s, set Di = Di−1 − Ci−1, and there exists a vertex vi ∈ V (Di) such

that Ci = ∂+Di
(vi) (Ci = ∂−Di

(vi), respectively).

(i-3) A(Ds)− Cs = ∅.
(ii) A δ+-slicing (or a δ−-slicing, respectively) S = (C1, C2, ..., Cs) is minimal if for each

i with 1 ≤ i ≤ s, there exists a weak component Li of Di such that |Ci| = δ+(Li) (or

|Ci| = δ−(Li), respectively).

(iii) Let S+(D) and S−(D) denote the collections of all δ+-slicing and all δ−-slicing of

D, respectively.

By Definition 3.2.7, if S = (C1, C2, ..., Cm) is a δ+-slicing of D, then for each i = 1, 2, ...,m,

there exists a weak component D′i of Di and a vertex vi ∈ V (D′i) such that C1 = ∂+D′
i
(vi).

(3.2)

Proof of Theorem 3.1.2(ii) and (iii). By symmetry, it suffices to prove Theorem

3.1.2(ii). Let h = min{max{|Ci| : 1 ≤ i ≤ s} : S = (C1, C2, ..., Cs) ∈ S+(D)}. By

Definition 3.2.7, there exists a subdigraph H ⊆ D such that δ
+

(D) = δ+(H).

Let S = (C1, C2, ..., Cs) ∈ S+(D) be an arbitrary δ+-slicing of D. By (3.2), there

exists a vertex z ∈ V (H) such that Cj ∩A(H) = ∂+H(z). It follows that max1≤i≤m{|Ci|} ≥
|Cj| ≥ |Cj ∩ A(H)| ≥ δ+(H) = δ

+
(D). Since S = (C1, C2, ..., Cs) ∈ S+(D) is arbitrary,

we have

h = min{max{|Ci| : 1 ≤ i ≤ s} : S = (C1, C2, ..., Cs) ∈ S+(D)} ≥ δ
+

(D).

Conversely, let h′ = min{max{|Ci| : 1 ≤ i ≤ s} : S = (C1, C2, ..., Cs) ∈ S+(D) is

a minimal δ+-slicing of D}. Thus by definition, we have h ≤ h′. We will show that

h′ ≤ δ
+

(D), which would imply that h ≤ h′ ≤ δ
+

(D) to complete the proof. Let

S = (C1, C2, ..., Cs) be an arbitrary minimal δ+-slicing of D. By Definition 3.2.7 (i-3),
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A(D) −
⋃s

i=1Ci = Ds − Cs = ∅. As H 6= ∅, we observe that A(H) ⊆
⋃s

i=1Ci, and so

there exists a smallest integer j such that Cj

⋂
A(H) 6= ∅. By (3.2), for each i, with

1 ≤ i ≤ m, there exists a weak component Li of Di and a vertex vi ∈ V (Li) such that

|Ci| = δ+Li
(vi) ≤ δ

+
(D). It follows that max{|Ci| : 1 ≤ i ≤ m} ≤ δ

+
(D). Since

h′ = min{max{|Ci| : 1 ≤ i ≤ s} : S = (C1, C2, ..., Cs) ∈ S+(D) is a minimal slicing of D},

then h′ ≤ δ
+

(D). This proves that Theorem 3.1.2(ii) must hold. The proof for Theorem

3.1.2 (iii) is similar and will be omitted.

The arguments deployed in the proof of Theorem 3.1.2(ii) and (iii) also suggest some

computational useful ways of determining δ
+

(D) and δ
−

(D), as stated in the following

results.

Lemma 3.2.8 (Anderson et al.) Let v be a vertex with minimum out-degree in a non-

trivial digraph D, then each of the following holds:

(i) δ
+

(D) = max{δ+(D), δ
+

(D − v)}.
(i) δ

−
(D) = max{δ−(D), δ

−
(D − v)}.

Proof. By symmetry, it suffices to prove Lemma 3.2.8(i). As D and D − v are

subdigraphs of D, it follows that δ
+

(D) ≥ max{δ+(D), δ
+

(D − v)}.

Conversely, let H be a subdigraph of D such that δ
+

(D) = δ+(H). If v /∈ H,

then H is also a subdigraph of D − v. Thus, δ
+

(D) = δ
+

(D − v). If v ∈ H, then

δ
+

(D) = δ+(H) ≤ d+H(v) ≤ d+D(v) = δ+(D). Thus, δ
+

(D) ≤ max{δ+(D), δ
+

(D − v)}.
This implies the lemma.

Lemma 3.2.9 (Anderson et al.) Let D be a digraph with A(D) 6= ∅.
(i) If S = (C1, C2, ..., Cs) is a minimal δ+-slicing of D, then

δ
+

(D) = max
1≤i≤s

{|Ci|}.

(ii) If S = (C1, C2, ..., Cs) is a minimal δ−-slicing of D, then

δ
−

(D) = max
1≤i≤s

{|Ci|}.
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Proof. By symmetry, it suffices to prove Lemma 3.2.9(i). Let S = (C1, C2, ..., Cs) be

a minimal δ+-slicing of D. Since a minimal δ+-slicing is also a δ+-slicing, it follows from

Theorem 3.1.2(ii) that

δ
+

(D) = max{min{d+H(v) : v ∈ V (H)} : H ⊆ D} ≤ max
1≤i≤s

{|Ci|}.

On the other hand, there exists an ` with 1 ≤ ` ≤ s such that |C`| = max1≤i≤s{|Ci|}. By

Definition 3.2.7 (ii), there exists a subdigraph L` of D such that |C`| = δ+(L`). It follows

that

δ
+

(D) = max{min{d+H(v) : v ∈ V (H)} : H ⊆ D} ≥ δ+(L`) = |C`| = max
1≤i≤s

{|Ci|}.

This justifies Lemma 3.2.9(i). The proof for Lemma 3.2.9(ii) is similar and will be omitted.

3.2.3 Maximum Subdigraph Strong Connectivity

Throughout this subsection, we assume that D is a digraph which is not spanned by a

complete digraph. If X ⊆ V (D) is a subset, then D[X] denotes the subdigraph of D

induced by X. Following [8], for a pair of distinct vertices u, v ∈ V (D), a vertex subset

S ⊂ V (D) − {u, v} is a (u, v)-separator if D − S contains no directed (u, v)-paths. A

subset S ⊂ V (D) is a (u, v)-separator of D if for some u, v ∈ V (D), S is a (u, v)-

separator. A separator of a strong digraph D is minimum if |S| is the smallest among all

separators of D. Thus by definition, for a strong digraph D, κ(D) = |S| for any minimum

separator of D.

Lemma 3.2.10 (Anderson et al.) Let D be a strongly connected digraph which is not

spanned by a complete digraph, and S ⊂ V (D) be a minimum separator of D. Let H1,

H2,. . . , Hc be the strong components of D − S. Then c ≥ 2 and

κ(D) = max{|S|, max
1≤i≤c

{κ(D[V (Hi) ∪ S])}}. (3.3)

Proof. Since D is a strongly connected digraph and S is a separator, we have c ≥ 2.

Since S is a minimum separator of D, we have |S| = κ(D). Since κ(D) = max{κ(H) :
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H ⊆ D}, then κ(D) ≥ κ(H) for every H ⊆ D. Thus κ(D) ≥ κ(D) = |S|. For each i with

1 ≤ i ≤ c, κ(D[V (Hi)∪S]) = max{κ(J) : J ⊆ V (D[V (Hi)∪S])}. Since D[V (Hi)∪S] ⊆ D

for each i, then κ(D) ≥ κ(D[V (Hi) ∪ S]) for every i. Thus we have

κ(D) ≥ max{|S|, max
1≤i≤c

{κ(D[V (Hi) ∪ S])}}. (3.4)

Conversely, let H be a sub-digraph of D such that κ(D) = κ(H). If for some i

with 1 ≤ i ≤ c, we have V (H) ⊆ V (Hi) ∪ S, then H ⊆ D[V (Hi) ∪ S]. In this case,

κ(D) = κ(H) ≤ κ(D[V (Hi) ∪ S]) ≤ max1≤i≤c{κ(D[V (Hi) ∪ S])}. Then

κ(D) ≤ max{|S|, max
1≤i≤c

{κ(D[V (Hi) ∪ S])}}.

Now assume that for any i with 1 ≤ i ≤ c, V (H) ⊆ V (Hi) ∪ S does not hold.

This implies that there exists some distinct i and j with 1 ≤ i < j ≤ c such that

V (H)∩ V (Hi) 6= ∅ and V (H)∩ V (Hj) 6= ∅. Thus S contains a separator of H. Hence, in

this case, |S| ≥ κ(H) = κ(D). Thus we have proved that, in any case,

κ(D) ≤ max{|S|, max
1≤i≤n

{κ(〈Xi ∪ S〉)}}.

This, together with (3.4), Lemma 3.2.10 follows.

3.3 Applications to Algorithms

In [90], Matula indicated that contrasting with the situation that computing the maximum

clique of a graph is an NP-complete problem, the values δ(G), κ′(G) and κ(G) of a graph

G are polynomially determinable. In this section, we shall show that the corresponding

computational problems in digraph also have polynomial time solutions. Throughout this

section, we always assume that D is a digraph on n vertices and m edges, for some positive

integers m and n. The main results stated in Section 2 can be applied to computationally

determine the parameters δ
+

(D), δ
−

(D), λ(D) and κ(D).

To generate an arc subset of the form ∂+D(v) for a vertex v satisfying d+D(v) = δ+(D),

it takes n steps of vertex scanning, and such a procedure is referred to as a minimum out-

degree search. It takes at most n− 1 minimum out-degree search to generate a minimal
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δ
+

(D) slicing. Thus by Lemma 3.2.9, it takes O(n2) time to determine δ
+

(D). Similarly,

determining δ
−

(D) also takes O(n2) time.

Schnorr [101] showed that λ(D) can be computed in by O(n) maximum flow calcula-

tions. It is known, with the shortest augmentation path algorithm, each maximum flow

calculation runs O(n2m) time and outputs a minimum direct cut C = ∂+D(X) for some

non-empty proper subset X with |C| = λ(D). Thus a narrow slicing of D can be found

in O(n4m) time, and so by Lemma 3.2.6, λ(D) can be computationally determined in

O(n4m) time.

In the rest of this section, we explain how Lemma 3.2.10 can be applied to obtain a

polynomial algorithm to computer κ(D).

Gabow [54] found an algorithm to determine a separator S of D with |S| = κ(D), (and

this algorithm will be referred as Gabow’s algorithm below). Gabow’s algorithm runs in

O(n
5
2m)-time. Tarjan [103] presented an O(n + m)-algorithm (referred to as Tarjan’s

algorithm below) to determine the strong components of a digraph D on n vertices and

m arcs. Thus by Lemma 3.2.10, a polynomial algorithm to compute κ(D) can be found

by utilizing Gabow’s algorithm and Tarjan’s algorithm.

An algorithm computing κ

Input: A digraph D with n = |V (D)| > 0 and m = |A(D)| > 0.

Output: κ(D)

(Step 1) Set k := 0; apply Tarjan’s algorithm to determine the strong components of D;

set L := {L is a strong component of D with |V (L)| ≥ k + 2}.
(Step 2) While L 6= ∅,
Find H ∈ L so that |V (H)| = max{|V (Hi)| : Hi ∈ L.

(Step 2.1) If H is spanned by a complete digraph, then

(Step 2.1.1) updating k: set k := max{k, |V (H)| − 1}, and

(Step 2.1.2) updating L: set L := L − {H}.
(Step 2.2) If H is not spanned by a complete digraph, then run Gabow’s algorithm

to determine a minimum separator S ⊂ V (H) of H.

(Step 2.2.1) updating k: Set k :== max{k, |S|}.
(Step 2.2.2) updating L: Apply Tarjan’s algorithm to determine the strong
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components H1, H2, . . . ,Hc′ of H − S.

Set L := L − {H} ∪ {D[V (Hj) ∪ S]: |V (Hj) ∪ S| ≥ k + 2, and 1 ≤ j ≤ c′}.

By the rule we update the value of k at Step 2.1.1 or Step 2.2.1 anytime k ≤ κ(D).

By lemma 3.2.10, when the algorithm stops, it will output k = κ(D) for any digraph D.

It suffices to show that the algorithm will stop for any inputting digraph D. Define

h(L) =
∑
L∈L

(|V (L)| − (κ(D) + 2)) .

Thus h(L) ≤ |V (D)| − κ(D). By the rule we update the value of L at Step 2.1.2 or

Step 2.2.2, after each iteration of Step 2, the value of h(L) is reduced by at least 1, and

so it takes at most h(L) ≤ n − κ(D) iterations executing Step 2. This implies that the

algorithm must stop.

At each Step 2 iteration, Gabow’s algorithm runs in O(n
5
2m)-time. and Tarjan’s

algorithm runs in O(n+m)-time. As there will be O(n)-time Step 2 interation, it follows

that this algorithm will run in O(n
7
2m)-time.

The main purpose of this section is to indicate that there exist polynomial algorithms

to computationally determine δ
+

(D), δ
−

(D), λ(D) and κ(D). Efforts have not been

spent on finding the fastest algorithms to compute these invariants. Improvement on

computational complexity can be made with further discussions. For example, it is known

(Even [43], Galil [55]) that given a digraph D with n vertices and m edges, and an integer

k, there exists an algorithm to determine if λ(D) ≥ k in O(knm) time. Using matroid

intersection and based on Edmonds branching theorem, Gabow [53] determines λ(D) in

O(λ(D)m log(n
2

m
)) time. These algorithms could be applied to improve the complexity of

finding a narrow slicing of a digraph D, thereby determining λ(D) by Lemma 3.2.6.



Chapter 4

Future Work

4.1 Introduction

Complex networks can be modeled as graphs though they usually have features that do

not occur in simple graphs. Complex networks include airline routes, power grids, and

the Internet to name a few. Robustness of complex networks focuses on the network

functioning after failure that could be a random failure, a hardware failure, or sabotage.

In terms of graph theory, robustness focuses on the connectivity of a network.

Much of the previous research has focused on what Klau and Weiskircher [76] term as

the worst-case which focuses on the minimum numder of edges (vertices) that if removed

will disable the network. While removing number of edges (vertices) the minimum gives

the possibility of disabling the network, but it is not guaranteed. Since disabling the

network is not guaranteed, a natural question is to ask what is the probability that

removing an arbitrary minimum set of edges (vertices) disables the network?

In Ariannejad and Tusserkani [6], they ask this question for arbitrary spanning trees

rather than an arbitrary minimum set. They define an st-robustness of a graph G, denoted

STR(G), that sums up the expected value of the number of edge-disjoint spanning trees

that remain after removing an arbitrary spanning tree. They classify spanning trees

55
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based on how many edge-disjoint spanning trees remain after the tree is removed. Their

main results focus on relationships between classical connectivity measures and defined

spanning tree types.

The purpose of this chapter is to build the necessary terminology for digraphs and

to present future work as investigating if a similar st-robustness for digraphs will be a

useful connectivity measure. In the next section, we discuss previous work and in the last

section we discuss our current progress on digraphs.

4.2 Previous Work on Spanning Trees

Recall that a tree, T , is a spanning tree of G if T ⊆ G and V (T ) = V (G). Let τ(G) be

the number of spanning trees contained in a graph G. Cayley [32] developed a formula

for calculating the total number of spanning trees of complete graphs.

Theorem 4.2.1 (Cayley’s Formula [32]) Let G be a complete graph. Then τ(G) = nn−2.

Two spanning trees of G, T1 and T2 are edge disjoint spanning trees if E(T1)∩E(T2) =

∅. The spanning tree number, STP (G), is defined as the maximum number of edge-

disjoint spanning trees contained in G. In 1961, both Nash-Williams [93] and Tutte [107]

gave independently the first result on STP (G). First, let P be a partition of V (G). Nash-

Williams [93] defines EP (G) to be the set of edges in G that connect vertices between

two different members of the partition P . Using this terminology, the following is their

classical result:

Theorem 4.2.2 (Nash-Williams [93], Tutte [107]) A graph G has k-edge disjoing span-

ning trees if and only if |EP (G)| ≥ k(|P | − 1) for every partition P of V (G).

Catlin [30] made an improvement on the Nash-Williams/Tutte theorem.
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Theorem 4.2.3 (Catlin [30]) The edge connectivity of G satisfies κ′(G) ≥ 2k if and only

if for any set Ek of k edges of G, the subgraph H = G− Ek has k-edge disjoint spanning

trees.

Corollary 4.2.4 ([96], [78], [62]) If κ′(G) ≥ 2k, then G has k-edge disjoint spanning

trees.

While there has been other studies on the STP number of graph, Ariannejad and

Tusserkani developed a new connectivity measure that involves the STP, but doesn’t

directly try to calculate it.

Let G be a graph with STP (G) = t for some positive integer t. Ariannejad and

Tusserkani [6] classified the types of spanning trees by the following definition: A spanning

tree T of G is defined to be type STi if STP (G\T ) = i − 1 for 1 ≤ i ≤ t. They define

STi(G) to be the set of all spanning trees of type STi. They define the cardinality of

STi(G) to be denoted τi(G). Let ST (G) be the set of all spanning trees of a graph G and

let τ(G) be the cardinality of the set.

Ariannejad and Tusserkani’s [6] motivation for partitioning the spanning trees is to an-

swer the question “What is the probability that a graph G is disconnected by the random

deletion of spanning trees?” Using these partitions, they developed a new connectivity

measure called the st-robustness of a graph G.

Definition 4.2.5 (Ariannejad and Tusserkani [6]) The st-robustness of a graph G,

denoted STR(G), is the expected value of STP (G\T ) summed over every T ∈ ST (G).

Formally,

STR(G) =
∑
i

τi(G)

τ(G)
(i− 1) for 1 ≤ i ≤ t.

Theorem 4.2.6 (Ariannejad and Tusserkani [6]) The set of all STi(G)’s (1 ≤ i ≤ t)

gives a partition of ST (G) and all equivalence classes are non-empty.

Ariannejad and Tusserkani [6] was able to give lower bounds for τi as seen in the

following theorem:
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Theorem 4.2.7 (Ariannejad and Tusserkani [6]) Let G be a graph with |E(G)| = e.

Then

(i) τ(G) ≥
⌈

e

(n− 1)

⌉
(ii) τi(G) ≥ t for 2 ≤ i ≤ t− 1

(iii) τt(G) ≥ (
(
t
2

)
(2n−1 − 2)) + t

Theorem 4.2.8 (Ariannejad and Tusserkani [6]) Let G be a graph with n vertices. If G

has less than 2n− 2 distinct cycles, then τ1(G) = τ(G).

In graph theory, we define an ear of a graph G to be a maximal path such that all

internal vertices have degree two. Let H ⊆ G. West [112] defines an ear decomposition

of G beginning at H to be a decomposition P0, P1, ..., Pk with P0 = H and Pi for i > 0 is an

ear of the union P0, P1, ..., Pi. Ariannejad and Tusserkani [6] define a Pl-ear decomposition

of G beginning at H such that all Pi for i > 0 the length of Pi is l. Similarly, they define

a K1,r-decomposition of G beginning at H to be P0 = H and every Pi for i > 0 is a K1,r

star graph. A K1,r star graph is a graph with a single vertex that has r leaves attached.

Using ear decompositions they were able to develop lower bounds on the STP of some

noncomplete graphs.

Theorem 4.2.9 (Ariannejad and Tusserkani [6]) Let G be a simple connected leafless

graph. Then STP (G) ≥ 2 if and only if G has a P2-ear decomposition beginning from a

subgraph H, where STP (H) ≥ 2.

And a more generalized version of Theorem 4.2.9:

Theorem 4.2.10 (Ariannejad and Tusserkani [6]) Let G be a simple connected leafless

graph. Then STP (G) ≥ r if and only if G has a K1,r ear decompostion beginning from a

subgraph H where STP (H) ≥ r.
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Let v ∈ V (G). Let C = (V −{v}, {v}) be a cut of G. Let Tv be the set of all spanning

trees of G that is created by extending the edge cut C to a spanning tree [6].

Theorem 4.2.11 (Ariannejad and Tusserkani [6]) Let G be a graph with n vertices and

δ(G) = k. If

k ≥
⌊

(n+ 2)

2

⌋
,

then a spanning tree T is of type ST1 if and only if there exists a vertex v ∈ V such that

T ∈ Tv, which which we have ⌈
e

(n− 1)

⌉
≤ τ1(G) ≤ n

.

Theorem 4.2.12 (Ariannejad and Tusserkani [6]) Let n ≥ 6. Then a spanning tree T

of Kn is of type ST2 if and only if ∆(T ) = n− 2.

Corollary 4.2.13 (Ariannejad and Tusserkani [6]) For n ≥ 3 we have τ1(Kn) = n and

for n ≥ 6 we have τ2(Kn) = n(n− 1)(n− 2).

Lemma 4.2.14 (Ariannejad and Tusserkani [6]) Let S be a forest subgraph of K2n+1

with |S| ≤ n− 1. Then STP (K2n+1 − S) ≥ n− 1.

Theorem 4.2.15 (Ariannejad and Tusserkani [6]) Let i and n be positive intgers such

that n ≥ 2i + 2 and consider T to be a spanning tree in Kn. Then T ∈ STi(Kn) if and

only if ∆(T ) = n− i.

Conjecture 4.2.16 (Ariannejad and Tusserkani [6])

lim
n→∞

STR(Kn)

n
= 1
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4.3 Future Work

Let D be a strict strongly connected digraph and let H be a subdigraph of D. By D\H
we mean a subdigraph of D obtained by delecting all arcs of H from D. A spanning

arborescence T is a subdigraph of D in which for V (T ) = V (D), and for some vertex r,

denoted the root, any other vertex v ∈ V (D), v 6= r, there exists a unique dipath from r

to v. Two spanning arborescenes of D, T1 and T2, are said to be arc disjoint if they do

not have any common arcs (i.e. A(T1) ∩ A(T2) = ∅).

The spanning tree packing number of a graph G, STP (G), can be extended to span-

ning arborescences. We will define the spanning arborescence packing number of a digraph

D, denoted, SAP (D), to be the maximum number of arc disjoint spanning arborescences

contained in D. Let SA(D) denote set of all spanning arborescences of D. We denote

τ(D) to be the cardinality of SA(D).

While partitioning spanning trees into types was straightforward, partitioning span-

ning arborescences into types is more complex. One way that we could develop a partition

is based on a free root. In this case, we say that a spanning arborescence T of D is of type

SAi (1 ≤ i ≤ SAP (D)) if the maximum number of arc disjoint spanning arborescences

contained in D\A is i− 1 (i.e. SAP (D\A) = i− 1).

Another possibility is based on a fixed root. In this case, we say that a spanning

arborescence T rooted at v for some v ∈ V (D) of D is of type SAi (1 ≤ i ≤ SAP (D))

if the maximum number of arc disjoint spanning arborescences rooted at v contained in

D\A is i− 1.

A generalization of the two previous definitions is as follows. Let S ⊆ V (D). We

say that a spanning arborescence T rooted at v for some v ∈ S of D is of type SAi

(1 ≤ i ≤ SAP (D)) if the maximum number of arc disjoint spanning arborescences rooted

at any v ∈ S contained in D\A is i − 1. Notice that the first definition is established

when S = V (D) and the second definition when S = {v}. In all of the definitions we let

τi(D) to be the cardinality of SAi(D).
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Definition 4.3.1 st-robustness of a directed graph D, STR(D), is defined as the ex-

pected value of SAP (D\A), when A ranges over all spanning arborescences of D. For-

mally,

STR(D) =
∑
i

τi(D)

τ(D)
(i− 1) for 1 ≤ i ≤ t.

It is important to note that strong-connectivity of D is needed. Consider K∗3 . Let

V (K∗3) = {v1, v2, v3}. Let T be the spanning arborescence rooted at v1 with E(T ) =

{(v1, v2), (v1, v3)}. Notice that the strong connectivity is broken, as there is no (v1, v3)-

dipath (or (v1, v2)-dipath). However, the graph is still weakly connected. If we used

weakly connected, then we could not produce any spanning arborescences of type ST1

since any spanning arborescence was removed in K∗3 would still be weakly connected.

While Cayley’s formula gives an easy way to calculate τ(G), there is no easy formula

for calculating τ(D). The best that we can currently do is calculate the number of

spanning arboresences that are rooted at a vertex.

Theorem 4.3.2 (Tutte’s Directed Matrix-Tree Theorem [106]) Let D be a digraph with

V (D) = {v1, v2, ..., vn} and let L be an (n x n) matrix who entries are given by

Lij =


δ+(vj) for i = j

−1 for i 6= j and (vi, vj) ∈ A(D)

0 otherwise

then the number Nj of spanning arborescences rooted at vj is Nj = det(L̂j) where L̂j is

the matrix produced by deleting the jth row and column from L.

If we only look at complete digraphs, K∗n, then we can build the matrix

Lij =

n− 1 for i = j

−1 otherwise

and the matrix L̂j is an (n-1) x (n-1) matrix with (n− 1) down the diagonal and −1 for

every other entry. Using this information, a program can be written to quickly calculate



CHAPTER 4. FUTURE WORK 62

the total number of spanning arborescences rooted at vj. Since D is complete, then

Ni = Nj for all i and thus τ(K∗n) = n(Nj). Below is a program that can be run in

MATLAB that determines τ(K∗n) for any vertex size n within computational capabilities.

An algorithm computing τ(K∗n) in MATLAB

Input: Vertex size n

Output: τ(K∗n)

n=input(’Give the number of vertices: ’);

A=ones(n-1);

v(1:n-1)=n;

D=diag(v);

L=D-A;

d=n*det(L)

Future work is to fully develop st-robustness in digraphs and explore which definition

will be best suited for this research. Then, we plan to investigate what, if any, theorems

extend from graphs to digraphs.
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