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ABSTRACT 

Dynamic Modeling and Advanced Control of a Refinery Hydrocracker Process 

Christian Ayafor 

Development of a dynamic non-isothermal hydrocracker model that can estimate 

temperatures and concentration profile along the reactor is undertaken in this work. With reaction 

kinetics being critical to modeling and simulation of a hydrocracking reactor, the complex 

chemistry of hydrocarbons is represented by a continuous lumping approach. The true boiling 

points of the mixture are used as characterization parameters.  

A parameter estimation framework is developed for estimating the key kinetic parameters 

for the continuous kinetic lumping approach. Experimental data for Maya crude oil obtained before 

and after cracking through a bench-scale hydrocracking reactor are used to obtain parameters for 

the continuous kinetic lumping technique. 

The model is used to study the impact of a number of key variables. Finally a model-based 

controller is developed for controlling the weight fractions of gasoline, and/or kerosene, and/or 

diesel in the final product. A linear model is identified and used in the model-based control. Both 

single input single output (SISO) and multiple input multiple output (MIMO) controllers are 

developed. Servo control and disturbance rejection characteristics of the controllers are studied.  
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CHAPTER 1:  INTRODUCTION 

The growing demand of valuable middle distillates and the increase in production of sour 

and heavy crude oils has prompted refineries to use hydrocracking units to play the central role for 

the conversion of the middle and bottom distillates from the crudes into the desired products. 

A non-isothermal dynamic model of the hydrocracker that can predict the product 

composition can be very valuable for the optimal control of these plants so that the plant profit can 

be maximized without violating the product quality constraints. 

1.1 Literature review 

1.1.1 Hydrocracker reactor modeling  

Several models for the hydrocracking of heavy oil are available in the literature. Ancheyta 

et al. [1] have grouped these kinetic models into four major categories. The first category is the 

simplest and considers only one lumped product. An example of work in this category is that of 

Qader and Hill [2]. The reaction rate is considered to be first order in terms of the feed concentration. 

The second category proposed by Callejas and Martinez [3] considers three-lump species using 

first-order kinetics. Linear regression is used for estimating the kinetic parameters for models under 

categories 1 and 2. It was reported that the parameter estimation problem becomes increasingly 

difficult as the number of components increase. The third category of models is based on discrete 

lumping. Stangeland [4] developed such a kinetic model that used correlations based on boiling 

points. The model requires parameters for given types of feed (naphthenic or paraffinic) and 

catalytic process type (random or selective). The fourth category is based on continuous mixtures 

and uses initial boiling point temperatures as characterization parameters. One such model is 

presented by Laxminarasimhan et al. [5]. This model requires five parameters to be estimated. 

After studying the state-of-the-art of mild hydrocracking processes, including reaction 
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networks and kinetics, Chaudhuri et al. [6] suggested that pseudo-components be considered in 

modeling the reaction kinetics due to the complexity of industrial feedstocks.  

Elizalde et al. [7] have applied the continuous kinetic lumping approach to design a 

hydrocracking reactor capable of predicting both the mass fraction and the temperature of the 

products. The authors found that the constant heat capacity assumption for the whole mixture is 

reasonable since it only results in a small difference in the temperature at the middle of the reactor 

if the heat capacity is considered to be different for each lump. 

Sildir et al. [8] modeled a dynamic non-isothermal hydrocracker reactor using the 

continuous lumping method. Data from an industrial setup was used. Predicted product yields under 

steady-state and dynamic operating conditions and reactor temperature matched plant data. Aydin 

et al. [9] modeled a dynamic industrial diesel hydroprocessing plant using the continuous kinetic 

lumping method. The models consisted of a hydrodesulfurization and a hydrocracker reactor and 

were validated using plant data. Predicted reactor bed temperatures, sulfur removal, and diesel 

production under steady-state and dynamic conditions were in good agreement with the plant data.  

The continuous kinetic lumping approach has produced results that are comparable to the 

plant data. Therefore, the kinetic model developed in this work will be based on the continuous 

lumping approached. Parameters are estimated using the methodology provided by Elizalde and 

Ancheyta [10]. 

1.1.2 Advanced Process Control 

Model Predictive Control (MPC) was developed in the 1970s since performance of 

conventional single-loop controllers were unsatisfactory for the increasingly stringent performance 

requirements [11]. The MPC has evolved over the decades with the use of different algorithms. 

Cutler and Ramaker [12] successfully implemented Dynamic Matrix Control (DMC) on  
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petrochemical processes. Garcia and Morari [13] developed Internal Model Control algorithm. 

Clarke et al. [14-15] designed a predictive algorithm which was suitable for the adaptive control of 

processes with varying parameters, dead-time and model order. Cutler and Hawkins [16] used the 

DMC on a hydrocracker process to reduce energy consumption. Rawlings and Muske [17] 

developed an infinite horizon controller for both stable and unstable linear plants, that allowed 

incorporation of input and state constraints in a receding horizon feedback strategy. Mayne et al. 

[18] devised a control algorithm in which the current control action was calculated by solving at 

each sampling instant a finite horizon open-loop optimal control problem; the algorithm used the 

current state of the plant as the initial state in order to predict the control move and the output. Qin 

& Badgwell [19] have provided a review of the linear and non-linear MPC models especially from 

the perspective of their industrial implementation. General MPC control algorithms were discussed 

by the authors along with the methods developed by vendors in view of the practical 

implementation of these algorithms.  

The past decade has seen a rise in the design of the hydrocracker reactor using the 

continuous kinetic lumping approach, but MPC algorithms have not been applied to the 

hydrocracker reactor modeled by using this continuous kinetic lumping approach. This work will 

consist of using the DMC to control a dynamic non-isothermal hydrocracker reactor designed 

following the continuous kinetic lumping approach. 

1.2 Background 

Hydrocracking is an important petrochemical process involving complex reactions that 

result in the conversion of higher boiling petroleum fractions into lower boiling petroleum 

fractions like gasoline, naphtha, kerosene, and diesel oil. This refinery process is vital, since it can 

process a wide variety of petroleum cuts to produce an array of light products that are low in 
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impurities and sulfur. 

Refineries mainly use fixed trickle-bed reactors (TBR) and the ebullated bed reactors 

(EBR) in hydrocracking units. In both cases, three phases are present during the reactions. 

Hydrogen and other gases are in the gas phase; the liquid phase comprises the liquid hydrocarbons 

while the solid phase comprises the catalyst. Hydrocracking is carried out in the presence of 

hydrogen at high temperatures (260–495 °C) and pressures (35–200 bar). The main reactions are 

cracking and hydrogenation and are supported by bifunctional catalysts such as bimetallic 

compounds (e.g. NiMo) on an acidic support (e.g. silica–alumina). The acidic site facilitates 

cracking while the metallic site facilitates the hydrogenation reactions. Although cracking reaction 

itself is endothermic, the overall hydrocracking process is exothermic since hydrogenation is 

highly exothermic [8]. 

As shown on Figure 1.1, a hydrocracking unit is generally made-up of two sets of reactors. 

The first stage (R1) is the hydrotreater that essentially converts nitrogen and sulfur compounds 

into ammonia and hydrogen sulfide, respectively. Also, olefins and aromatics present in the feed 

are hydrogenated. The feed is preheated by the feed/effluent exchanger E1. The furnace F1 heats-

up hydrogen to the desired input temperature to the first stage. The product from R1 is mixed-up 

with recycle residue from the bottom of the distillation column (C1) and with hydrogen from the 

second furnace (F2) before it is injected into the second stage (R2). The hydrogen injection at R2 

permits to cool down the feed being injected into the reactor and also provides the excess hydrogen 

that will be needed for the hydrocracking reactions. At the outlet of R2, exchangers E2 and E3 are 

used to cool down the feed before it passes through an air-cooler E4. The product is then injected 

into a high-pressure (HP) separator where sour water is removed and the separated recycle gas is 

re-injected into the process. The rest of the petroleum from the HP separator is injected to the low-
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pressure (LP) separator where off gas is collected before the petroleum is injected into C1 for 

separation into the different products. Reactions such as hydrogenation/dehydrogenation, beta 

scission, and isomerization occur in the second stage of the hydrocracking unit. 

This research is focused on the design and control of this second stage of the hydrocracking 

unit, denoted as R2 here, that will be used in the MATLAB simulation software, in order to predict 

the composition of the products and temperatures under given operating conditions of the reactor. 

The effects of the change in the temperature of the feed on the composition of the products at a 

given liquid hourly space velocity (LHSV) and pressure are investigated. The steady state, 

isothermal model is used in MATLAB to estimate the parameters in the continuous kinetic 

lumping model. Furthermore, a validated reduced model is developed to be used in the advanced 

process control (APC) design and deployment. 
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Figure 1.1: Process flow diagram of a hydrocracking unit 

 



7 

 

1.3 Thesis Organization 

 This work is comprised of three distinct tasks: model development, parameter estimation, 

and development of the APC strategy. The contributions of this work for these tasks are described 

below.   

1.3.1 Modeling Contribution 

In the existing literature, dynamic hydrocracker models that use continuous lumping 

methods are very few. In this work, a detailed dynamic model is developed. The model is non-

isothermal and considers spatial and temporal variation of the species through the reactor. Due to 

highly endothermic hydrocracking reactions, a rigorous energy balance model is considered in this 

work. As the product cracks and get hydrogenated through the reactor, its thermal properties 

change considerably; this aspect has been modeled. 

1.3.2 Parameter Estimation Contribution 

Model parameters are optimally estimated by using the experimental data. In this work, 

Aspen Plus is used for obtaining the different lumps for the experimental feed and products. As a 

result, the dimensionless temperature (θ) (this parameter plays a key role as explained later) for 

the different cumulative weights is no longer interpolated as is typically done in the existing 

literature. Various strategies are developed to reduce the computational time for this complex 

parameter estimation problem.  

1.3.3 Controller Development Contribution  

DMC is developed in this work for controlling the hydrocracker outlet composition. Both 

servo control and disturbance rejection performances are studied for the single input single output 

(SISO) model. A multiple input multiple output (MIMO) model is also developed in order to 

control two products at the output of the reactor simultaneously. System identification is performed 
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using the data generated by a pseudo random binary signal (PRBS) [20-21] finally generating a 

state-space model of the system [22-23]. 
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CHAPTER 2: DEVELOPMENT OF DYNAMIC MODEL 

2.1 Introduction 

This chapter is focused on the development of the dynamic non-isothermal hydrocracker 

reactor. The method used for the development of this reactor is the continuous kinetic lumping 

technique, which will be visited in detail. In the past, different techniques were used to model 

hydrocracker reactors, but the continuous kinetic lumping technique has proven to be the most 

effective and has seen a surge in its use by researchers in the past decade. The implementation of 

the set of equations developed in this chapter for this technique is done in the Matlab software. 

2.2 Continuous Kinetic Lumping Model 

The following assumptions are made when modeling the hydrocracker reactor using the 

continuous kinetic lumping model [7] [24]: 

 Radial and axial dispersion are neglected assuming that the reactor behaves as an ideal plug 

flow, 

 Due to the excess amount of hydrogen the reactions are considered to be first order (���), 

 Steady-state operation and isothermal conditions are assumed while validating with the 

experimental data, 

 Reactivity of species is related to its boiling temperature so that the reactivity increases 

with TBP and vice versa (feedstock considered to be long carbon chains). 

2.2.1 Mass Balance 

The following integro-differential equation is considered for the mass balance [10] [24] : 

∂�(�, �, 	)∂	 =  − ∂�(�, �, 	)∂� − ��(�, �, 	) +  � �(�, �)  ∙ � ∙ �(�, �, 	) ∙ �(�) ∙ ������
�  (2.1) 

, where �(�, �, 	) is the dynamic concentration of the component with reactivity � at axial position 

� and time, 	. The term on the left-hand side of Equation 2.1 denotes the accumulation of mass; 
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the first term on the right-hand side denotes convective mass transport; the second term denotes 

the consumption of the species with reactivity � due to cracking; and the third term is the 

generation of the species with reactivity � due to cracking of the heavier species. τ is the residence 

time or the reciprocal of the Liquid Hourly Space Velocity (LHSV), defined by: 

τ =  ����	�� �� !"�#$%!$� �� !"�	�$� & �' ��	� =  (�  =  1#*+, (2.2) 

, where z is the reactor length, and � is the liquid velocity. 

The characterization parameter is the True Boiling Point (TBP) of each species in the mixture. θ 

is defined as a normalized TBP as shown in Equation 2.3. 

θ =  ./01 − ./0( )./0(ℎ) − ./0( )     &�� $ = 1, 2, 3, . . . ,   6 + 1 (2.3) 

, where TBP(l) and TBP(h) are respectively the lowest and highest boiling point of any pseudo-

component in the mixture in kelvin. 

The reactivity is represented by a power law function shown in Equation 2.4. 

��789 = θ: ;<   (2.4) 

�(�) denotes a species-type distribution function with N being the number of compounds in the 

mixture as shown in Equation 2.5 [1]. 

�(�) = = α�789; k;@:  (2.5) 

The yield distribution function �(�, �) that describes the formation of compounds of reactivity � 

from the hydrocracking of compounds with reactivity �. Laxminarasimha et al. [5] observed that 

the skewed Gaussian–type distribution function as in Equation 2.6 is used to describe the yield 

distribution function. 
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�(�, �) = 1+�√2B C��� D− EF� �< G8H − 0.5�: KLM − ��� N− O0.5�: PLQ + R O1 − ��PS (2.6) 

�(�, �) = 0 for � ≥ �, as cracking is no more feasible [5]. For � = 0, Equation 2.6 

becomes: 

�(0, �) = R+�√2B (2.7) 

In order to satisfy the mass balance, Equation 2.8 is considered.  

� �(�, �) ∙ �(�) ∙ �� = 19
�  (2.8) 

Substituting Equation 2.6 into Equation 2.8, one obtains:  

+� = � 1√2B C��� D− EF� �< G8H − 0.5�: KLM − ��� N− O0.5�: PLQ + R O1 − ��PS �(�) ∙ ��9
�  (2.9) 

The following boundary and initial conditions are considered: 

at        t = 0:       � = 0, C = C�;        � > 0, � = 0 (2.10) 

at        t > 0:      � = #� , ∂C[� = 0                                  (2.11) 

2.2.2 Energy Balance 

Energy conservation is given by Equation 2.12 [7]: 

∂.(�, 	)∂	 =  − ∂T(�, 	)∂� +  ] ∆*�(�)  ∙ � ∙ �(�, �, 	) ∙ �(�) ∙ ������� ] ��(�)  ∙ �(�, �, 	) ∙ �(�) ∙ �������  (2.12) 

where ��(�) is the specific heat capacity for every species �; ∆*�(�) is the heat of cracking 

reaction for species �. .(�, 	) is the dynamic temperature at axial position � and time 	. The first 
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term on the right-hand side denotes convective heat transfer; the second term denotes the heat 

requirement due to cracking. 

Mohanty et al. [25] assumed the heat requirement to be for 42 kJ/mole of hydrogen consumed 

during hydrocracking reaction as given by the following equation: 

(∆*�)1 =  − 42 × 10a2  (*L�b)1 (2.13) 

, where *L�b is the Hydrogen consumption per mass unit of a species and is given by: 

(*L�b)1 =  '	$�* + 1cdefghij −   '	$�* + 1cek8ij8lj (2.14) 

, where wti is the weight of each component in the mixture and CH is the carbon-to-hydrogen 

weight ratio, defined as follows [24-25]: 

CH = 8.7743×10-10[exp(7.176×10-3TBPi + 30.06242SG – 7.35×10-3TBPi × SG)] TBPi
-0.98445SG-18.2753     (2.15) 

Heat capacity and the associated parameters are given by: 

�d =  m: + (mL:β +  mLLβL). +  (ma:β +  maLβL).L (2.16) 

m: =  24.5(�::β +  �:LβL) (2.17) 

b11 = -0.3416    b12 = 2.2671 

b21 = 0.106    b22 = -0.3874 

b31 = -0.000098231   b32 = 0.0004182 

o =  ∑ '	1/r1l1s:∑ '	1l1s:  (2.18) 

+t1 =  u.1vwx8yz  
(2.19) 

x8yz =  √r�{/0w +t8yz  
(2.20) 
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, where MeABP is the Mean Average Boiling Point of the whole mixture, SG is the specific gravity, 

o being the similarity variable and x8yz is the K-Watson for liquid bulk. 

Initial and boundary conditions are given by: 

at      t = 0:            ∀�, T = T� (2.21) 

at        t > 0:      � = #� , ∂T[� = 0 
(2.22) 

2.3 Description of the dynamic model 

For solving the integro-differential Equations 2.1 and 2.12, they are discretized in spatial 

domain as shown in Equations 2.23 and 2.27, respectively. Equations 2.24 – 2.26 denote the 

integrals that appear in Equation 2.23.  

d�(�1, �e , 	)d	 =  − �(�1, �e , 	) − �(�1, �e@:, 	)∆� + �(�1, �e , 	) × ~−�1 +  �:1�
+  � ���� , �e , 	�l�:

�s1�: × �L� +  � ���� , �e , 	�l
�s1�: × �a� 

(2.23) 

for i = 1,2, . . ., n+1 and 0 < �e < �789, where: 

�:1 =  � �(�1, �) ∙ � ∙ O � −  �1�:�1 −  �1�:P ∙ �(�) ∙ ������
��  (2.24) 

�L� =  � �(�1, �) ∙ � ∙ � � −  ��@:�� − ��@:� ∙ �(�) ∙ ����
����  (2.25) 

�a� =  � �(�1 , �) ∙ � ∙ � � −  ���:�� −  ���:� ∙ �(�) ∙ ������
��  (2.26) 

 

 

d.(�e , 	)d	 =  − .(�e , 	) − .(�e@:, 	)∆� +  ] ∆*�(�)  ∙ � ∙ �(�, �, 	) ∙ �(�) ∙ ������� ] ��(�)  ∙ �(�, �, 	) ∙ �(�) ∙ �������  (2.27) 
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The algorithm used to solve the dynamic mass and energy balance is shown in Figure 2.1. 

The set of ODEs is solved using the Runge–Kutta method in Matlab. The numerical solution of 

Equations 2.23 and 2.27 requires solving the integrals first. This is done by using the quadrature 

algorithm to solve the Equations 2.9, 2.24 – 2.26 since a Gaussian skewed function p(k,x) is 

involved. The adaptive Lobatto quadrature (also known as Radau quadrature) is used in this work. 

Then Equations 2.23 and 2.27 are solved with respect to time.  

Optimal model

Parameters: 

α, a0, a1, δ and kmax

Read experimental 

MW, Ti, C0, and 

time

Transform TBP

from °C to kelvin

Determine MeABP

and SGavg

Calculate the K-watson 

Equation 2.20

Calculate the SGi 

Equation 2.19

Calculate H2CR and CH

Equations 2.14 and 2.15

Calculate ΔH

Equation 2.13

Set i = 0

Set j = i + 1 

Calculate Cp and β 

Equations 2.16 and 2.18

Solve the dynamic mass

and energy balances

equations 2.1 and 2.12
ODE45

j = N 
NO

YES

Predicted output 

temperature and 

concentrations

Calculate weights

Equation 3.3
 

Figure 2.1: Algorithm for the dynamic mass and energy balance using continuous kinetic lumping 
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2.4 Results and discussion 

Figure 2.2 shows the cumulative weight fractions in 10 nodes of the reactor in the z-

direction. The progression of the weights towards lighter components can clearly be seen. 

 

Figure 2.2: Cumulative dimensionless continuous concentration (c(t,τ,k)) for the ten nodes at 400 °C, 8.3 

MPa and LHSV of 0.5 h-1. 

The cumulative weight fraction at different input temperatures is shown in Figure 2.3. It is 

clearly observed that as the input temperature is increased from 360 °C to 420 °C, the weight of 

the product progressively moves towards the middle distillates and the light products. 
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Figure 2.3: Cumulative weight fractions at different input Temperatures at 8.3 MPa and LHSV of 0.5 h-1. 

Figures 2.4 and 2.5 show the variation of temperature over time for 10 nodes in the reactor. 

It is observed from both figures that there is a time delay in the temperature response.  

Elizalde et al. [7] suggested that the heat capacity can be kept constant since a varying heat 

capacity may not affect the temperature much. While this was found to be the case at lower 

temperatures such as in Figure 2.4, varying the heat capacity results in higher differences as 

opposed to when the heat capacity is kept constant as shown in Figure 2.5. 
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Figure 2.4: Temperature for the ten nodes at 370 °C, 8.3 MPa and LHSV of 0. 5h-1. 

 
Figure 2.5: Temperature for the ten nodes at 400 °C, 8.3 MPa and LHSV of 0.5 h-1. 
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2.5 Conclusion 

In this chapter, a dynamic, non-isothermal model of a hydrocracker reactor is developed 

using the continuous kinetic lumping method in the Matlab simulation environment. The results 

compare well with the published literature [7]. The model can be used to predict spatial and 

temporal variation in the product compositions and temperatures and is therefore very useful for 

developing advanced control strategies. 
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CHAPTER 3: PARAMETER ESTIMATION 

3.1 Introduction 

The continuous kinetic lumping model described in the previous chapter has a number of 

parameters that needs to be estimated. In this chapter, an algorithm for parameter estimation is 

developed. The Aspen Plus software is used to divide the mixture of hydrocarbons into lumps, 

which are then used in Matlab for estimating the model parameters. The results are then compared 

with the similar works in the open literature. 

3.2 Estimation of model parameters 

Kinetic model parameters are determined from the experimental data for different reaction 

temperatures under steady-state conditions. The Levenverg–Marquardt algorithm is used for this 

optimization. The algorithm to obtain these parameters is illustrated in Figure 3.1.  

As noted earlier, as the integro-differential Equation 2.1 cannot be solved analytically, a 

numerical approach was devised which consist of first solving the integral part and then solving 

the ODEs. Under steady state conditions, Equation 2.23 can be rewritten as: 

∂�(�1, �e)∂� =  �(�1, �e) ∙ ~−�1 +  �:1� +  � ���� , �e�l�:
�s1�: ∙ �L� + � ���� , �e�l

�s1�: ∙ �a� (3.1) 

The RHS of Equation 3.1 can be expressed in more compact form by using the following 

matrix: 

/(�) =  
⎣⎢
⎢⎢⎢
⎢⎡−�: +  �:: �LL + �aL ⋯ �L1 + �a1 ⋯ �Ll + �al �Ll�:0 −�L + �:L ⋯ �L1 + �a1 ⋯ �Ll + �al �Ll�:0 0 ⋱ ⋮ ⋯ �Ll + �al �Ll�:⋮ ⋮ ⋮ −�1 + �:1 ⋯ ⋮ ⋮⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮0 0 ⋯ 0 ⋯ −�l + �:l �Ll�:0 0 ⋯ 0 ⋯ 0 −�l�:⎦⎥

⎥⎥⎥
⎥⎤
 (3.2) 

To obtain the weights at any desired residence time, Equation 3.3 can be solved: 
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'	(�) =  {(�) ∙ �(�, �) (3.3) 

, where {(�) is expressed as: 

{(�) =  
⎣⎢⎢
⎢⎡�:: �:L 0 0 ⋯ 0 00 �L: �LL 0 ⋯ 0 00 0 �a: �aL ⋯ 0 0⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮0 0 0 ⋯ ⋯ �l: �lL⎦⎥⎥

⎥⎤
 (3.4) 

, where: 

�1: =  1�1 −  �1�:  6 ∙ ��789�  N� �1�:��:� + 1 −  �1�:��:� � −  � �1��:� + 1 − �1�: �1�� �Q (3.5) 

�1L =  1�1�: −  �1  6 ∙ ��789�  N� �1�:��:� + 1 −  �1 �1�:�� � −  � �1��:� + 1 −  �1��:� �Q (3.6) 

Since we have the initial weight fractions '	(0) and {(�), the initial concentration �(�, 0) 

is obtained by solving Equation 3.7: 

"$6 � ��(�, 0)� =  �~�(�1, 0) − �(�1�:, 0)�Ll
1s:  (3.7) 

                                          subject to  

                                                                                 � > 0 �6�  �789 >  0   �(�1, 0) ≥ 0 

The objective function used for parameter estimation is: 

                                  min � �'	(�)� =  ∑ �'	1k9d�� − '	1i8�i���Ll1s:  
(3.8) 

                                           subject to 

                                                  � > 0,  �� > 0  �:  > 0, R > 0 �6�, �789 > 0  
                                                      ∑ '	1 = 1l1s:   
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The optimization problem is solved by using successive quadratic programming (SQP) 

approach. 

Read experimental TBP, 

weights, T0, LHSV and API

Guess α, a0, a1, 

δ and Kmax

Levenverg-

Marquardt

algorithm

Calculate H2CR and CH

Equations 2.14 and 2.15

Calculate A(k) and B(k)

Equations 2.25 and 2.27

Set τ = 0, propose Δτ 

Calculate c(k,0)

Equation 3.7

SQP

algorithm

Set τ = τ + Δτ 

solve equation 3.1 ODE45

τ = τmax 

NO

solve the objective

function equation 3.8

YES

Optimal model Parameters: 

α, a0, a1, δ and kmax

error < Tol.

YES

NO

 

Figure 3.1: Algorithm for parameter estimation for the continuous kinetic lumping model 
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3.3 Experimental data 

The data used for this work were obtained from Elizalde and Ancheyta [10]. Maya crude 

oil with an {0� of 21 was used for these experiments. Experimental data were collected from a 

bench-scale unit at the following reaction conditions: 8.3MPa, 400 °C, 0.5 h-1 of LHSV and H2-

to-oil ratio of 5000 ft3/bbl oil.  Characterization of the feed and liquid products was carried out 

using the ASTM 5307 method which can be applied to temperatures as high as 538 °C. Light gases 

were not present in the feedstock; the distillation data were collected for every 5% mass evaporated 

starting from the initial boiling point (IBP) of 30.21 °C to a final boiling point (FBP) of 533.84 

°C. Light gases and hydrocracked products were obtained. Both products were quantified and 

analyzed separately in order to obtain the normalized composition at the outlet of the reactor. 

Appendix 1 [10] provides the composition of the feed and the hydrocracked products. 

3.4 Separation of Experimental data into lumps 

It has been observed that if less than 40 component lumps are used for the initial 

dimensionless concentration (c(k,0)), the results are not satisfactory [10]. The feed and products 

are segmented into 42 lumps by using Aspen Properties based on their TBP (weight basis).  Table 

1 depicts the weight fractions for each of the 42 components with respect to their TBPs. It is 

observed that after cracking, gases are found in the products. Table 1 also shows the different 

commercial products corresponding to the different weight fractions divided according to their 

initial boiling points, corresponding to the IBPs. 

 

 

 



23 

 

Table 1: Lumps of Feed and hydrocracked products with a FBP of 704 °C 

Commercial 

products 

Pseudo-components 

(n) 
IBP (°C) 

Initial cumulative 

weight fractions (Feed) 

Final cumulative weight 

fractions (products) 

 

Gases 

1 -161.55 0 0.0012 

2 -88.55 0 0.0014 

3 -59.65 0 0.0165 

4 -42.05 0 0.0027 

5 -0.45 0 0.0004 

 

 

Gasoline 

6 38 0.0082 0.0074 

7 52 0.0057 0.002 

8 66 0.006 0.0026 

9 79 0.0065 0.0038 

10 93 0.0069 0.0051 

 

 

kerosene 

11 107 0.0075 0.0191 

12 121 0.0083 0.0149 

13 135 0.0097 0.0122 

14 149 0.0125 0.0153 

15 163 0.0157 0.0174 

16 177 0.0161 0.0204 

 

 

 

diesel 

17 191 0.0166 0.0244 

18 204 0.0183 0.0255 

19 218 0.019 0.0273 

20 232 0.0202 0.0286 

21 246 0.021 0.0275 

22 260 0.0216 0.0254 

23 274 0.0221 0.0252 

 

 

 

Fuel oil 

24 288 0.0215 0.025 

25 302 0.0211 0.0269 

26 316 0.0206 0.0289 

27 329 0.02 0.0269 

28 343 0.0199 0.0258 

29 357 0.02 0.0249 

30 371 0.0201 0.0246 

 

 

 

 

Residue 

31 385 0.0205 0.025 

32 399 0.0209 0.0254 

33 413 0.021 0.027 

34 427 0.0416 0.0489 

35 454 0.0399 0.0438 

36 482 0.0382 0.0422 

37 510 0.0382 0.0412 

38 538 0.0419 0.0409 

39 566 0.0444 0.0406 

40 593 0.0484 0.0404 

41 621 0.0553 0.0404 

42 649 0.2042 0.0748 
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3.5 Model validation 

Figure 3.2 shows a comparison of the cumulative weights of the feed in the model versus 

the experimental data. Figures 3.3 and 3.4 compare model results against the experimental data for 

the cumulative weights of the components in the products. It is observed that the model results are 

in good agreement with the experimental data. 

Figure 3.2: Comparison of experimental data versus model results for the feed (T=400 °C, P=8.3MPa, 

LHSV=0. 5h-1) 
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Figure 3.3: Comparison of experimental data versus model results for the product (T=400 °C, P=8.3MPa, 

LHSV=0. 5h-1) 

 
Figure 3.4: Comparison between the model results and experimental data for the cumulative weights of 

components at 8.3 MPa, 400 °C and LHSV of 0. 5 h-1. 
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The continuous kinetic lumping model has 5 parameters. These parameters, α, a1, a0, δ and 

kmax were estimated at four different temperatures: 360 °C, 380 °C, 400 °C, and 420 °C. An almost 

linear dependence is observed between α, a0, and δ with temperature (Figures 3.5 a, b, and d). 

Parameter a1 appears to be a weak function of temperature (Figure 3.5 c); while kmax (Figure 3.5 

e) shows an exponential relation with temperature. The estimates obtained in this work are very 

similar to those obtained in literature [7]. 
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a. 
 

 
b. 

 

 
c. 

 

 

d. 
 

 
e. 

 

 
 

 

Figures 3.5: Dependence of the continuous kinetic model parameters 

with temperature at 8.3MPa and LHSV of 0. 5h-1. 
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3.6 Conclusion 

The results obtained from parameter estimation in this chapter are comparable with the 

literature [24] [10]; since the results were very similar as depicted by Figures 3.5 a-e. The Aspen 

Plus software is used to divide the mixture of hydrocarbons into 42 lumps, thereby increasing the 

accuracy of our results. The parameters estimated are found to be in good agreement with 

literature, while the computational time in Matlab is also improved, since Aspen Plus could be 

leveraged to obtain the desired lumps, rather than extrapolations typically done in the literature. 
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CHAPTER 4: CONTROLLER DEVELOPMENT 

4.1 Introduction 

Two types of quadratic dynamic matrix control (QDMC) are developed in the course of 

this research. Firstly, SISO QDMC is developed, where both servo response and disturbance 

rejection performances are studied; followed by the MIMO QDMC. The PRBS sequence is used 

for the system identification of the hydrocracker process. 

The hydrocracker being controlled has a height of 25.21 m and diameter of 4.734 m. Under 

steady-state conditions, the hydrocracker operates with a LHSV of 0.5, a pressure of 8.9 MPa and 

a temperature of 400 °C. 

4.2 QDMC algorithm 

A schematic of a typical unit step-response is shown in Figure 4.1 [27-28]. 

 

Figure 4.1: Illustration of step response parameter identification   

Super-positioning all the inputs, the output of the step � can be found by: 
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y� = � S1∆!�@1 + ∙ ∙ ∙  +  S¡@:∆!�@¡@1 +  S¡∆!�@¡  + ∙ ∙ ∙  + S¡∆!�@¢  ¢
1s:  (4.1) 

          ⇒        y� = S¡∆!�@¡  +  � S1∆!�@1  ¡@:
1s:  (4.2) 

, where y� are the output step responses, and S1 represents the step response coefficient for the  $j¤ 

sample time. ∆!� being the input control moves at discrete time �. 

The output model prediction: 

  y¥� = S¡∆!�@¡  +  � S1∆!�@1  ¡@:
1s:  (4.3) 

in which ∆!�@¡ is the manipulated input = steps in the past. 

d� =  y� − y¥� (4.4) 

, where d� is the discrepancy in the model prediction, which is assumed to be due to unmodeled 

disturbances. 

The corrected predicted output is then equal to:  

y¥�i =   y¥� + d� (4.5) 

The DMC can then be represented in matrix form as: 
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⎣⎢⎢
⎢⎢⎢
⎡y¥��:iy¥��Li⋮y¥���i⋮y¥��di ⎦⎥⎥

⎥⎥⎥
⎤

=  
⎣⎢⎢
⎢⎢⎢
⎡S: 0 0 ⋯ 0 0SL S: 0 ⋯ 0 0⋮S� S�@: S�@L ⋯ ⋯ S�@¦�:⋮ ⋮ ⋮ ⋮Sd Sd@: Sd@L ⋯ ⋯ Sd@¦�:⎦⎥⎥

⎥⎥⎥
⎤

⎣⎢⎢
⎢⎡ ∆!�∆!��:⋮∆!��¦@L∆!��¦@:⎦⎥⎥

⎥⎤

+  
⎣⎢⎢
⎢⎢⎢
⎡ SL Sa S§ ⋯ S¡@L S¡@:Sa S§ S¨ ⋯ S¡@: 0⋮ ⋮ 0 0S��: S��L ⋯ S¡@: 0 0⋮ ⋮ ⋮ ⋮Sd�: Sd�L ⋯ 0 ⋯ 0 ⎦⎥⎥

⎥⎥⎥
⎤

⎣⎢⎢
⎢⎡ ∆!�@:∆!�@L⋮∆!�@¡�a∆!�@¡�L⎦⎥⎥

⎥⎤

+  S¡ ⎣⎢⎢
⎢⎡∆!�@¡�:∆!�@¡�L⋮
∆!�@¡�©⎦⎥⎥

⎥⎤ +  
⎣⎢⎢
⎢⎡d��:d��L⋮
d��©⎦⎥⎥

⎥⎤
 

(4.6) 

Equation 4.6 can be written using the matrix-vector notation as: 

ª« i =   S¬∆!¬ +  Sd8j∆!d8j +  S¡!© +  �®  (4.7) 

, where ª« i is the corrected predicted outputs; on the right-hand side, the first term are the effects 

of the current and future moves, the second and third terms are the effect of the past moves, the 

fourth term is the predictive disturbance. 

Equation 4.7 can be re-written as: 

ª« i =   S¬∆!¬ +  &  (4.8) 

, where f, is the free response of the “corrected – predicted output”, as shown below: 

& =  Sd8j∆!d8j +  S¡!© +  �®  (4.9) 

Since we desire that the outputs should not exceed certain limits, the outputs are constrained. 

 ¯71l  ≤  ¥̄��1i  ≤  ¯789 (4.10) 
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Substituting Equation 4.8 into 4.10, we obtain: 

¯71l − & ≤  S¬∆!¬  ≤  ¯789 − & (4.11) 

The manipulated inputs and their control moves are also constrained: 

!71l  ≤  !��1  ≤  !789 (4.12) 

∆!71l  ≤  ∆!��1  ≤  ∆!789 (4.13) 

A quadratic programming problem stated using the shorthand matrix – vector notation below, is 

then solved  

min∆h´  µ =  12 ∆!¬¶*∆!¬ + �¶∆!¬ (4.14) 

·. 	.              {∆!¬  ≥ m 

                                                ∆!71l  ≤  ∆!¬  ≤  ∆!789 

With: 

* =  +¬¶+¬ + ¸         �6�          �¶ =  − ¹¶+¬ 

, where W is the weight for each of the input control moves, { is the matrix of the constraints and 

m the projected deviations of constraint variables and their limits. 

4.3 System Identification 

This subsection describes the series of steps involved in the development of the data driven 

dynamic model of the hydrocracker. The obtained process model is then embedded into the 

QDMC. The step size used for the system identification is 60 second. The characteristics of the 

hydrocracker reactor are same as for the SISO control. 
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System identification is undertaken using a pseudo random binary signal (PRBS) [20-21]. 

A PRBS is a two-level signal, represented by 0’s or 1’s generated with shift registers, which is 

given by Equation 4.15: 

!(	) = ��"({(%)!(	), 2)                                      !(	) = ��"(�:!(	 − 1) + ⋯ + �l!(	 − 6),2) (4.15) 

, where ��"(", 2) is the remainder of " divided by 2, which provides a binary value. 

The PRBS is a deterministic signal with a length =, as described by Equation 4.16: 

=º = 2l» − 1 (4.16) 

=º: ≥ B6�gf7½.¾  
(4.17) 

=ºL ≥ � × � (4.18) 

=º = max (=º:, =ºL) (4.19) 

, where 6e, �gf7À , and �gf7½  denote the number of shift registers, slowest and fastest time constants, 

respectively.  The time constants are estimated by using a process model, with �gf7À = 0.11 hr, 

and �gf7½ = 0.23 ℎ� Lack of cross-correlation between the signals is ensured by applying a delay 

� before implementing the subsequent variable till all � are exhausted. The delay is calculated by 

taking into consideration the switching time .¾ as shown in Equation 4.20. The overall time 

required to implement the signal for a single variable is obtained by multiplying the signal length 

= with the switching time, as shown in Equation 4.22. 

� = .kjj�k789.¾  
(4.20) 

.¾ ≤ 2.8�gf7À2  
(4.21) 
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	¬1l8� = .¾= (4.22) 

Figure 4.2 presents the initially generated designed PRBS signal. 

 

Figure 4.2: Initial generated PRBS signal 

The transfer function model development is carried out by employing the ‘tfest’ function 

available in MATLAB. The input to this function is the generated data set and the output of this 

function is a transfer function in the · domain. To obtain the mathematical model based on the 

transfer function technique, data sets that capture the dynamics of the process are generated from 

the dynamic hydrocracker model in MATLAB. For this purpose, a bi-level PRBS signal is used as 

input variables as shown on Figure 4.3 and the resulting data are collected for the output variables. 

The collected data can then be normalized depending on the different magnitudes of the input and 

the output variables. The obtained transfer function model in Matlab is further processed following 

the steps outlined in Figure 4.4 to generate discrete-time state-space matrices in the form of µ, Ä, 

C, D. Deviation variables for the inputs and outputs are calculated using Equation 4.23. 
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ÅÆky = (Å − Å)(Å789 − Å) ;      Å = .1l, .fhj, '	, #*+, (4.23) 

, where ��� indicates the deviated variables, ss indicates the steady-state value, max indicates the 

maximum value experienced in the data, '	 is the weight fraction of the product, and .1l �6� .fhj 

are the inlet and outlet temperatures of the reactor, respectively. 

The desired magnitudes of the bi-level signals are adjusted to ensure a certain boundedness 

in the outputs, due to the high nonlinearity of the hydrocracker unit. The other parameters 

discussed above for the PRBS signal development were determined by the MATLAB simulations 

from the dynamic non-isothermal hydrocracker developed earlier. 

The signal magnitudes of each PRBS input were determined to ensure the signal would be 

constrained in the following operating conditions: 

 Input temperature: 360 – 400 °C 

 LHSV: 0.3 – 0.7 

Figure 4.3 presents the designed signals with the necessary delays for experimental 

implementation already taken into consideration. 

It should be noted that, the desired value of the input temperature into the hydrocracker 

reactor, R2, can be obtained by varying the temperature at the output of the furnace, F2, as depicted 

on Figure 1.1. 
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Figure 4.3: PRBS signals for system identification 

The data collected from the PRBS inputs are fitted using the Matlab “tfest” function to 

estimate the transfer function of the system, as shown in Figures 4.5. The estimated transfer 

function is used to determine a state-space model for the system, which is then used for system 

control using the QDMC. 

 

 

 

Figure 4.4: Summary of the steps for QDMC controller design 
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Figure 4.5: System identification 

Figure 4.5 shows the fit obtained for the transfer function model; the model has a mean 

square error (MSE) of 0.0693 °�L,  0.018, 0.0171, 0.012, 0.0114, 0.0117 and 0.078 for output 

temperature, gas, gasoline, kerosene, diesel, gasoil, and residue weight fractions, respectively. 

The identified discrete time state-space model is given by Equations 4.24 and 4.25. 

�($ + 1) =  µ �($) +  Ä !($) 

¯($) = � �($) + � !($) 

(4.24) 

, where 

µ =  

⎣⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎡1 0 0 0 0 0 0 0 0 0 0 0 0 00 0.997 0 0 0 0 0 0 0 0 0 0 0 00 0 0.997 0 0 0 0 0 0 0 0 0 0 00 0 0 0.985 0 0 0 0 0 0 0 0 0 00 0 0 0 0.996 0 0 0 0 0 0 0 0 00 0 0 0 0 0.996 0 0 0 0 0 0 0 00 0 0 0 0 1 0.995 0 0 0 0 0 0 00 0 0 0 0 0 0 0.999 0 0 0 0 0 00 0 0 0 0 0 0 0 0.999 0 0 0 0 00 0 0 0 0 0 0 0 0 0.999 0 0 0 00 0 0 0 0 0 0 0 0 0 0.999 0 0 00 0 0 0 0 0 0 0 0 0 0 0.999 0 00 0 0 0 0 0 0 0 0 0 0 0 0.999 00 0 0 0 0 0 0 0 0 0 0 0 0 0.999⎦⎥

⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎤

 (4.25) 
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           Ä =  

⎣⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎡0.0313 00.125 00.125 00.125 00.125 00.125 00.125 00 0.1250 0.1250 0.1250 0.06250 0.06250 0.06250 0.125 ⎦⎥

⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎤

                � =  
⎣⎢⎢
⎢⎢⎢
⎡−0.0203 −0.01570.0075 0.02030.0004 0.01960.0031 0.01830.0049 0.0178−0.0007 0.0177−0.0029 −0.0454⎦⎥⎥

⎥⎥⎥
⎤
 

� =  
⎣⎢⎢
⎢⎢⎢
⎡−0.029 0 0 0 0 0 0 0.151 0 0 0 0 0 00 0.98 0 0 0 0 0 0 −0.11 0 0 0 0 00 0 0.097 0 0 0 0 0 0 −0.106 0 0 0 00 0 0 0.11 0 0 0 0 0 0 −0.09 0 0 00 0 0 0 0.099 0 0 0 0 0 0 −0.093 0 00 0 0 0 0 0.91 0 0 0 0 0 0 −0.096 00 0 0 0 0 0 −0.13 0 0 0 0 0 0 0.118⎦⎥⎥

⎥⎥⎥
⎤
 

4.4 SISO QDMC 

The state-space matrices obtained from the system identification are used in this section 

for the SISO control using the QDMC. Two cases are studied: servo control and disturbance 

rejection. The SISO QDMC was implemented with weight applied on the input control moves as 

' =  10§. The magnitudes of the lower and upper bounds of the input manipulated variable is 

constrained to a minimum and maximum of −3 and 3, respectively. The changes in step moves 

(∆!¬) are also constrained to a minimum and maximum of −0.5 and 0.5, respectively. The SISO 

QDMC is designed with a model length of 2000, a prediction and control horizon of 1500 and 

50, respectively. It is also observed that the controller takes an average of 20 second to execute 

the control action. These results were obtained on Pentium 4 CPU, with a RAM of 4GB. 

4.4.1 Servo Control 

This section provides the results of the QDMC implemented for the control of the dynamic 

non-isothermal model. Results are shown in Figures 4.6 – 4.8, for gasoline, kerosene and diesel 

products, respectively. These results are generated by setting the volumetric flow rate constant, by 

considering inlet temperature as the manipulated variable, setting the outlet weight fraction of one 
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of the products as the controlled variable, and by setting the reactor outlet temperature and weight 

fractions of the remaining products at the reactor outlet as free variables. 

 

Figure 4.6: Input and output response of QDMC for gasoline weight fraction control 

 
Figure 4.7: Input and output response of QDMC for kerosene weight fraction control 
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Figure 4.8: Input and output response of QDMC for diesel weight fraction control 

It is observed that the QDMC response is satisfactory for servo control. The desired set-

point for each of the controlled variables is achieved without violating operational constraints. 

Figure 4.6 depicts a drop in the residue products when the gasoline product is stepped up, which 

would be expected. There is a little decrease in both the inlet and outlet temperatures of the reactor. 

Figures 4.7 and 4.8, which are the step up of kerosene and diesel weight fractions, respectively, 

depict similar results as that obtained in Figure 4.6. It can further be observed from figure 4.8 that, 

there is not much change to the inlet and outlet temperatures. 

4.4.2 Disturbance rejection 

The volumetric flow rate of the feed to the hydrocracker is considered as the disturbance, 

while the inlet temperature is the manipulated variable. A series of ramp and step tests are 

implemented to evaluate the disturbance rejection characteristics of the controller. Figures 4.9–

4.11 show how the QDMC rejects the disturbance when the controlled variable is gasoline weight 

fraction, kerosene weight fraction or diesel weight fraction at the outlet, respectively. 
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Figure 4.9: Disturbance rejection characteristics of QDMC for gasoline control 

 
Figure 4.10: Disturbance rejection characteristics of QDMC for kerosene control  
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Figure 4.11: Disturbance rejection characteristics of QDMC for diesel control 

It is observed that the QDMC responds satisfactorily for disturbance rejection. Figure 4.9 

shows the disturbance rejection characteristics when the gasoline weight fraction is the controlled 

variable. There is very little variation in the weight fraction of the different products as a result of 

the disturbance. The temperature trend actually follows the trend of the disturbance, but a delay is 

noticed in the output temperature, which would be expected due to the transport delay. The same 

characteristics can be observed for the responses shown in Figures 4.10-11, for kerosene and diesel 

weight fraction control, respectively.  

4.5 MIMO QDMC 

For many refiners due to product marketing constraints, it may be desired to obtain certain 

desired weight fraction of more than one product even at the cost of plant throughput, if needed. 

In this section, this scenario is evaluated by designing the MIMO controller. The MIMO QDMC 

is developed with volumetric flowrate (!:) and input temperature (!L) as manipulated variables, 

and the weight fractions of two of the output products being the controlled variables, while the 

output temperature and the remaining product are free variables. The MIMO QDMC was 

implemented with weight applied on the input control moves as ': = 10L �6� 'L =  10§. The 
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magnitudes of the upper and lower bounds of the input manipulated variables are constrained to a 

minimum and maximum of −0.5 and 0.5, respectively for !: and  −3 and 3, respectively for !L. 

The changes in step moves (∆!¬) are also constrained to a minimum and maximum of −0.5 and 

0.5, respectively. The MIMO QDMC is designed with a model length of 2500, a prediction and 

control horizon of 1500 and 50, respectively. 

Figures 4.12 shows the results when both gasoline and kerosene weight fractions are 

controlled simultaneously. 

 

Figure 4.12: Input and output response of MIMO QDMC for gasoline and kerosene weight control 

 

The controller can satisfy the desired weight fractions of two products at the same time 

without violating the input constraints. It is interesting to note that there is an initial increase in the 

flowrate into the reactor for the fast response, but the flowrate is eventually decreased in 

comparison to the steady state value. The inlet temperatures of the reactor also decrease.  
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4.6 Conclusion 

SISO and MIMO control of a hydrocracker reactor is studied in this work. A PRBS 

sequence was used as inputs for the identification of the dynamic non-isothermal hydrocracker 

model. The reduced model is implemented in the SISO and MIMO QDMC controllers. The 

performance of the SISO QDMC for both disturbance rejection and servo control are found to be 

satisfactory. Servo and disturbance rejection characteristics of the MIMO QDMC controller are 

also found to be satisfactory. It was observed that the MIMO controller could satisfy the change 

in the desired weight fraction of two products at a time without violating any constraints and 

without sacrificing the plant throughput.   
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CHAPTER 5: FINAL REMARKS AND RECOMMENDATIONS 

This research work explores the development of a non-isothermal hydrocracker reactor 

using the continuous kinetic lumping approach. Parameter estimation and computational time is 

greatly reduced by leveraging Aspen Plus to divide the petroleum into different fractions. The final 

model is found to provide satisfactory estimates of the temperature and weight fractions of 

products from this reactor. 

The PRBS sequence system identification strategy is utilized to develop a reduced model 

for the dynamic non-isothermal hydrocracker reactor. The reduced model is a linearized state-

space matrix that is implemented for the SISO and MIMO QDMC controls. Performance of the 

QDMC controllers for both SISO control and MIMO control are found to be satisfactory.  

Development of the plant-wide control considering the entire hydrocracker plant will be a 

nice contribution in the future. This control system can be designed to maximize the plant profit 

while maintaining product qualities. Linear and nonlinear MPC can be investigated for developing 

such plant-wide control system.  

The continuous kinetic lumping technique can be employed to design a 

hydrodesulfurization reactor, which is used upstream to the hydrocracker reactor. The design of 

such a unit will be very beneficial for the industry for maintaining product quality while 

maximizing the profit. 
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APPENDIX A: COMPOSITION OF FEED AND HYDROCRACKED PRODUCTS WITH 

A FBP OF 700 °C 

  

FEED PRODUCT 

Temperature 

(°C) 

Dimensionless 

temperature (Ɵ) 

cumulative 

weight fractions 

Temperature 

(°C) 

Dimensionless 

temperature (Ɵ) 

cumulative 

weight fractions 

G
A

S
E

S
 

CH4 0 0 -161.55 0 0.0012 

C2H6 0.0847 0 -88.55 0.0846 0.0026 

H2S 0.1183 0 -59.65 0.1182 0.0191 

C3H8 0.1387 0 -42.05 0.1386 0.0218 

C4H10 0.187 0 -0.45 0.1869 0.0222 

LI
Q

U
ID

S
 

30.21 0.2226 0 56.48 0.253 0.0302 

136.4 0.3458 0.05 127.44 0.3354 0.0711 

187.8 0.4055 0.1 175.17 0.3908 0.12 

227.1 0.4511 0.15 205.66 0.4262 0.1689 

261.1 0.4906 0.2 231.37 0.456 0.2178 

292.9 0.5275 0.25 255.37 0.4839 0.2667 

325.87 0.5657 0.3 281.94 0.5147 0.3156 

360.54 0.606 0.35 308.69 0.5458 0.3644 

394.92 0.6459 0.4 332.86 0.5738 0.4133 

428.12 0.6844 0.45 358.56 0.6037 0.4622 

461.69 0.7234 0.5 386.02 0.6356 0.5111 

497.08 0.7645 0.55 412.97 0.6668 0.56 

533.84 0.8071 0.6 438.48 0.6964 0.6089 

- - - 468.37 0.7311 0.6578 

- - - 500.05 0.7679 0.7067 

- - - 532.88 0.806 0.7556 
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APPENDIX B : PUBLICATIONS  

JOURNAL PAPER 

1) Ayafor, C., Bhattacharyya, D, “Dynamic Modeling, Parameter Estimation, and QDMC Design for a 

Hydrocracker”, to be Submitted to Industrial and Engineering Chemistry Research, 2018. 
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