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## Abstract

# Asymptotic Solutions of Almost Diagonal Differential and Difference Systems 

Fei Xue

New methods for both asymptotic integration of the linear differential systems $Y^{\prime}(t)=$ $[D(t)+R(t)] Y(t)$ and asymptotic summation of the linear difference systems $Y(t+1)=$ $[D(t)+R(t)] Y(t)$ are derived. The fundamental solution $Y(t)=\Phi(t)[I+P(t)]$ for differential and difference systems is constructed in terms of a product. The first matrix function $\Phi(t)$ is decided by the diagonal matrix $D(t)$ and the second matrix $I+P(t)$ is a perturbation of the identity matrix I. Another fundamental solution $Y(t)=[I+Q(t)] \Phi(t)$ is also constructed for difference systems. Conditions are given on the matrix $[D(t)+R(t)]$ that allow us to represent $I+P(t)$ or $Q(t)+I$ as an absolutely convergent resolvent series without imposing stringent conditions on $R(t)$. In particular the analogs, in the setting of difference equations, of fundamental theorems of Levison and Hartman-Wintner are shown to follow from one and same theorem in this work.
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## CHAPTER 1

## Introduction

### 1.1. Almost diagonal differential equations

Consider, the linear matrix differential system

$$
\begin{equation*}
Y^{\prime}(t)=A(t) Y(t) \tag{1.1.1}
\end{equation*}
$$

with $A(t), Y(t)$ be $n \times n$ matrix functions. The basic problem is that the solution vectors $Y(t)$ cannot normally be written as explicit expressions involving the entries of the given matrix $A(t)$. This difficulty brings the interest of asymptotic theory with the goal to approximate the solutions explicitly as $t$ approaches $\infty$. Its importance can hardly be overestimated for more reasons than one. Firstly for its own sake. Secondly for the reason that the asymptotic behavior of solutions of nonlinear problems require quite often asymptotic integration of a linearized problem. Throughout the rest of our work, we assume that (1.1.1) is defined on some interval $[a, \infty)$.

Let $A(t)=D(t)+R(t)$, in which $D(t)$ is the diagonal part of $A(t)$ and $R(t)$ is the off-diagonal part of $A(t)$. Thus we rewrite (1.1.1) as

$$
\begin{equation*}
Y^{\prime}(t)=(D(t)+R(t)) Y(t) \tag{1.1.2}
\end{equation*}
$$

with

$$
\begin{align*}
& D(t)=\operatorname{diag}\left\{\lambda_{1}(t), \lambda_{2}(t), \ldots, \lambda_{n}(t)\right\}  \tag{1.1.3}\\
& R(t)=\left(r_{j k}(t)\right)_{j, k=1}^{n}, \quad \text { where } \quad r_{k k}(t)=0 \tag{1.1.4}
\end{align*}
$$

Since a fundamental solution of the unperturbed equation $Y^{\prime}(t)=D(t) Y(t)$ is given as

$$
\begin{equation*}
\Phi(t)=\exp \left(\int_{t_{0}}^{t} D(s) d s\right) \tag{1.1.5}
\end{equation*}
$$

where $t_{0} \in[a, \infty)$ is a constant, one may hope that an asymptotic representation of (1.1.2) be given by

$$
\begin{equation*}
Y(t)=(I+Q(t)) \exp \left(\int_{t_{0}}^{t} D(s) d s\right) \tag{1.1.6}
\end{equation*}
$$

with $Q(t) \rightarrow 0$ as $t \rightarrow \infty$. Another option is to look for a solution $Y(t)$ of (1.1.2) that is represented in the form

$$
\begin{equation*}
Y(t)=\exp \left(\int_{t_{0}}^{t} D(s) d s\right)(I+P(t)) \tag{1.1.7}
\end{equation*}
$$

with another unknown perturbation $P(t)$ such that $P(t) \rightarrow 0$ as $t \rightarrow \infty$.
The above two asymptotic expressions are called the solutions of "Almost Diagonal Differential Systems" which is defined in $[12,13,14]$.

Definition 1.1.1. Let $D(t) \in C[a, \infty)$ be a diagonal matrix and let $R(t) \in C[a, \infty)$ be such that its diagonal elements are all zero. We say that the system (1.1.2) is right almost diagonal if it possesses an asymptotic representation (1.1.7) with $P(t) \in C[a, \infty]$ and $P(t) \rightarrow 0$ as $t \rightarrow \infty$. Similarly, if representation (1.1.6) holds, the system (1.1.2) will be called left almost diagonal.

The asymptotic integration of (1.1.2) shall mean in our context the representation of a fundamental solution of (1.1.2) as a left or right almost diagonal system.

We will also study on a special type of differential systems in our work that is called "potentially oscillatory" differential equations. The meaning of "potentially oscillatory" is as follows,

Definition 1.1.2. A differential system (1.1.2) is called potentially oscillatory if

$$
\begin{equation*}
\left|\operatorname{Re} \int_{t_{1}}^{t_{2}}\left(\lambda_{j}(s)-\lambda_{k}(s)\right) d s\right| \leq M \tag{1.1.8}
\end{equation*}
$$

for all $a \leq t_{1}, t_{2} \leq \infty$ where $M$ is a fixed positive number.
The time dependent Schrodinger equation, and in particular the adiabatic approximation theorem in quantum mechanics due to [10], provide an important motivation for our study for potentially oscillatory differential systems. When $A(t)$ is an anti-Hermitian operator, the eigenvalues of $A(t)$ are pure imaginary and of course (1.1.1) is potentially oscillatory. See [1], for an extensive list of references dealing with this important theorem in quantum mechanics. The study of a partially discretized wave equation with a certain varying potential is just one additional instance to which right almost diagonal systems can be beneficial.

An useful proposition for potentially oscillatory differential systems is the following.
Proposition 1.1.3. Assume that (1.1.2) is potentially oscillatory and $\Phi$ is the function defined in (1.1.5), then for any $n \times n$ matrix $C(t)=\left(c_{j k}(t)\right)_{j, k=1}^{n}$,

$$
\begin{equation*}
\text { (i) } \Phi^{-1}(t) C(t) \Phi(t) \rightarrow 0 \text { as } t \rightarrow \infty \text {, if } C(t) \rightarrow 0 \text { as } t \rightarrow \infty \tag{1.1.9}
\end{equation*}
$$

$$
\begin{equation*}
\text { (ii) } \Phi^{-1}(t) C(t) \Phi(t) \in L^{1}[a, \infty) \text {, if } C(t) \in L^{1}[a, \infty) \text {. } \tag{1.1.10}
\end{equation*}
$$

Indeed, since $\left|\operatorname{Re} \int_{t_{0}}^{t}\left[\lambda_{k}(s)-\lambda_{j}(s)\right] d s\right| \leq M$, we get $\left|e^{\int_{t_{0}}^{t}\left[\lambda_{k}(s)-\lambda_{j}(s)\right] d s}\right| \leq \tilde{M}$ for some positive constant $\tilde{M}$. Notice that

$$
\begin{equation*}
\left(\Phi^{-1}(t) C(t) \Phi(t)\right)_{j k}=c_{j k}(t) e^{\int_{t_{0}}^{t}\left[\lambda_{k}(s)-\lambda_{j}(s)\right] d s} \tag{1.1.11}
\end{equation*}
$$

and the conclusions (1.1.9) and (1.1.10) follow.
By the Proposition 1.1.3, we are able to point out a relation between left almost diagonal systems and right almost diagonal systems.

Theorem 1.1.4. Assume the system (1.1.2) is potentially oscillatory. Then, it is left almost diagonal if and only if it is also right almost diagonal.

Proof. If (1.1.2) is left almost diagonal, it has a fundamental solution

$$
\begin{equation*}
Y(t)=(I+Q(t)) \Phi(t) \tag{1.1.12}
\end{equation*}
$$

in which $\Phi(t)$ is defined in (1.1.5) and $Q(t) \rightarrow 0$ as $t \rightarrow \infty$. We let

$$
\begin{equation*}
P(t)=\Phi^{-1}(t) Q(t) \Phi(t) \tag{1.1.13}
\end{equation*}
$$

and from the property of potentially oscillatory differential systems in (1.1.9), we have that $P(t) \rightarrow 0$ as $t \rightarrow \infty$.

Adding identity matrix $I$ to both sides of (1.1.13) to get

$$
\begin{equation*}
I+P(t)=I+\Phi^{-1}(t) Q(t) \Phi(t)=\Phi^{-1}(t)[I+Q(t)] \Phi(t) \tag{1.1.14}
\end{equation*}
$$

Multiplying $\Phi(t)$ from the left side to the above equation, we can conclude that

$$
\Phi(t)(I+P(t))=(I+Q(t)) \Phi(t)
$$

which means that the differential system (1.1.2) also has a fundamental solution in the form $\Phi(t)(I+P(t))$ with this $P(t) \rightarrow 0$ as $t \rightarrow \infty$.

We can show that a right almost diagonal system is also left almost diagonal, if it is potentially oscillatory, in a similar way.

The asymptotic representation of (1.1.2) is widely discussed in the literature. Its main goal is to determine conditions on $D(t)$ and $R(t)$ that will guarantee that a fundamental solution of (1.1.2) is left almost diagonal system. (Right almost diagonal systems are more prevalent in the context of quantum mechanics.) An important theorem among them is given by Levinson in 1948 [29].

THEOREM 1.1.5. (Levinson's Theorem) For the differential system (1.1.2), if $R(t) \in$ $L^{1}[a, \infty)$ and $D(t)$ fits the dichotomy conditions: for each pair of integers $j$ and $k$ in $[1, n]$ with $j \neq k$ and for for all $s$ and $t$ such that $a<s<t<\infty$,

$$
\begin{align*}
& \text { either } \int_{a}^{t} \operatorname{Re}\left(\lambda_{j}(\tau)-\lambda_{k}(\tau)\right) d \tau \rightarrow-\infty \text { and } \int_{s}^{t} \operatorname{Re}\left(\lambda_{j}(\tau)-\lambda_{k}(\tau)\right) d \tau \leq K_{1},  \tag{1.1.15}\\
& \text { or } \quad \int_{s}^{t} \operatorname{Re}\left(\lambda_{j}(\tau)-\lambda_{k}(\tau)\right) d \tau \geq K_{2} \tag{1.1.16}
\end{align*}
$$

where $K_{1}$ and $K_{2}$ are some constants, then (1.1.2) is left almost diagonal, i.e., it has solutions with the asymptotic form $Y(t)=(I+Q(t)) \exp \left(\int_{t_{0}}^{t} D(s) d s\right)$ with $Q(t) \rightarrow 0$ as $t \rightarrow \infty$.

One of the reasons that his theorem enjoyed wide acceptance, was that it provided relatively simple yet powerful criteria that would lead to the asymptotic integration of (1.1.2) for potentially oscillatory systems as well as for non-potentially oscillatory systems. So much so that it became the cornerstone of the monograph [9].

Levinson also utilized an extra similarity transformation which rediagonalizes $D(t)+$ $R(t)$. His approach was further enhanced by Harris and Lutz [22, 23], who showed how to transform (1.1.2) into a system

$$
\begin{equation*}
Y_{N}^{\prime}=\left(D_{N}(t)+R_{N}(t)\right) Y_{N} \tag{1.1.17}
\end{equation*}
$$

via repeated diagonalizations

$$
\begin{equation*}
Y_{0}=Y, \quad Y_{j-1}=\left(I+Q_{j}\right) Y_{j}, \quad j=1, \cdots, N \tag{1.1.18}
\end{equation*}
$$

so that $Q_{j}(\infty)=0$ and so that

$$
\begin{equation*}
Y(t)=\prod_{j=1}^{N}\left(I+Q_{j}(t)\right) \exp \left(\int_{t_{0}}^{t} D_{N}(s) d s\right) \tag{1.1.19}
\end{equation*}
$$

Hartman and Wintner (1955) [24] derived another result about the asymptotic solutions of (1.1.2) which differ from the previous conditions in important respects. Their lengthy original proof was simplified also due to Harris and Lutz.

Theorem 1.1.6. (The Hartman-Wintner theorem) Let $D(t)$ be an $n \times n$ diagonal matrix as defined in (1.1.3) and let there be a constant $c(>0)$ such that

$$
\begin{equation*}
\left|\operatorname{Re}\left(\lambda_{j}(t)-\lambda_{k}(t)\right)\right| \geq c>0, \quad j \neq k \tag{1.1.20}
\end{equation*}
$$

in some interval $[a, \infty)$. Also, let the $n \times n$ matrix $R(t)$ satisfy

$$
\begin{equation*}
R(t) \in L^{p} \tag{1.1.21}
\end{equation*}
$$

for some $p$ such that $1<p \leq 2$. Then the equation (1.1.2) has the solution in the form (1.1.6).

It became fashionable in the field of asymptotic integration to transform a system (1.1.2) to which Levinson's theorem does not apply, into a new system of differential equations that satisfies the conditions of the Levinson's theorem above. For example, in [32]

Theorem 1.1.7. (Medina and Pinto) For the differential system

$$
\begin{equation*}
Y^{\prime}(t)=(D(t)+V(t)+R(t)) Y(t) \tag{1.1.22}
\end{equation*}
$$

with $D(t), V(t)$ and $R(t)$ be $n \times n$ continuous matrices for $t \geq a . D(t)=\operatorname{diag}\left\{\lambda_{1}(t), \lambda_{2}(t), \ldots, \lambda_{n}(t)\right\}$ fits the dichotomy conditions of Levinson's theorem in (1.1.15) and (1.1.16). Let $Q(t)=$ $-\int_{t}^{\infty} V(s) d s$ exists for $t \geq a$. Moreover, $V Q, D Q, Q D$, and $R \in L^{1}[a, \infty)$. Then (1.1.22) has a fundamental matrix solution $Y(t)$ such that for $t \rightarrow \infty$

$$
Y(t)=[I+o(1)] \exp \left(\int_{t_{0}}^{t} D(s) d s\right) .
$$

U. Elias and H. Gingold, [13], found a new method for asymptotic integration of (1.1.2) that based on the introduction of a certain integral equation that pinpoints sufficient conditions.

THEOREM 1.1.8. (Elias and Gingold) If there exists constants $l_{\alpha \beta} \leq \infty$ such that for all $\alpha, \beta, \gamma, \nu$ with $\alpha \neq \beta, \beta \neq \nu$,

$$
\begin{align*}
& \int_{l_{\alpha \beta}}^{t} r_{\alpha \beta}\left(t_{1}\right) e^{\int_{t_{1}}^{t}\left(\lambda_{\alpha}-\lambda_{\beta}\right) d s} d t_{1} \rightarrow 0  \tag{1.1.23}\\
& \int_{l_{\alpha \gamma}}^{t}\left|\left[\int_{l_{\alpha \beta}}^{t_{1}} r_{\alpha \beta}\left(t_{2}\right) e^{\int_{t_{2}}^{t_{1}}\left(\lambda_{\alpha}-\lambda_{\beta}\right) d s} d t_{2}\right] r_{\beta \nu}\left(t_{1}\right) e^{\int_{t_{1}}^{t}\left(\lambda_{\alpha}-\lambda_{\gamma}\right) d s}\right| d t_{1} \rightarrow 0 \tag{1.1.24}
\end{align*}
$$

as $t \rightarrow \infty$, then the equation (1.1.2) has an asymptotic representation (1.1.6) where $Q(t) \rightarrow 0$ as $t \rightarrow \infty$.

This theorem leads to an explicit criteria which will enable us to verify that the assumptions in Theorem 1.1.8 really hold.

THEOREM 1.1.9. If the diagonal elements in $D(t)$ fit the dichotomy conditions in (1.1.15) and (1.1.16), and for every $\alpha \neq \beta$, $\nu$

$$
\begin{align*}
& \frac{r_{\alpha \beta}}{\lambda_{\alpha}-\lambda_{\beta}} \rightarrow 0 \quad \text { as } t \rightarrow \infty,  \tag{1.1.25}\\
& \left(\frac{r_{\alpha \beta}}{\lambda_{\alpha}-\lambda_{\beta}}\right)^{\prime} \in L^{1},  \tag{1.1.26}\\
& r_{\beta \nu}(t) \int_{t}^{\infty}\left|\left(\frac{r_{\alpha \beta}}{\lambda_{\alpha}-\lambda_{\beta}}\right)^{\prime}\right| d t_{1} \in L^{1} \tag{1.1.27}
\end{align*}
$$

and for $(\alpha, \beta)$ such that $\int_{t_{0}}^{t} \operatorname{Re}\left(\lambda_{\alpha}(s)-\lambda_{\beta}(s)\right) d s \rightarrow-\infty$ (i.e., $(\alpha, \beta) \in(1.1 .15)$ ) also

$$
\begin{align*}
& r_{\beta \nu}(t) e^{\int_{t_{0}}^{t} R e\left(\lambda_{\alpha}-\lambda_{\beta}\right) d s} \in L^{1}  \tag{1.1.28}\\
& r_{\beta \nu}(t) \int_{t_{0}}^{t}\left(\frac{r_{\alpha \beta}}{\lambda_{\alpha}-\lambda_{\beta}}\right)^{\prime} e^{\int_{t_{2}}^{t} R e\left(\lambda_{\alpha}-\lambda_{\beta}\right) d s} d t_{2} \in L^{1} \tag{1.1.29}
\end{align*}
$$

then the conditions of Theorem 1.1.8 hold.
Elias and Gingold's theorem is the most recent and advanced result about the left almost diagonal linear differential systems. The theorems of Levinson and Hartman-Wintner could be shown to follow from this theorem.

Compare to the large body of literature in left almost diagonal differential systems, the amount of work on right almost diagonal differential systems is relatively small. However, it has been shown in several mathematical physical problems, see, e.g., $[\mathbf{1 5}, \mathbf{1 7}, \mathbf{1 8}]$, that a representation of a fundamental solution in the form $\Phi(I+P)$, where the diagonal matrix $\Phi$ is on the left rather than on the right in the given product, has a merit of its own.

Medina and Pinto, $[32]$, had a result about right almost diagonal systems for the differential systems given in the form (1.1.22).

Theorem 1.1.10. For the differential system

$$
Y^{\prime}(t)=(D(t)+V(t)+R(t)) Y(t)
$$

let $\Phi$ be a fundamental matrix of $Y^{\prime}=D(t) Y$ such that $Q(t)=-\int_{t}^{\infty} \Phi^{-1}(s) V(s) \Phi(s) d s$ exists for $t \geq a$ and $Q^{\prime} Q, \Phi^{-1} R \Phi$ are integrable functions. Then there exists a fundamental matrix $Y$ such that for $t \rightarrow \infty$ we have

$$
Y(t)=\Phi[I+o(1)] .
$$

Elias and Gingold, [12], got a result about right almost diagonal differential systems by using a new method in 2002.

ThEOREM 1.1.11. Define $K(t)=\Phi^{-1}(t) R(t) \Phi(t), M_{0}=I$ and $M_{l}(t)=\int_{t}^{\infty} M_{l-1}(s) K(s) d s$ with $l=1,2, \ldots$. If there exists some $m \geq 2$ such that

$$
\begin{aligned}
& M_{l}(t) \rightarrow 0 \text { as } t \rightarrow \infty, l=1,2, \ldots m-1, \\
& M_{m-1}(t) K(t) \in L^{1},
\end{aligned}
$$

then the differential system (1.1.2) is right almost diagonal.
They also obtained an explicit criteria about the potentially oscillatory differential systems.

THEOREM 1.1.12. If the differential system (1.1.2) is potentially oscillatory, which means that for all $\alpha \neq \beta, \alpha, \beta=1,2, \ldots, n$,

$$
\left|R e \int_{t_{0}}^{t}\left(\lambda_{\alpha}(s)-\lambda_{\beta}(s)\right) d s\right| \leq C, \quad a \leq t_{0}, t<\infty
$$

where $C$ is a nonnegative constant, and

$$
\begin{aligned}
& \frac{r_{\alpha \beta}(t)}{\lambda_{\alpha}(t)-\lambda_{\beta}(t)} \rightarrow 0 \quad \text { as } t \rightarrow \infty \\
& \left(\frac{r_{\alpha \beta}(t)}{\lambda_{\alpha}(t)-\lambda_{\beta}(t)}\right)^{\prime} \in L^{1}[a, \infty)
\end{aligned}
$$

and for all $k \neq \beta$,

$$
\left(\int_{t}^{\infty}\left|\left(\frac{r_{\alpha \beta}\left(t_{1}\right)}{\lambda_{\alpha}\left(t_{1}\right)-\lambda_{\beta}\left(t_{1}\right)}\right)^{\prime}\right| d t_{1}\right)\left|r_{\beta k}(t)\right| \in L^{1}[a, \infty)
$$

Then a fundamental solution of (1.1.2) is given by $Y=\Phi(t)[I+P(t)]$ with $P(t) \rightarrow 0$ as $t \rightarrow \infty$.

### 1.2. Almost diagonal difference equations

Consider the difference system, for $t \geq a$

$$
\begin{equation*}
Y(t+1)=(D(t)+R(t)) Y(t) \tag{1.2.1}
\end{equation*}
$$

where

$$
\begin{align*}
& D(t)=\operatorname{diag}\left\{\lambda_{1}(t), \lambda_{2}(t), \ldots, \lambda_{n}(t)\right\}  \tag{1.2.2}\\
& R(t)=\left(r_{j k}(t)\right)_{j, k=1}^{n}, \quad \text { with } \quad r_{k k}(t)=0 . \tag{1.2.3}
\end{align*}
$$

Similar to the case in the differential systems, since a fundamental solution of the unperturbed equation $Y(t+1)=D(t) Y(t)$ is

$$
\begin{equation*}
\Phi(t)=\prod_{l=a}^{t-1} D(l) \tag{1.2.4}
\end{equation*}
$$

we want to seek an asymptotic representation of a fundamental solution of the perturbed system (1.2.1) be given by

$$
\begin{equation*}
Y(t)=[I+Q(t)] \prod_{l=a}^{t-1} D(l) \tag{1.2.5}
\end{equation*}
$$

with $Q(t) \rightarrow 0$ as $t \rightarrow \infty$. Or, an alternative form

$$
\begin{equation*}
Y(t)=\left(\prod_{l=a}^{t-1} D(l)\right)[I+P(t)] \tag{1.2.6}
\end{equation*}
$$

with another unknown perturbation $P(t)$ such that $P(t) \rightarrow 0$ as $t \rightarrow \infty$.

Definition 1.2.1. Let $D(t)$ be a diagonal matrix and let $R(t)$ be such that its diagonal elements are all zero. We say that the difference system (1.2.1) is right almost diagonal if it possesses an asymptotic representation (1.2.6) with $P(t) \rightarrow 0$ as $t \rightarrow \infty$. Similarly, if representation (1.2.5) holds and $Q(t) \rightarrow 0$ as $t \rightarrow \infty$, the system (1.2.1) will be called left almost diagonal.

The asymptotic summation of (1.2.1) shall mean in our context the representation of a fundamental solution of (1.2.1) as a left or right almost diagonal system.

We also have the definition of potentially oscillatory difference equations.
Definition 1.2.2. The difference system (1.2.1) is potentially oscillatory on $[a, \infty)$ if there exists some positive number $M_{1}$ and $M_{2}$ such that

$$
\begin{equation*}
0<M_{2} \leq\left|\prod_{l=t_{1}}^{t_{2}} \frac{\lambda_{k}(l)}{\lambda_{j}(l)}\right| \leq M_{1}, \quad j, k=1,2, \cdots n, \quad j \neq k \tag{1.2.7}
\end{equation*}
$$

for all $a \leq t_{1}<t_{2} \leq \infty$.
Similar to differential equations, we can obtain an useful proposition of potentially oscillatory difference systems.

Proposition 1.2.3. Assume that (1.2.1) is potentially oscillatory, then for any $n \times n$ matrix $G(t):=\left(g_{j k}(t)\right)_{j, k=1}^{n}$, we have
(i) $\Phi^{-1}(t) G(t) \Phi(t) \rightarrow 0$ as $t \rightarrow \infty$, if $G(t) \rightarrow 0$ as $t \rightarrow \infty$,
(ii) $\Phi^{-1}(t) G(t) \Phi(t) \in l^{1}[a, \infty)$, if $G(t) \in l^{1}[a, \infty)$.

This time, notice that

$$
\begin{equation*}
\left(\Phi^{-1}(t) G(t) \Phi(t)\right)_{j k}=g_{j k}(t) \prod_{t_{1}=a}^{t-1} \frac{\lambda_{k}\left(t_{1}\right)}{\lambda_{j}\left(t_{1}\right)} \tag{1.2.10}
\end{equation*}
$$

and then the conclusions (1.2.8) and (1.2.9) are easily verified by (1.2.7).
There exists a large body of literature on the asymptotic integration of systems of differential equations. In contrast the amount of works on asymptotic summation of difference systems is relatively small.

Benzaid and Lutz, [3], set up a theorem which is the analog, in the setting of difference equations, to Levinson's theorem using the dichotomy conditions in the setting of differential systems.

Theorem 1.2.4. (Benzaid and Lutz) For the difference system (1.2.1) with $D(t)$ and $R(t)$ defined in (1.2.2) and (1.2.3), assume on $[a, \infty)$
(1) we have

$$
\lambda_{j}(t) \neq 0 \quad \text { for all } 1 \leq j \leq n \text { and } t \geq a
$$

(2) $R(t)$ satisfies

$$
\left|\frac{1}{\lambda_{j}(t)}\right|\|R(t)\| \in l^{1}[a, \infty), \quad \text { for all } j=1,2 \ldots, n
$$

(3) $D(t)$ satisfies the following "Dichotomy Conditions": for each pair of integers $j \neq k$ and for all $t_{1}$ and $t_{2}$ such that $a \leq t_{1} \leq t_{2}<\infty$, either

$$
\begin{equation*}
\prod_{l=a}^{t}\left|\frac{\lambda_{j}(l)}{\lambda_{k}(l)}\right| \rightarrow 0 \text { as } t \rightarrow \infty, \quad \text { and } \prod_{l=t_{1}}^{t_{2}}\left|\frac{\lambda_{j}(l)}{\lambda_{k}(l)}\right| \leq K_{1} \tag{1.2.11}
\end{equation*}
$$

or

$$
\begin{equation*}
\prod_{l=t_{1}}^{t_{2}}\left|\frac{\lambda_{j}(l)}{\lambda_{k}(l)}\right| \geq K_{2} \tag{1.2.12}
\end{equation*}
$$

where $K_{1}$ and $K_{2}$ are some constants.
Then the difference system (1.2.1) has a fundamental matrix satisfying, as $t \rightarrow \infty$,

$$
Y(t)=[I+o(1)] \prod_{l=a}^{t-1} D(l)
$$

S. Bodine and D. Lutz, [4] recently got a result when the perturbation $R(t)$ belongs to $l^{p}$ with $1<p \leq 2$.

Theorem 1.2.5. For the system (1.2.1) on $[a, \infty)$, assume that

$$
\left|\lambda_{j}(t)\right| \geq \delta>0 \quad \text { for } 1 \leq j \leq n
$$

Assume that $D(t)$ satisfies the following conditions: There exist constants $K>0$ and $q \in$ $(0,1)$ such that for each index pair $(j, k), j \neq k$,

$$
\begin{aligned}
& \text { either } \prod_{l=t_{1}}^{t_{2}-1}\left|\frac{\lambda_{k}(l)}{\lambda_{j}(l)}\right| \leq K q^{t_{2}-t_{1}}, \quad \text { for } \forall a \leq t_{1} \leq t_{2}, \\
& \text { or } \quad \prod_{l=t_{1}}^{t_{2}-1}\left|\frac{\lambda_{j}(l)}{\lambda_{k}(l)}\right| \leq K q^{t_{2}-t_{1}}, \quad \text { for } \forall a \leq t_{1} \leq t_{2} .
\end{aligned}
$$

Let $\|R(t)\| \in l^{p}[a, \infty)$ for some $1<p \leq 2$. Then the system (1.2.1) has a fundamental solution $Y(t)=[I+o(1)] \prod_{l=a}^{t-1} D(l)$.

## CHAPTER 2

## Left almost diagonal difference equations

### 2.1. Introduction

In this chapter, we consider the matrix difference equation

$$
\begin{equation*}
Y(t+1)=A(t) Y(t), \quad t \geq a \tag{2.1.1}
\end{equation*}
$$

with $A(t), Y(t)$ be $n \times n$ matrix functions. We let $A(t)=D(t)+R(t)$ such that $D(t)$ is the diagonal part of $A(t)$ and $R(t)$ is the off-diagonal part. Throughout this chapter we adopt the following notation,

$$
\begin{equation*}
Y(t+1)=[D(t)+R(t)] Y(t) \tag{2.1.2}
\end{equation*}
$$

with

$$
\begin{equation*}
D(t)=\operatorname{diag}\left\{\lambda_{1}(t), \cdots, \lambda_{n}(t)\right\}, \quad R(t)=\left(r_{j k}(t)\right)_{j, k=1}^{n} \tag{2.1.3}
\end{equation*}
$$

Also,

$$
\begin{equation*}
\Phi(t)=\prod_{l=a}^{t-1} D(l) \tag{2.1.4}
\end{equation*}
$$

is the fundamental solution of the unperturbed equation $Y(t+1)=D(t) Y(t)$.
We will derive some new settings of sufficient conditions under which (2.1.2) is left almost diagonal, i.e., (2.1.2) has a fundamental solution given in the form

$$
\begin{equation*}
Y(t)=[I+Q(t)] \prod_{l=a}^{t-1} D(l) \tag{2.1.5}
\end{equation*}
$$

with $Q(t) \rightarrow 0$ as $t \rightarrow \infty$.
The order of events in this chapter is as follows. In Section 2.2 we derive a summation equation for the perturbation matrix $Q(t)$. In Section 2.3 we formulate Theorem 2.3.1 that is the point of departure from which new and old theorems follow. We also show in Section 2.3 how the analog of Levinson's theorem as well as the analog of Hartman-Wintner theorem in the setting of difference equations follow from one and same formulas in our Theorem 2.3.1 albeit by using different estimates. In Section 2.4 we apply summation by parts that bring out an explicit criteria and show the important fact that quotients of the type $\frac{r_{\alpha \beta}(t)}{\lambda_{\beta}(t)-\lambda_{\alpha}(t)}$ play an important role in asymptotic summation. Section 2.5 is devoted to examples and comparisons.

### 2.2. Some Formal Calculations

Let $\Phi(t)$ be the solution (2.1.4) of the unperturbed equation $Y(t+1)=D(t) Y(t)$, i.e., $\Phi(t+1)=D(t) \Phi(t)$. With this $\Phi(t)$ we put $Y(t)=\Phi(t)[I+P(t)]$ into (2.1.2) to get

$$
\Phi(t+1)[I+P(t+1)]=[D(t)+R(t)] \Phi(t)[I+P(t)],
$$

i.e.,

$$
\begin{equation*}
\Delta P(t)=\Phi^{-1}(t+1) R(t) \Phi(t)+\Phi^{-1}(t+1) R(t) \Phi(t) P(t) \tag{2.2.1}
\end{equation*}
$$

Let

$$
\begin{align*}
\hat{R}(t) & =D^{-1}(t) R(t)  \tag{2.2.2}\\
K(t) & =\Phi^{-1}(t) \hat{R}(t) \Phi(t)=\left(\prod_{l=a}^{t-1} D^{-1}(l)\right) \hat{R}(t)\left(\prod_{l=a}^{t-1} D(l)\right) . \tag{2.2.3}
\end{align*}
$$

Here

$$
\begin{equation*}
\hat{R}(t)=\left(\frac{r_{j k}(t)}{\lambda_{j}(t)}\right)_{j, k=1}^{n}, \quad K(t)=\left(\widehat{r}_{j k}(t) \prod_{l=a}^{t-1} \frac{\lambda_{k}(l)}{\lambda_{j}(l)}\right)_{j, k=1}^{n} . \tag{2.2.4}
\end{equation*}
$$

From now on $\prod_{l=a}^{t-1} \frac{\lambda_{j}(l)}{\lambda_{i}(l)}$ will be written in an abbreviated form $\prod_{a}^{t-1} \frac{\lambda_{j}}{\lambda_{i}}$.
Since $\Phi(t+1)=D(t) \Phi(t)$, we can obtain $\Phi^{-1}(t+1)=\Phi^{-1}(t) D(t)$. By the notation (2.2.2) and (2.2.3), $\Phi^{-1}(t+1) R(t) \Phi(t)$ could be written as

$$
\Phi^{-1}(t+1) R(t) \Phi(t)=\Phi^{-1}(t) D(t) R(t) \Phi(t)=\Phi^{-1}(t) \hat{R}(t) \Phi(t)=K(t)
$$

Thus, Eq. (2.2.1) becomes

$$
\begin{equation*}
\Delta P(t)=K(t)+K(t) P(t), \tag{2.2.5}
\end{equation*}
$$

or, component-wise,

$$
\begin{equation*}
\Delta p_{j k}(t)=\widehat{r}_{j k}(t) \prod_{a}^{t-1} \frac{\lambda_{k}}{\lambda_{j}}+\sum_{h=1}^{n}\left(\left(\widehat{r}_{j h}(t) \prod_{a}^{t-1} \frac{\lambda_{h}}{\lambda_{j}}\right) p_{h k}(t)\right), \quad j, k=1, \cdots n \tag{2.2.6}
\end{equation*}
$$

Instead of this difference equation, we consider a summed version. The limits of summation of individual terms may be different, so at present we denote them formally as $l_{j k}$. The exact value of each $l_{j k}$ will be determined in the sequel. Since the sum (anti-difference) of a function has two forms that depend on the limit, we define

$$
\bigoplus_{t_{1}=l}^{t} f\left(t_{1}\right)= \begin{cases}-\sum_{t_{1}=t}^{l} f\left(t_{1}\right), & \text { if } \quad l \geq t  \tag{2.2.7}\\ \sum_{t_{1}=l}^{t-1} f\left(t_{1}\right), & \text { if } \quad l<t\end{cases}
$$

and accordingly,

$$
\begin{equation*}
p_{j k}(t)=\bigoplus_{t_{1}=l_{j k}}^{t} \widehat{r}_{j k}\left(t_{1}\right) \prod_{a}^{t_{1}-1} \frac{\lambda_{k}}{\lambda_{j}}+\bigoplus_{t_{1}=l_{j k}}^{t} \sum_{h=1}^{n}\left(\left(\widehat{r}_{j h}\left(t_{1}\right) \prod_{a}^{t_{1}-1} \frac{\lambda_{h}}{\lambda_{j}}\right) p_{h k}\left(t_{1}\right)\right) . \tag{2.2.8}
\end{equation*}
$$

The summed version obviously implies the original difference equation (2.2.6). Formally (2.2.8) will be written as

$$
\begin{equation*}
P(t)=\bigoplus_{t_{1}=L}^{t} K\left(t_{1}\right)+\bigoplus_{t_{1}=L}^{t} K\left(t_{1}\right) P\left(t_{1}\right) \tag{2.2.9}
\end{equation*}
$$

By Abel's summation formula, we can easily get a version of the summation by parts method for the operator $\bigoplus$ : for any matrix function $A(t)$ and $B(t)$, we have that in their domain,

$$
\begin{equation*}
\bigoplus_{t_{1}=L}^{t} A\left(t_{1}\right) B\left(t_{1}\right)=\left(\bigoplus_{t_{1}=L}^{t} A\left(t_{1}\right)\right) B(t)-\bigoplus_{t_{1}=L}^{t}\left(\bigoplus_{t_{2}=L}^{t_{1}+1} A\left(t_{2}\right)\right) \triangle B\left(t_{1}\right) \tag{2.2.10}
\end{equation*}
$$

We then use summation by parts on the last term of (2.2.9) to get

$$
\begin{align*}
P(t) & =\bigoplus_{t_{1}=L}^{t} K\left(t_{1}\right)+\left(\bigoplus_{t_{1}=L}^{t} K\left(t_{1}\right)\right) P(t)-\bigoplus_{t_{1}=L}^{t}\left(\bigoplus_{t_{2}=L}^{t_{1}+1} K\left(t_{2}\right)\right) \triangle P\left(t_{1}\right) \\
2.11) & =\bigoplus_{t_{1}=L}^{t} K\left(t_{1}\right)+\left(\bigoplus_{t_{1}=L}^{t} K\left(t_{1}\right)\right) P(t)-\bigoplus_{t_{1}=L}^{t}\left(\bigoplus_{t_{2}=L}^{t_{1}+1} K\left(t_{2}\right)\right)\left[K\left(t_{1}\right)+K\left(t_{1}\right) P\left(t_{1}\right)\right] . \tag{2.2.11}
\end{align*}
$$

Denote

$$
\begin{aligned}
& M_{1}(t)=\bigoplus_{t_{1}=L}^{t} K\left(t_{1}\right) \\
& M_{2}(t)=\bigoplus_{t_{1}=L}^{t} M_{1}\left(t_{1}+1\right) K\left(t_{1}\right)=\bigoplus_{t_{1}=L}^{t}\left(\bigoplus_{t_{2}=L}^{t_{1}+1} K\left(t_{2}\right)\right) K\left(t_{1}\right) .
\end{aligned}
$$

With this notation (2.2.11) may be rewritten as

$$
\begin{equation*}
\left[I-M_{1}(t)\right] P(t)=M_{1}(t)-M_{2}(t)-\bigoplus_{t_{1}=L}^{t} M_{1}\left(t_{1}+1\right) K\left(t_{1}\right) P\left(t_{1}\right) \tag{2.2.12}
\end{equation*}
$$

We now introduce a matrix $Q(t)=\left(q_{j k}(t)\right)$ related to $P(t)$ via

$$
\begin{equation*}
\Phi(I+P)=(I+Q) \Phi \tag{2.2.13}
\end{equation*}
$$

and proceed to find an asymptotic representation of the form $Y=(I+Q) \Phi$ rather than $Y=\Phi(I+P)$. The relation (2.2.13) is equivalent to

$$
\begin{equation*}
P(t)=\Phi^{-1}(t) Q(t) \Phi(t) \tag{2.2.14}
\end{equation*}
$$

After the substitution of (2.2.14) into Eq. (2.2.12), it becomes

$$
\begin{align*}
& {\left[I-M_{1}(t)\right] \Phi^{-1}(t) Q(t) \Phi(t) } \\
= & M_{1}(t)-M_{2}(t)-\bigoplus_{t_{1}=L}^{t} M_{1}\left(t_{1}+1\right) K\left(t_{1}\right) \Phi^{-1}\left(t_{1}\right) Q\left(t_{1}\right) \Phi\left(t_{1}\right) . \tag{2.2.15}
\end{align*}
$$

Multiplication by $\Phi(t)$ from the left-hand side and by $\Phi^{-1}(t)$ from the right-hand side leads to

$$
\left[I-\Phi(t) M_{1}(t) \Phi^{-1}(t)\right] Q(t)=\Phi(t) M_{1}(t) \Phi^{-1}(t)-\Phi(t) M_{2}(t) \Phi^{-1}(t)
$$

$$
\begin{equation*}
-\bigoplus_{t_{1}=L}^{t} \Phi(t)\left[M_{1}\left(t_{1}+1\right) K\left(t_{1}\right) \Phi^{-1}\left(t_{1}\right) Q\left(t_{1}\right) \Phi\left(t_{1}\right)\right] \Phi^{-1}(t) \tag{2.2.16}
\end{equation*}
$$

This is our basic equation for the unknown $Q(t)$. Note that a direct substitution of $Y=$ $(I+Q) \Phi$ into the difference equation (2.1.2) leads to a difference equation

$$
Q(t+1)=[D(t)+R(t)] Q(t) D^{-1}(t)+R(t) D^{-1}(t)
$$

which is far less convenient than the difference equation (2.2.5). Consequently, the derivation of the equation (2.2.16) for $Q(t)$ is simpler.

Consider the term $\Phi(t) M_{1}(t) \Phi^{-1}(t)$ which appears on both sides of (2.2.16).

$$
\begin{align*}
\Phi(t) M_{1}(t) \Phi^{-1}(t) & =\Phi(t)\left(\bigoplus_{t_{1}=L}^{t} K\left(t_{1}\right)\right) \Phi^{-1}(t) \\
& =\Phi(t)\left(\bigoplus_{t_{1}=L}^{t} \Phi^{-1}\left(t_{1}\right) \hat{R}\left(t_{1}\right) \Phi\left(t_{1}\right)\right) \Phi^{-1}(t) \\
& =\bigoplus_{t_{1}=L}^{t} \Phi(t) \Phi^{-1}\left(t_{1}\right) \hat{R}\left(t_{1}\right) \Phi\left(t_{1}\right) \Phi^{-1}(t) \tag{2.2.17}
\end{align*}
$$

The term $\Phi(t) \Phi^{-1}\left(t_{1}\right)$ in (2.2.17) is diagonal and a typical diagonal entry of $\Phi(t) \Phi^{-1}\left(t_{1}\right)$ is

$$
\left(\Phi(t) \Phi^{-1}\left(t_{1}\right)\right)_{\alpha \alpha}=\prod_{l=a}^{t-1} \lambda_{\alpha}(l) \prod_{k=a}^{t_{1}-1} \frac{1}{\lambda_{\alpha}(k)}= \begin{cases}\prod_{l=t_{1}}^{t-1} \lambda_{\alpha}(l) & \text { if } t_{1}<t  \tag{2.2.18}\\ \prod_{l=t}^{t_{1}-1} \frac{1}{\lambda_{\alpha}(l)} & \text { if } t_{1}>t \\ 1 & \text { if } t_{1}=t\end{cases}
$$

We define for any function $f(t)$

$$
\coprod_{l=t_{1}}^{t} f(l)= \begin{cases}\prod_{l=t_{1}}^{t-1} f(l) & \text { if } t_{1}<t  \tag{2.2.19}\\ \prod_{l=t}^{t_{1}-1} \frac{1}{f(l)} & \text { if } t_{1}>t \\ 1 & \text { if } t_{1}=t\end{cases}
$$

then (2.2.18) can be written as

$$
\begin{equation*}
\left(\Phi(t) \Phi^{-1}\left(t_{1}\right)\right)_{\alpha \alpha}=\coprod_{l=t_{1}}^{t} \lambda_{\alpha}(l) . \tag{2.2.20}
\end{equation*}
$$

Similarly, a typical diagonal entry of $\Phi\left(t_{1}\right) \Phi^{-1}(t)$, say $(\beta, \beta)$ is

$$
\begin{equation*}
\left(\Phi\left(t_{1}\right) \Phi^{-1}(t)\right)_{\beta \beta}=\coprod_{l=t_{1}}^{t} \frac{1}{\lambda_{\beta}(l)} \tag{2.2.21}
\end{equation*}
$$

Therefore, a typical entry of $\Phi(t) M_{1}(t) \Phi^{-1}(t)$ is

$$
\begin{equation*}
\left(\Phi(t) M_{1}(t) \Phi^{-1}(t)\right)_{\alpha \beta}=\bigoplus_{t_{1}=l_{\alpha \beta}}^{t} \widehat{r}_{\alpha \beta}\left(t_{1}\right) \coprod_{t_{1}}^{t} \frac{\lambda_{\alpha}}{\lambda_{\beta}} . \tag{2.2.22}
\end{equation*}
$$

From now on, we also write $\coprod_{l=t_{1}}^{t} \frac{\lambda_{\alpha}(l)}{\lambda_{\beta}(l)}$ in an abbreviated form $\coprod_{t_{1}}^{t} \frac{\lambda_{\alpha}}{\lambda_{\beta}}$. Next we return to the last term in (2.2.16),

$$
\begin{equation*}
\bigoplus_{t_{1}=L}^{t} \Phi(t)\left[M_{1}\left(t_{1}+1\right) K\left(t_{1}\right) \Phi^{-1}\left(t_{1}\right) Q\left(t_{1}\right) \Phi\left(t_{1}\right)\right] \Phi^{-1}(t) \tag{2.2.23}
\end{equation*}
$$

By substitution of the proper expressions for $M_{1}\left(t_{1}+1\right)$ and $K\left(t_{1}\right)$ and reorganizing the functions $\Phi, \Phi^{-1}$, it becomes

$$
\begin{gathered}
\bigoplus_{t_{1}=L}^{t} \Phi(t)\left(\bigoplus_{t_{2}=L}^{t_{1}+1} \Phi^{-1}\left(t_{2}\right) \hat{R}\left(t_{2}\right) \Phi\left(t_{2}\right)\right)\left(\Phi^{-1}\left(t_{1}\right) \hat{R}\left(t_{1}\right) \Phi\left(t_{1}\right)\right) \Phi^{-1}\left(t_{1}\right) Q\left(t_{1}\right) \Phi\left(t_{1}\right) \Phi^{-1}(t) \\
(2.2 .24)=\bigoplus_{t_{1}=L}^{t} \Phi(t) \Phi^{-1}\left(t_{1}\right)\left[\left(\bigoplus_{t_{2}=L}^{t_{1}+1} \Phi\left(t_{1}\right) \Phi^{-1}\left(t_{2}\right) \hat{R}\left(t_{2}\right) \Phi\left(t_{2}\right) \Phi^{-1}\left(t_{1}\right)\right) \hat{R}\left(t_{1}\right) Q\left(t_{1}\right)\right] \Phi\left(t_{1}\right) \Phi^{-1}(t)
\end{gathered}
$$

The internal summation is similar to (2.2.17) whose elements had been calculated in (2.2.22). Consequently the $(\alpha, \gamma)$ term of (2.2.24) is

$$
\begin{equation*}
\bigoplus_{t_{1}=l_{\alpha \gamma}}^{t} \sum_{\beta=1}^{n}\left[\bigoplus_{t_{2}=l_{\alpha \beta}}^{t_{1}+1} \widehat{r}_{\alpha \beta}\left(t_{2}\right) \coprod_{t_{2}}^{t_{1}} \frac{\lambda_{\alpha}}{\lambda_{\beta}}\right]\left[\hat{R}\left(t_{1}\right) Q\left(t_{1}\right)\right]_{\beta \gamma} \coprod_{t_{1}}^{t} \frac{\lambda_{\alpha}}{\lambda_{\gamma}} . \tag{2.2.25}
\end{equation*}
$$

A typical term $(\beta, \gamma)$ of $\hat{R}\left(t_{1}\right) Q\left(t_{1}\right)$ is $\sum_{\nu=1}^{n} \widehat{r}_{\beta \nu}\left(t_{1}\right) q_{\nu \gamma}\left(t_{1}\right)$. We substitute it in (2.2.25) and obtain

$$
\begin{equation*}
\bigoplus_{t_{1}=l_{\alpha \gamma}}^{t} \sum_{\nu=1}^{n} \sum_{\beta=1}^{n}\left(\left[\bigoplus_{t_{2}=l_{\alpha \beta}}^{t_{1}+1} \widehat{r}_{\alpha \beta}\left(t_{2}\right) \coprod_{t_{2}}^{t_{1}} \frac{\lambda_{\alpha}}{\lambda_{\beta}}\right] \widehat{r}_{\beta \nu}\left(t_{1}\right) \coprod_{t_{1}}^{t} \frac{\lambda_{\alpha}}{\lambda_{\gamma}}\right) q_{\nu \gamma}\left(t_{1}\right) . \tag{2.2.26}
\end{equation*}
$$

Consider an individual term in the double summation (2.2.26) that contains the sole element $q_{\nu \gamma}\left(t_{1}\right)$ of the matrix $Q\left(t_{1}\right)$. It is given by

$$
\begin{equation*}
\bigoplus_{t_{1}=l_{\alpha \gamma}}^{t} \sum_{\beta=1}^{n}\left(\left[\bigoplus_{t_{2}=l_{\alpha \beta}}^{t_{1}+1} \widehat{r}_{\alpha \beta}\left(t_{2}\right) \coprod_{t_{2}}^{t_{1}} \frac{\lambda_{\alpha}}{\lambda_{\beta}}\right] \widehat{r}_{\beta \nu}\left(t_{1}\right) \coprod_{t_{1}}^{t} \frac{\lambda_{\alpha}}{\lambda_{\gamma}}\right) q_{\nu \gamma}\left(t_{1}\right) \tag{2.2.27}
\end{equation*}
$$

The term $\Phi(t) M_{2}(t) \Phi^{-1}(t)$ on the right-hand side of (2.2.16) is calculated similarly.

$$
\begin{aligned}
& \Phi(t) M_{2}(t) \Phi^{-1}(t) \\
= & \Phi(t)\left[\bigoplus_{t_{1}=L}^{t}\left(\bigoplus_{t_{2}=L}^{t_{1}+1} \Phi^{-1}\left(t_{2}\right) \hat{R}\left(t_{2}\right) \Phi\left(t_{2}\right)\right)\left(\Phi^{-1}\left(t_{1}\right) \hat{R}\left(t_{1}\right) \Phi\left(t_{1}\right)\right)\right] \Phi^{-1}(t) \\
(2.2 .28)= & \bigoplus_{t_{1}=L}^{t} \Phi(t) \Phi^{-1}\left(t_{1}\right)\left[\left(\bigoplus_{t_{2}=L}^{t_{1}+1} \Phi\left(t_{1}\right) \Phi^{-1}\left(t_{2}\right) \hat{R}\left(t_{2}\right) \Phi\left(t_{2}\right) \Phi^{-1}\left(t_{1}\right)\right) \hat{R}\left(t_{1}\right)\right] \Phi\left(t_{1}\right) \Phi^{-1}(t) .
\end{aligned}
$$

Compare to $(2.2 .24)$, the $(\alpha, \gamma)$ term of (2.2.28) is

$$
\begin{equation*}
\bigoplus_{t_{1}=l_{\alpha \gamma}}^{t} \sum_{\beta=1}^{n}\left(\left[\bigoplus_{t_{2}=l_{\alpha \beta}}^{t_{1}+1} \widehat{r}_{\alpha \beta}\left(t_{2}\right) \coprod_{t_{2}}^{t_{1}} \frac{\lambda_{\alpha}}{\lambda_{\beta}}\right] \widehat{r}_{\beta \nu}\left(t_{1}\right) \coprod_{t_{1}}^{t} \frac{\lambda_{\alpha}}{\lambda_{\gamma}}\right) \tag{2.2.29}
\end{equation*}
$$

### 2.3. A framework for asymptotic approximation

The existence of the asymptotic representation (2.1.5) depends on the availability of a solution $Q(t)$ of (2.2.16) such that $Q(t) \rightarrow 0$ as $t \rightarrow \infty$. This will be provided in the following general principle. Our later tasks will be to show that (i) it may be reduced to practical criteria and (ii) it includes some known results about asymptotic summation.

THEOREM 2.3.1. If there exists constants $l_{\alpha \beta} \leq \infty$ such that for all $\alpha, \beta, \gamma, \nu$, with $\alpha \neq \beta, \beta \neq \nu$,

$$
\begin{align*}
& \bigoplus_{t_{1}=l_{\alpha \beta}}^{t} \widehat{r}_{\alpha \beta}\left(t_{1}\right) \coprod_{t_{1}}^{t} \frac{\lambda_{\alpha}}{\lambda_{\beta}} \rightarrow 0  \tag{2.3.1}\\
& \bigoplus_{t_{1}=l_{\alpha \gamma}}^{t}\left|\left(\bigoplus_{t_{2}=l_{\alpha \beta}}^{t_{1}+1} \widehat{r}_{\alpha \beta}\left(t_{2}\right) \coprod_{t_{2}}^{t_{1}} \frac{\lambda_{\alpha}}{\lambda_{\beta}}\right) \widehat{r}_{\beta \nu}\left(t_{1}\right) \coprod_{t_{1}}^{t} \frac{\lambda_{\alpha}}{\lambda_{\gamma}}\right| \rightarrow 0 \tag{2.3.2}
\end{align*}
$$

as $t \rightarrow \infty$, then Eq. (2.1.2) has an asymptotic representation (2.1.5) where $Q(t)$ is a solution of Eq. (2.2.16) such that $Q(t) \rightarrow 0$ as $t \rightarrow \infty$.

Proof. Recall that $R(t)$ is an off-diagonal matrix, so $\widehat{r}_{\alpha \alpha}=0$.
Notice that conditions (2.3.1) and (2.3.2) ensure that the elements of $\Phi(t) M_{1}(t) \Phi^{-1}(t)$ and $\Phi(t) M_{2}(t) \Phi^{-1}(t)$ of the equation (2.2.16) tends to 0 as $t \rightarrow \infty$. Consequently we multiply (2.2.16) from the left-hand side by the inverse matrix $S(t)=\left(I-\Phi(t) M_{1}(t) \Phi^{-1}(t)\right)^{-1}$ and get

$$
\begin{equation*}
Q(t)=V(t)+\mathcal{L}[Q](t) \tag{2.3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{L}[Q](t)=-S(t) \bigoplus_{t_{1}=L}^{t} \Phi(t)\left[M_{1}\left(t_{1}+1\right) K\left(t_{1}\right) \Phi^{-1}\left(t_{1}\right) Q\left(t_{1}\right) \Phi\left(t_{1}\right)\right] \Phi^{-1}(t) \tag{2.3.4}
\end{equation*}
$$

and

$$
\begin{equation*}
V(t)=S(t)\left[\Phi(t) M_{1}(t) \Phi^{-1}(t)-\Phi(t) M_{2}(t) \Phi^{-1}(t)\right] \tag{2.3.5}
\end{equation*}
$$

Since $S(t) \rightarrow I, \Phi(t) M_{1}(t) \Phi^{-1}(t)$ and $\Phi(t) M_{2}(t) \Phi^{-1}(t) \rightarrow 0$, we have that $V(t) \rightarrow 0$ as $t \rightarrow \infty$.
we suppose that $Q(t)$ is indeed a bounded solution of (2.2.16) on some interval $[a, \infty)$. For a bounded matrix valued function $A(t)$ let $\|A(t)\|=\sum_{j k}\left|a_{j k}(t)\right|$ and let

$$
\begin{equation*}
\|\mid A\|\left\|=\sup _{t \in[a, \infty)}\right\| A(t) \| \tag{2.3.6}
\end{equation*}
$$

In the equation (2.3.3) the term $q_{\gamma \nu}$ of $Q$ appear inside summation of the type (2.2.27). We bound (2.2.27) from above by

$$
\sum_{\beta=1}^{n}\left|\left(\bigoplus_{t_{1}=l_{\alpha \gamma}}^{t}\left|\left[\bigoplus_{t_{2}=l_{\alpha \beta}}^{t_{1}+1} \widehat{r}_{\alpha \beta}\left(t_{2}\right) \coprod_{t_{2}}^{t_{1}} \frac{\lambda_{\alpha}}{\lambda_{\beta}}\right] \widehat{r}_{\beta \nu}\left(t_{1}\right) \coprod_{t_{1}}^{t} \frac{\lambda_{\alpha}}{\lambda_{\gamma}}\right|\right)\right| \times\||Q \|| .
$$

Denote

$$
N(t)=\max _{\alpha, \beta, \gamma, \nu}\left|\left(\bigoplus_{t_{1}=l_{\alpha \gamma}}^{t}\left|\left[\bigoplus_{t_{2}=l_{\alpha \beta}}^{t_{1}+1} \widehat{r}_{\alpha \beta}\left(t_{2}\right) \coprod_{t_{2}}^{t_{1}} \frac{\lambda_{\alpha}}{\lambda_{\beta}}\right] \widehat{r}_{\beta \nu}\left(t_{1}\right) \coprod_{t_{1}}^{t} \frac{\lambda_{\alpha}}{\lambda_{\gamma}}\right|\right)\right|
$$

and we get from (2.3.3) that

$$
\begin{equation*}
\|Q(t)\| \leq\|V(t)\|+n^{2}\|S(t)\| \cdot N(t) \cdot\| \| Q\| \| \tag{2.3.7}
\end{equation*}
$$

Now, by (2.3.2) $N(t)$ may be made as small as we want for sufficiently large values of $t$. Take $a$ large enough so that $n^{2}\||S|\| N(t) \leq \rho<1$ on $[a, \infty)$. Then, under the present assumptions we get by (2.3.7) that

$$
\begin{equation*}
\left\||Q \|| \leq \frac{\||V|\|}{1-\rho}\right. \tag{2.3.8}
\end{equation*}
$$

With these values of $a$ and $\rho$ we complete the proof of the existence of $Q(t)$ by a standard iteration. Define the sequence

$$
\begin{aligned}
Q_{0}(t) & =V(t) \\
Q_{j}(t) & =V(t)+\mathcal{L}\left[Q_{j-1}\right](t), \quad j=1,2, \ldots
\end{aligned}
$$

Then

$$
\left\|Q_{j+1}(t)-Q_{j}(t)\right\|=\left\|\mathcal{L}\left[Q_{j}-Q_{j-1}\right]\right\| \leq \rho\| \| Q_{j}-Q_{j-1}\| \|,
$$

and also

$$
\left\|\mid Q_{j+1}-Q_{j}\right\|\|\leq \rho\|\left\|Q_{j}-Q_{j-1}\right\| \|
$$

Hence, the sequence $Q_{j}(t)$ converges uniformly on $[a, \infty)$ to a limit function $Q(t)$. It is evident that $Q(t)$ is the unique solution of the equation (2.3.3). Also, since $V(t) \rightarrow 0$ as $t \rightarrow \infty$, we get by (2.3.8) that $Q(t) \rightarrow 0$ as $t \rightarrow \infty$.

What is a reasonable choice of the limits of summation $l_{\alpha \beta}$ ? If the diagonal part $D(t)$ fits the dichotomy condition, we shall always choose the limits of summation of each term in (2.2.8), (2.2.22) and (2.2.26) so that the kernel $\coprod_{t_{1}}^{t} \frac{\lambda_{\alpha}}{\lambda_{\beta}}$ will be bounded by the corresponding dichotomy condition.

If $(\alpha, \beta)$ satisfies the dichotomy condition (1.2.11), the limit of summation of the corresponding term will be $l_{\alpha \beta}=a$. If $(\alpha, \beta)$ satisfies the dichotomy condition (1.2.12), we choose $l_{\alpha \beta}=\infty$.

The relations (2.3.1) (and (2.3.2)) demonstrate the lack of symmetry that is inherently built into Theorem 2.3.1, namely, that various perturbation terms are required to satisfy different smallness conditions. If $(\alpha, \beta)$ satisfies the dichotomy condition (1.2.11), $((\alpha, \beta) \in$ (1.2.11), for short) then $l_{\alpha \beta}=a$ and

$$
\begin{equation*}
I(t)=\bigoplus_{t_{1}=a}^{t} \widehat{r}_{\alpha \beta}\left(t_{1}\right) \coprod_{t_{1}}^{t} \frac{\lambda_{\alpha}}{\lambda_{\beta}}=\sum_{t_{1}=a}^{t-1} \widehat{r}_{\alpha \beta}\left(t_{1}\right) \prod_{t_{1}}^{t-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}} \tag{2.3.9}
\end{equation*}
$$

has the kernel $\prod_{t_{1}}^{t-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}$ which is bounded from above by $\left|\prod_{t_{1}}^{t-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}\right| \leq K_{1}$ for $t_{1}<t$ (and tends to 0 as $t \rightarrow \infty)$. If $(\alpha, \beta)$ satisfies the dichotomy condition (1.2.12), then the summation in (2.3.1) is

$$
\begin{equation*}
I(t)=\bigoplus_{t_{1}=\infty}^{t} \widehat{r}_{\alpha \beta}\left(t_{1}\right) \coprod_{t_{1}}^{t} \frac{\lambda_{\alpha}}{\lambda_{\beta}}=-\sum_{t_{1}=t+1}^{\infty} \widehat{r}_{\alpha \beta}\left(t_{1}\right) \prod_{t}^{t_{1}-1} \frac{\lambda_{\beta}}{\lambda_{\alpha}}-\widehat{r}_{\alpha \beta}(t) \tag{2.3.10}
\end{equation*}
$$

and for $t_{1}>t$, the kernel is $\prod_{t}^{t_{1}-1} \frac{\lambda_{\beta}}{\lambda_{\alpha}}$ which is bounded by $\left|\prod_{t}^{t_{1}-1} \frac{\lambda_{\beta}}{\lambda_{\alpha}}\right| \leq \frac{1}{K_{2}}$.
We wish to show that some known results follow, naturally, from our general work.
2.3.1. Comparison with the analog of Levinson's theorem. There is an analog in difference equations (Theorem 1.2.4) of Levinson's theorem in differential equations as presented by $[\mathbf{3}, \mathbf{4}]$. It claims that if the dichotomy conditions (1.2.11) and (1.2.12) hold and $\widehat{R} \in l^{1}$ then (2.1.2) has the asymptotic solution (2.1.5).

Note that in that analog of Levinson's theorem it is not assumed that $R$ is off-diagonal, as we do. However, even if the diagonal terms of $R$ are moved into $D$ and $\lambda_{i}$ is replaced by $\lambda_{i}+r_{i i}$ it makes no essential difference in the asymptotic solution (2.1.5) since $\widehat{r}_{i i}=\frac{r_{i i}}{\lambda_{i}} \in l^{1}$.

We show that this basic result can be deduced from our work. For this one must verify that (2.3.1) and (2.3.2) hold. Let us start with (2.3.1).

If $(\alpha, \beta) \in(1.2 .12)$ then $l_{\alpha \beta}=\infty$ and the summation in (2.3.1) which is also discussed in (2.3.10) can be bounded as

$$
\begin{align*}
& \left|-\sum_{t_{1}=t+1}^{\infty} \widehat{r}_{\alpha \beta}\left(t_{1}\right) \prod_{t}^{t_{1}-1} \frac{\lambda_{\beta}}{\lambda_{\alpha}}-\widehat{r}_{\alpha \beta}(t)\right| \\
\leq & \frac{1}{K_{2}}\left(\sum_{t_{1}=t+1}^{\infty}\left|\widehat{r}_{\alpha \beta}\left(t_{1}\right)\right|\right)+\left|\widehat{r}_{\alpha \beta}(t)\right| \\
< & \left(\frac{1}{K_{2}}+1\right) \sum_{t_{1}=t}^{\infty}\left|\widehat{r}_{\alpha \beta}\left(t_{1}\right)\right|, \tag{2.3.11}
\end{align*}
$$

since $\left|\prod_{t}^{t_{1}-1} \frac{\lambda_{\beta}}{\lambda_{\alpha}}\right| \leq \frac{1}{K_{2}}$ for $t<t_{1}$. When $\widehat{R} \in l^{1}, \sum_{t_{1}=t}^{\infty}\left|\widehat{r}_{\alpha \beta}\left(t_{1}\right)\right| \rightarrow 0$ as $t \rightarrow \infty$, which leads to

$$
\begin{equation*}
-\sum_{t_{1}=t+1}^{\infty} \widehat{r}_{\alpha \beta}\left(t_{1}\right) \prod_{t}^{t_{1}-1} \frac{\lambda_{\beta}}{\lambda_{\alpha}}-\widehat{r}_{\alpha \beta}(t) \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty \tag{2.3.12}
\end{equation*}
$$

If $(\alpha, \beta) \in(1.2 .11)$, we formulate the calculation of (2.3.1) as a lemma for further applications.

LEMMA 2.3.2. If $(\alpha, \beta) \in(1.2 .11)$ and $\widehat{r}_{\alpha \beta}(t) \in l^{1}$ then

$$
\begin{equation*}
\sum_{t_{1}=a}^{t-1}\left|\widehat{r}_{\alpha \beta}\left(t_{1}\right) \prod_{t_{1}}^{t-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}\right| \rightarrow 0 \text { as } t \rightarrow \infty \tag{2.3.13}
\end{equation*}
$$

Proof. Here $a \leq t_{1}<t<\infty$ and $\left|\prod_{t_{1}}^{t-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}\right| \leq K_{1}$. We split the summation into two parts

$$
\begin{equation*}
I_{1}+I_{2}=\sum_{t_{1}=a}^{T}\left|\widehat{r}_{\alpha \beta}\left(t_{1}\right) \prod_{t_{1}}^{t-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}\right|+\sum_{t_{1}=T+1}^{t-1}\left|\widehat{r}_{\alpha \beta}\left(t_{1}\right) \prod_{t_{1}}^{t-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}\right| . \tag{2.3.14}
\end{equation*}
$$

For any given $\varepsilon>0$ we choose a fixed $T$ such that

$$
I_{2} \leq \sum_{t_{1}=T+1}^{t-1}\left|\widehat{r}_{\alpha \beta}\left(t_{1}\right)\right| K_{1} \leq \frac{\varepsilon}{2}
$$

for all $t \geq T+2$. With this fixed $T$

$$
\begin{equation*}
I_{1}=\sum_{t_{1}=a}^{T}\left|\widehat{r}_{\alpha \beta}\left(t_{1}\right) \prod_{t_{1}}^{t-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}\right|=\left|\prod_{T+1}^{t-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}\right|\left(\sum_{t_{1}=a}^{T}\left|\widehat{r}_{\alpha \beta}\left(t_{1}\right) \prod_{t_{1}}^{T} \frac{\lambda_{\alpha}}{\lambda_{\beta}}\right|\right) . \tag{2.3.15}
\end{equation*}
$$

According to (1.2.11) the first factor in (2.3.15) converges to 0 as $t \rightarrow \infty$ while the second one is bounded by $K_{1} \sum_{t_{1}=a}^{\infty}\left|\widehat{r}_{\alpha \beta}\left(t_{1}\right)\right|$.

The summation in (2.3.2) may have four different forms:

$$
\begin{array}{r}
(i)-\sum_{t_{1}=t+1}^{\infty}\left|\left[-\sum_{t_{2}=t_{1}+1}^{\infty} \widehat{r}_{\alpha \beta}\left(t_{2}\right) \prod_{t_{1}}^{t_{2}-1} \frac{\lambda_{\beta}}{\lambda_{\alpha}}\right] \widehat{r}_{\beta \nu}\left(t_{1}\right) \prod_{t}^{t_{1}-1} \frac{\lambda_{\gamma}}{\lambda_{\alpha}}\right| \\
-\left|\left[-\sum_{t_{2}=t+1}^{\infty} \widehat{r}_{\alpha \beta}\left(t_{2}\right) \prod_{t}^{t_{2}-1} \frac{\lambda_{\beta}}{\lambda_{\alpha}}\right] \widehat{r}_{\beta \nu}(t)\right| \tag{2.3.16}
\end{array}
$$

if $(\alpha, \beta) \in(1.2 .12)$, and $(\alpha, \gamma) \in(1.2 .12)$

$$
\begin{array}{r}
\left.(i i)-\sum_{t_{1}=t+1}^{\infty}| |\left[\sum_{t_{2}=a}^{t_{1}-1} \widehat{r}_{\alpha \beta}\left(t_{2}\right) \prod_{t_{2}}^{t_{1}-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}+\widehat{r}_{\alpha \beta}\left(t_{1}\right)\right] \widehat{r}_{\beta \nu}\left(t_{1}\right) \prod_{t}^{t_{1}-1} \frac{\lambda_{\gamma}}{\lambda_{\alpha}} \right\rvert\, \\
-\left|\left[\sum_{t_{2}=a}^{t-1} \widehat{r}_{\alpha \beta}\left(t_{2}\right) \prod_{t_{2}}^{t-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}+\widehat{r}_{\alpha \beta}(t)\right] \widehat{r}_{\beta \nu}(t)\right| \tag{2.3.17}
\end{array}
$$

if $(\alpha, \beta) \in(1.2 .11)$, and $(\alpha, \gamma) \in(1.2 .12)$

$$
\begin{equation*}
\text { (iii) } \sum_{t_{1}=a}^{t-1}\left|\left[-\sum_{t_{2}=t_{1}+1}^{\infty} \widehat{r}_{\alpha \beta}\left(t_{2}\right) \prod_{t_{1}}^{t_{2}-1} \frac{\lambda_{\beta}}{\lambda_{\alpha}}\right] \widehat{r}_{\beta \nu}\left(t_{1}\right) \prod_{t_{1}}^{t-1} \frac{\lambda_{\alpha}}{\lambda_{\gamma}}\right| \tag{2.3.18}
\end{equation*}
$$

if $(\alpha, \beta) \in(1.2 .12)$, and $(\alpha, \gamma) \in(1.2 .11)$

$$
\begin{equation*}
\text { (iv) } \sum_{t_{1}=a}^{t-1}\left|\left[\sum_{t_{2}=a}^{t_{1}-1} \widehat{r}_{\alpha \beta}\left(t_{2}\right) \prod_{t_{2}}^{t_{1}-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}+\widehat{r}_{\alpha \beta}\left(t_{1}\right)\right] \widehat{r}_{\beta \nu}\left(t_{1}\right) \prod_{t_{1}}^{t-1} \frac{\lambda_{\alpha}}{\lambda_{\gamma}}\right| \tag{2.3.19}
\end{equation*}
$$

if $(\alpha, \beta) \in(1.2 .11)$, and $(\alpha, \gamma) \in(1.2 .11)$.
For (2.3.16) and (2.3.17), $t<t_{1}<\infty$, so $t_{1} \rightarrow \infty$ as $t \rightarrow \infty$. Consequently the internal summations $\left(-\sum_{t_{2}=t_{1}+1}^{\infty} \widehat{r}_{\alpha \beta}\left(t_{2}\right) \prod_{t_{1}}^{t_{2}-1} \frac{\lambda_{\beta}}{\lambda_{\alpha}}\right) \rightarrow 0,\left(-\sum_{t_{2}=t+1}^{\infty} \widehat{r}_{\alpha \beta}\left(t_{2}\right) \prod_{t}^{t_{2}-1} \frac{\lambda_{\beta}}{\lambda_{\alpha}}\right) \rightarrow 0$, $\left(\sum_{t_{2}=a}^{t_{1}-1} \widehat{r}_{\alpha \beta}\left(t_{2}\right) \prod_{t_{2}}^{t_{1}-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}+\widehat{r}_{\alpha \beta}\left(t_{1}\right)\right) \rightarrow 0$, and $\left(\sum_{t_{2}=a}^{t-1} \widehat{r}_{\alpha \beta}\left(t_{2}\right) \prod_{t_{2}}^{t-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}+\widehat{r}_{\alpha \beta}(t)\right) \rightarrow 0$ as $t \rightarrow$ $\infty$ either as in (2.3.11) (for (2.3.16)) or by (2.3.13) (for (2.3.17)). Then the out summation follows easily.

For (2.3.18), $t_{2} \geq t_{1}+1$ and $(\alpha, \beta) \in(1.2 .12)$, so the internal summation is bounded by

$$
\left|-\sum_{t_{2}=t_{1}+1}^{\infty} \widehat{r}_{\alpha \beta}\left(t_{2}\right) \prod_{t_{1}}^{t_{2}-1} \frac{\lambda_{\beta}}{\lambda_{\alpha}}\right| \leq \sum_{t_{2}=t_{1}+1}^{\infty}\left|\widehat{r}_{\alpha \beta}\left(t_{2}\right)\right| \frac{1}{K_{2}} \leq \frac{1}{K_{2}} \sum_{t_{2}=a}^{\infty}\left|\widehat{r}_{\alpha \beta}\left(t_{2}\right)\right| .
$$

Since $(\alpha, \gamma) \in(1.2 .11), \sum_{t_{1}=a}^{t-1}\left|\widehat{r}_{\beta \nu}\left(t_{1}\right) \prod_{t_{1}}^{t-1} \frac{\lambda_{\alpha}}{\lambda_{\gamma}}\right| \rightarrow 0$ as in the Lemma 2.3.2.

For (2.3.19), $t_{2} \leq t_{1}-1$ and $(\alpha, \beta) \in(1.2 .11)$, so the internal summation is bounded by

$$
\begin{aligned}
& \left|\sum_{t_{2}=a}^{t_{1}-1} \widehat{r}_{\alpha \beta}\left(t_{2}\right) \prod_{t_{2}}^{t_{1}-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}+\widehat{r}_{\alpha \beta}\left(t_{1}\right)\right| \\
\leq & \sum_{t_{2}=a}^{t_{1}-1}\left|\widehat{r}_{\alpha \beta}\left(t_{2}\right)\right| K_{1}+\left|\widehat{r}_{\alpha \beta}\left(t_{1}\right)\right| \\
\leq & \sum_{t_{2}=a}^{\infty}\left|\widehat{r}_{\alpha \beta}\left(t_{2}\right)\right|\left(1+K_{1}\right)
\end{aligned}
$$

and the double summation is completed as above.
2.3.2. A similar result of Hartman-Wintner and Behncke-Remling. In differential equations, Hartman and Wintner [24] proved that if

$$
\begin{aligned}
& \text { (a) }\left|\operatorname{Re}\left(\lambda_{\alpha}-\lambda_{\beta}\right)\right| \geq c>0, \quad \alpha \neq \beta, \\
& \text { (b) } R(t) \in L^{p}, \quad 1<p \leq 2,
\end{aligned}
$$

then the differential system $Y^{\prime}=(D(t)+R(t)) Y$ has the asymptotic solution $Y(t)=(I+$ $Q(t)) \exp \left(\int_{t_{0}}^{t} D(s) d s\right)$ with $Q(t) \rightarrow 0$ as $t \rightarrow \infty$.

Behncke and Remling [2] proved that if
(a) $\left|\operatorname{Re}\left(\lambda_{\alpha}-\lambda_{\beta}\right)\right| \geq c t^{-a_{\alpha \beta}}, c>0, a_{\alpha \beta}<1, \alpha \neq \beta$,
(b) $r_{\alpha \beta}(t) t^{b_{\alpha \beta}} \in L^{p}, \quad p>1$,
(c) $p^{\prime} b_{\alpha \beta} \geq a_{\alpha}, \quad a_{\alpha}=\max _{\beta}\left\{a_{\alpha \beta}\right\}<1, \frac{1}{p^{\prime}}+\frac{1}{p}=1$,
then

$$
\begin{equation*}
y_{\alpha}(t)=\left(e_{\alpha}+o(1)\right) \exp \int_{t_{0}}^{t}\left(\lambda_{\alpha}(s)+r_{\alpha \alpha}(s)+o\left(s^{-a_{\alpha}}\right)\right) d s . \tag{2.3.20}
\end{equation*}
$$

Since $o\left(s^{-a_{\alpha}}\right)$ is not necessarily in $L^{1}$, the approximation in (2.3.20) is not necessarily an asymptotic solution in the sense of left almost diagonal differential system. Nevertheless, we could get a similar result in difference equations with a strict estimate, without the $o\left(s^{-a_{\alpha}}\right)$ term, under a small variation of the conditions.

First of all, we introduce the expression $t^{\delta}$, with $\delta$ be any real number. It is called "falling factorial power", see [28], which is defined as

$$
\begin{equation*}
t^{\delta}=\frac{\Gamma(t+1)}{\Gamma(t-\delta+1)}, \tag{2.3.21}
\end{equation*}
$$

where $\Gamma(t)$ is the Gamma function.
We can verify that if $\delta=1,2,3, \cdots$, then $t^{\underline{\delta}}=t(t-1)(t-2) \cdots(t-\delta+1)$. If $\delta=$ $-1,-2,-3, \cdots$, then $t \underline{\underline{\delta}}=\frac{1}{(t+1)(t+2) \cdots(t-\delta)}$.
$t{ }^{\delta}$ in the setting of difference equations is similar to $t^{\delta}$ in differential equations. There are some useful propositions such as

$$
\begin{equation*}
\Delta t^{\underline{\delta}}=\delta \cdot t^{\delta-1} \tag{2.3.22}
\end{equation*}
$$

see [28], and

$$
\begin{equation*}
t^{\underline{\delta}} \sim t^{\delta},(t \rightarrow \infty) \tag{2.3.23}
\end{equation*}
$$

Indeed, we can use the definition of $t^{\underline{\delta}}$ and Stirling's formula, see [33], which is

$$
\begin{equation*}
\Gamma(t) \sim e^{-t} t^{t}\left(\frac{2 \pi}{t}\right)^{1 / 2} \tag{2.3.24}
\end{equation*}
$$

to verify (2.3.23) as follows.

$$
\begin{aligned}
& \lim _{t \rightarrow \infty} \frac{t^{\delta}}{t^{\delta}}=\lim _{t \rightarrow \infty} \frac{t^{\delta}}{(t-\delta+1)^{\delta}}=\lim _{t \rightarrow \infty} \frac{\Gamma(t+1)}{\Gamma(t-\delta+1) \cdot(t-\delta+1)^{\delta}} \\
= & \lim _{t \rightarrow \infty} \frac{e^{-t-1}(t+1)^{t+1}\left(\frac{2 \pi}{t+1}\right)^{1 / 2}}{e^{-t+\delta-1}(t-\delta+1)^{t-\delta+1}\left(\frac{2 \pi}{t-\delta+1}\right)^{1 / 2} \cdot(t-\delta+1)^{\delta}} \\
= & \lim _{t \rightarrow \infty} e^{-\delta}\left(\frac{t+1}{t-\delta+1}\right)^{t+1}\left(\frac{t-\delta+1}{t+1}\right)^{1 / 2}=e^{-\delta} \lim _{t \rightarrow \infty}\left(1+\frac{\delta}{t-\delta+1}\right)^{t+1} \\
= & e^{-\delta} \lim _{t \rightarrow \infty}\left(1+\frac{\delta}{t-\delta+1}\right)^{t-\delta+1}\left(1+\frac{\delta}{t-\delta+1}\right)^{\delta} \\
= & e^{-\delta} \cdot e^{\delta}=1 .
\end{aligned}
$$

We can now establish our theorem as in the following.

Theorem 2.3.3. If

$$
\begin{align*}
& |\ln | \frac{\lambda_{\alpha}(t)}{\lambda_{\beta}(t)}\left|\left\lvert\, \geq c t \frac{-a_{\alpha \beta}}{}\right., \quad c>0, a_{\alpha \beta}<1, \alpha \neq \beta,\right.  \tag{2.3.25}\\
& \hat{r}_{\alpha \beta}(t) t^{b_{\alpha \beta}} \in l^{p}, \quad \text { and } \hat{r}_{\alpha \beta}(t) \rightarrow 0, \tag{2.3.26}
\end{align*}
$$

and for $p>1$,

$$
\begin{array}{ll}
p^{\prime} b_{\alpha \beta}>a_{\alpha \beta}, & \frac{1}{p^{\prime}}+\frac{1}{p}=1, \\
p^{\prime} \min \left\{b_{\beta \nu}\right\}> & \max \left\{a_{\alpha \gamma}\right\}, \tag{2.3.28}
\end{array}
$$

or for $p=1$,

$$
\begin{equation*}
b_{\alpha \beta}>0, \tag{2.3.29}
\end{equation*}
$$

then the difference equation (2.1.2) has an asymptotic solution (2.1.5).

Proof. If $\ln \left|\frac{\lambda_{\alpha}(t)}{\lambda_{\beta}(t)}\right| \geq c t \frac{-a_{\alpha \beta}}{}$, which means that $\left|\frac{\lambda_{\alpha}(t)}{\lambda_{\beta}(t)}\right| \geq e^{c t-\frac{a_{\alpha \beta}}{}}$, then $(\alpha, \beta) \in(1.2 .12)$ and we take $l_{\alpha \beta}=\infty$. When $t>0$, the summation in (2.3.1) is bounded from above by

$$
\begin{aligned}
& \left|\sum_{t_{1}=t+1}^{\infty} \widehat{r}_{\alpha \beta}\left(t_{1}\right) \prod_{t}^{t_{1}-1} \frac{\lambda_{\beta}}{\lambda_{\alpha}}\right|+\left|\widehat{r}_{\alpha \beta}(t)\right| \\
\leq & \sum_{t_{1}=t+1}^{\infty}\left|\widehat{r}_{\alpha \beta}\left(t_{1}\right) e^{-c \sum_{s=t}^{t_{1}-1} s \underline{-a_{\alpha \beta}}}\right|+\left|\widehat{r}_{\alpha \beta}(t)\right| \\
= & \left.\sum_{t_{1}=t+1}^{\infty} \mid \widehat{r}_{\alpha \beta}\left(t_{1}\right) t_{1}^{b_{\alpha \beta}} t_{1}^{-b_{\alpha \beta}} e^{c\left(t^{-a_{\alpha \beta}+1}-t_{1}\right.}\right) /\left(-a_{\alpha \beta}+1\right) \\
& \leq\left(\sum_{t_{\alpha \beta}+1}^{\infty}\left|\widehat{r}_{\alpha \beta}(t)\right|\right. \\
& \left.(2.3 .30) \quad=\left.\widehat{r}_{1} t_{1} t_{1}^{b_{\alpha \beta}}\right|^{p}\right)^{1 / p}\left(\widehat{r}_{\alpha \beta}(t) \mid,\right.
\end{aligned}
$$

with

$$
\begin{aligned}
& A_{1}=\left(\sum_{t_{1}=t+1}^{\infty}\left|\widehat{r}_{\alpha \beta}\left(t_{1}\right) t_{1}^{b_{\alpha \beta}}\right|^{p}\right)^{1 / p}, \\
& \left.A_{2}=\left(\sum_{t_{1}=t+1}^{\infty} t_{1}^{-p^{\prime} b_{\alpha \beta}} e^{p^{\prime} c\left(t^{-t_{\alpha \beta}+1}-t_{1} \frac{-a_{\alpha \beta}+1}{}\right.}\right) /\left(-a_{\alpha \beta}+1\right)\right)^{1 / p^{\prime}} .
\end{aligned}
$$

$A_{1} \rightarrow 0$ because of the first part of (2.3.26). For $A_{2}$, we need the asymptotic approximation

$$
\begin{equation*}
\int_{t}^{\infty} s^{u} e^{\left(t^{v+1}-s^{v+1}\right) /(v+1)} d s \sim t^{u-v} \quad \text { as } t \rightarrow \infty \tag{2.3.31}
\end{equation*}
$$

which is equivalent to

$$
\lim _{t \rightarrow \infty} \frac{\int_{t}^{\infty} s^{u} e^{-s^{v+1} /(v+1)} d s}{t^{u-v} e^{-t^{v+1} /(v+1)}}=1
$$

an easy result by using L'Hopital's rule. Observe that

$$
\begin{aligned}
\left(t^{u} e^{-t^{v+1} /(v+1)}\right)^{\prime} & =u t^{u-1} e^{-t^{v+1} /(v+1)}-t^{u+v} e^{-t^{v+1} /(v+1)} \\
& =\left(u-t^{v+1}\right) t^{u-1} e^{-t^{v+1} /(v+1)} \\
& <0
\end{aligned}
$$

when $t>\max \left\{0, u^{1 /(v+1)}\right\}$ and $v>-1$. Therefore, when $t \rightarrow \infty$,

$$
\int_{t+1}^{\infty} s^{u} e^{-s^{v+1} /(v+1)} d s \leq \sum_{s=t+1}^{\infty} s^{u} e^{-s^{v+1} /(v+1)} \leq \int_{t}^{\infty} s^{u} e^{-s^{v+1} /(v+1)} d s
$$

which leads to

$$
\begin{equation*}
\int_{t+1}^{\infty} s^{u} e^{\left(t^{v+1}-s^{v+1}\right) /(v+1)} d s<\sum_{s=t+1}^{\infty} s^{u} e^{\left(t^{v+1}-s^{v+1}\right) /(v+1)}<\int_{t}^{\infty} s^{u} e^{\left(t^{v+1}-s^{v+1}\right) /(v+1)} d s \tag{2.3.32}
\end{equation*}
$$

According to (2.3.31), (2.3.32) and (2.3.27) with $u=-p^{\prime} b_{\alpha \beta}, v=-a_{\alpha \beta}(v>-1$ because of (2.3.25)), we get that $A_{2} \rightarrow 0$ as $t \rightarrow \infty$.

Thus, together with the second part of condition (2.3.26), (2.3.30) goes to 0 as $t \rightarrow \infty$.
If $\ln \left|\frac{\lambda_{\alpha}(t)}{\lambda_{\beta}(t)}\right| \leq-c t \underline{-a_{\alpha \beta}}$, which means that $\left|\frac{\lambda_{\alpha}(t)}{\lambda_{\beta}(t)}\right| \leq e^{-c t^{-a_{\alpha \beta}}}$, then $(\alpha, \beta) \in(1.2 .11)$ and we take $l_{\alpha \beta}=a$. Then the summation in (2.3.1) is bounded from above by

$$
\begin{align*}
& \sum_{t_{1}=a}^{t-1}\left|\widehat{r}_{\alpha \beta}\left(t_{1}\right) \prod_{t_{1}}^{t-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}\right| \\
\leq & \sum_{t_{1}=a}^{t-1}\left|\widehat{r}_{\alpha \beta}\left(t_{1}\right)\right| e^{-c \sum_{s=t_{1}}^{t-1} \frac{-a_{\alpha \beta}}{}} \\
\leq & {\left.\left[\sum_{t_{1}=a}^{t-1}\left(\left|\widehat{r}_{\alpha \beta}\left(t_{1}\right)\right| t_{1}^{b_{\alpha \beta}}\right)^{p}\right]^{1 / p}\left[\sum_{t_{1}=a}^{t-1} t_{1}^{-p^{\prime} b_{\alpha \beta}} e^{-p^{\prime} c\left(t^{-a_{\alpha \beta}+1}-t_{1}\right.}\right)^{-a_{\alpha \beta}+1}\right) /\left(-a_{\alpha \beta}+1\right) } \\
= & B_{1} B_{2} \tag{2.3.33}
\end{align*}
$$

when $a>0$, with

$$
\begin{aligned}
& B_{1}=\left[\sum_{t_{1}=a}^{t-1}\left(\left|\widehat{r}_{\alpha \beta}\left(t_{1}\right)\right| t_{1}^{b_{\alpha \beta}}\right)^{p}\right]^{1 / p}, \\
& B_{2}=\left[\sum_{t_{1}=a}^{t-1} t_{1}^{-p^{\prime} b_{\alpha \beta}} e^{-p^{\prime} c\left(t^{-a_{\alpha \beta}+1}-t_{1} \frac{-a_{\alpha \beta}+1}{}\right) /\left(-a_{\alpha \beta}+1\right)}\right]^{1 / p^{\prime}} .
\end{aligned}
$$

Now $B_{1}$ is bounded because of the first part of (2.3.26) and $B_{2} \rightarrow 0$ due to the estimate

$$
\begin{equation*}
\int_{a}^{t} s^{u} e^{-\left(t^{v+1}-s^{v+1}\right) /(v+1)} d s \sim t^{u-v} \quad \text { as } t \rightarrow \infty \tag{2.3.34}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{a}^{t-1} s^{u} e^{-\left(t^{v+1}-s^{v+1}\right) /(v+1)} d s \leq \sum_{s=a}^{t-1} s^{u} e^{-\left(t^{v+1}-s^{v+1}\right) /(v+1)} \leq \int_{a}^{t} s^{u} e^{-\left(t^{v+1}-s^{v+1}\right) /(v+1)} d s \tag{2.3.35}
\end{equation*}
$$

which is similarly verified as in (2.3.32).
For $p=1,(2.3 .30)$ is replaced by

$$
\begin{align*}
& \left|\sum_{t_{1}=t+1}^{\infty} \widehat{r}_{\alpha \beta}\left(t_{1}\right) \prod_{t}^{t_{1}-1} \frac{\lambda_{\beta}}{\lambda_{\alpha}}\right|+\left|\widehat{r}_{\alpha \beta}(t)\right| \\
\leq & \sum_{t_{1}=t+1}^{\infty}\left|\widehat{r}_{\alpha \beta}\left(t_{1}\right) t_{1}^{b_{\alpha \beta}}\right| \max _{t_{1} \geq t+1}\left\{t_{1}^{-b_{\alpha \beta}} e^{c\left(t^{-a_{\alpha \beta}+1}-t_{1}^{-a_{\alpha \beta}+1}\right) /\left(-a_{\alpha \beta}+1\right)}\right\}+\left|\widehat{r}_{\alpha \beta}(t)\right| \\
= & \left(\sum_{t_{1}=t+1}^{\infty}\left|\widehat{r}_{\alpha \beta}\left(t_{1}\right) t_{1}^{b_{\alpha \beta}}\right|\right)(t+1)^{-b_{\alpha \beta}} e^{c\left(t^{-a_{\alpha \beta}+1}-(t+1) \frac{-a_{\alpha \beta}+1}{}\right) /\left(-a_{\alpha \beta}+1\right)}+\left|\widehat{r}_{\alpha \beta}(t)\right|, \tag{2.3.36}
\end{align*}
$$

because $-a_{\alpha \beta}+1>0$. Hence, when $b_{\alpha \beta}>0,(2.3 .36)$ approaches to 0 .
The replacement of (2.3.33) also approaches 0 that could be showed similarly in this case.

The summation (2.3.2) may again have the four forms (2.3.16) - (2.3.19) and it is treated as in our proof of comparison of the analog of Levinson's theorem. First we show that the internal summations either tend to 0 or are, at least, bounded. At the second step we see that the double summation tend to 0 if $p^{\prime} b_{\beta \nu}>a_{\alpha \gamma}$, i.e., if

$$
p^{\prime} \min \left\{b_{\beta \nu}\right\}>\max \left\{a_{\alpha \gamma}\right\}
$$

or $b_{\beta \nu}>0$ in the case $p=1$.
The following corollary is easy to be formalized whose proof is now superfluous.
Corollary 2.3.4. If
(a) $|\ln | \frac{\lambda_{\alpha}(t)}{\lambda_{\beta}(t)}\left|\mid \geq c t^{-a}, \quad c>0, a<1, \alpha \neq \beta\right.$,
(b) $\hat{r}_{\alpha \beta}(t) t^{b} \in l^{p}, \quad p>1$, and $\hat{r}_{\alpha \beta}(t) \rightarrow 0$,
(c) $p^{\prime} b>a, \frac{1}{p^{\prime}}+\frac{1}{p}=1$
or if
(a) $|\ln | \frac{\lambda_{\alpha}(t)}{\lambda_{\beta}(t)}\left|\mid \geq c t^{-a}, \quad c>0, a<1, \alpha \neq \beta\right.$,
(b) $\hat{r}_{\alpha \beta}(t) t^{b} \in l^{1}, b>0$,
then the difference equation (2.1.2) has an asymptotic solution (2.1.5).

### 2.4. An explicit criteria

Theorem 2.3.1 formulates a general principle for asymptotic summation. In this section we obtain an explicit, simple criteria which will enable us to verify that the assumptions (2.3.1) and (2.3.2) really hold. This is done through systematic summation by parts.

ThEOREM 2.4.1. The conditions of Theorem 3.1 hold under the following assumptions: for a difference system (2.1.2) that satisfies the dichotomy condition and for every $\alpha \neq \beta, \nu$

$$
\begin{align*}
& \frac{\widehat{r}_{\alpha \beta}(t)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}(t)-1}=\frac{r_{\alpha \beta}(t)}{\lambda_{\beta}(t)-\lambda_{\alpha}(t)} \rightarrow 0, \text { and } \widehat{r}_{\alpha \beta}(t) \rightarrow 0 \quad \text { as } t \rightarrow \infty,  \tag{2.4.1}\\
& \triangle\left(\frac{\widehat{r}_{\alpha \beta}(t)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}(t)-1}\right) \in l^{1},  \tag{2.4.2}\\
& \left(\sum_{t_{2}=t-1}^{\infty}\left|\triangle_{t_{2}} \frac{\widehat{r}_{\alpha \beta}\left(t_{2}\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{2}\right)-1}\right|\right)\left|\widehat{r}_{\beta \nu}(t)\right| \in l^{1}, \tag{2.4.3}
\end{align*}
$$

and for $(\alpha, \beta)$ satisfies (1.2.11), also

$$
\begin{align*}
& \widehat{r}_{\beta \nu}(t) \prod_{a}^{t-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}} \in l^{1}, \quad \widehat{r}_{\alpha \beta}(t-1) \widehat{r}_{\beta \nu}(t) \in l^{1}, \text { and } \quad \widehat{r}_{\alpha \beta}(t) \widehat{r}_{\beta \nu}(t) \in l^{1},  \tag{2.4.4}\\
& \widehat{r}_{\beta \nu}(t) \sum_{t_{2}=a}^{t-2}\left[\left(\triangle_{t_{2}} \frac{\widehat{r}_{\alpha \beta}\left(t_{2}\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{2}\right)-1}\right) \prod_{t_{2}+1}^{t-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}\right] \in l^{1} . \tag{2.4.5}
\end{align*}
$$

Proof. We begin to show that (2.4.1) and (2.4.2) imply (2.3.1).
If $(\alpha, \beta) \in(1.2 .11)$ then $l_{\alpha \beta}=a$, the summation in (2.3.1) is

$$
\begin{equation*}
\sum_{t_{1}=a}^{t-1} \widehat{r}_{\alpha \beta}\left(t_{1}\right) \prod_{t_{1}}^{t-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}=\sum_{t_{1}=a}^{t-2} \widehat{r}_{\alpha \beta}\left(t_{1}\right) \prod_{t_{1}}^{t-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}+\widehat{r}_{\alpha \beta}(t-1) \frac{\lambda_{\alpha}}{\lambda_{\beta}}(t-1) \tag{2.4.6}
\end{equation*}
$$

as showed in (2.3.9).
When $t_{1}<t-1$,

$$
\begin{equation*}
\triangle_{t_{1}} \prod_{t_{1}}^{t-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}=\prod_{t_{1}+1}^{t-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}-\prod_{t_{1}}^{t-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}=\left(\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{1}\right)-1\right) \prod_{t_{1}}^{t-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}} . \tag{2.4.7}
\end{equation*}
$$

Therefore, using summation by parts, (2.4.6) becomes

$$
\begin{align*}
& \sum_{t_{1}=a}^{t-2} \frac{\widehat{r}_{\alpha \beta}\left(t_{1}\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{1}\right)-1} \triangle_{t_{1}} \prod_{t_{1}}^{t-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}+\widehat{r}_{\alpha \beta}(t-1) \frac{\lambda_{\alpha}}{\lambda_{\beta}}(t-1) \\
= & {\left[\frac{\widehat{r}_{\alpha \beta}\left(t_{1}\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{1}\right)-1} \prod_{t_{1}}^{t-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}\right]_{a}^{t-1}-\sum_{t_{1}=a}^{t-2}\left(\triangle_{t_{1}} \frac{\widehat{r}_{\alpha \beta}\left(t_{1}\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{1}\right)-1}\right) \prod_{t_{1}+1}^{t-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}+\widehat{r}_{\alpha \beta}(t-1) \frac{\lambda_{\alpha}}{\lambda_{\beta}}(t-1) } \\
= & \frac{\widehat{r}_{\alpha \beta}(t-1)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}(t-1)-1} \cdot \frac{\lambda_{\alpha}}{\lambda_{\beta}}(t-1)-\frac{\widehat{r}_{\alpha \beta}(a)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}(a)-1} \prod_{a}^{t-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}} \\
) \quad & \quad-\sum_{t_{1}=a}^{t-2}\left(\triangle_{t_{1}} \frac{\widehat{r}_{\alpha \beta}\left(t_{1}\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{1}\right)-1}\right) \prod_{t_{1}+1}^{t-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}+\widehat{r}_{\alpha \beta}(t-1) \frac{\lambda_{\alpha}}{\lambda_{\beta}}(t-1) . \tag{2.4.8}
\end{align*}
$$

The first term of (2.4.8) goes to 0 by the first part of (2.4.1), the second by (1.2.11), the third by (2.4.2) and Lemma 2.3.2, and the forth by the second part of (2.4.1).

If $(\alpha, \beta) \in(1.2 .12)$, then $l_{\alpha \beta}=\infty$, the summation in (2.3.1) is

$$
\begin{equation*}
-\sum_{t_{1}=t+1}^{\infty} \widehat{r}_{\alpha \beta}\left(t_{1}\right) \prod_{t}^{t_{1}-1} \frac{\lambda_{\beta}}{\lambda_{\alpha}}-\widehat{r}_{\alpha \beta}(t) \tag{2.4.9}
\end{equation*}
$$

as showed in (2.3.10). Since

$$
\begin{equation*}
\triangle_{t_{1}} \prod_{t}^{t_{1}-1} \frac{\lambda_{\beta}}{\lambda_{\alpha}}=\left(\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{1}\right)-1\right) \prod_{t}^{t_{1}-1} \frac{\lambda_{\beta}}{\lambda_{\alpha}}, \tag{2.4.10}
\end{equation*}
$$

using summation by parts, (2.4.9) turns to

$$
\begin{align*}
& -\sum_{t_{1}=t+1}^{\infty} \frac{\widehat{r}_{\alpha \beta}\left(t_{1}\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{1}\right)-1}\left(\triangle_{t_{1}} \prod_{t}^{t_{1}-1} \frac{\lambda_{\beta}}{\lambda_{\alpha}}\right)-\widehat{r}_{\alpha \beta}(t) \\
= & -\left[\frac{\widehat{r}_{\alpha \beta}\left(t_{1}\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{1}\right)-1} \prod_{t}^{t_{1}-1} \frac{\lambda_{\beta}}{\lambda_{\alpha}}\right]_{t+1}^{\infty}+\sum_{t_{1}=t+1}^{\infty} \triangle_{t_{1}} \frac{\widehat{r}_{\alpha \beta}\left(t_{1}\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{1}\right)-1} \prod_{t}^{t_{1}} \frac{\lambda_{\beta}}{\lambda_{\alpha}}-\widehat{r}_{\alpha \beta}(t) \\
= & -\frac{\widehat{r}_{\alpha \beta}(\infty)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}(\infty)-1} \prod_{t}^{\infty} \frac{\lambda_{\beta}}{\lambda_{\alpha}}+\frac{\widehat{r}_{\alpha \beta}(t+1)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}(t+1)-1} \cdot \frac{\lambda_{\beta}}{\lambda_{\alpha}}(t) \\
& +\sum_{t_{1}=t+1}^{\infty} \triangle_{t_{1}} \frac{\widehat{r}_{\alpha \beta}\left(t_{1}\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{1}\right)-1} \prod_{t}^{t_{1}} \frac{\lambda_{\beta}}{\lambda_{\alpha}}-\widehat{r}_{\alpha \beta}(t) . \tag{2.4.11}
\end{align*}
$$

As $\left|\prod_{t}^{\infty} \frac{\lambda_{\beta}}{\lambda_{\alpha}}\right|$ is bounded by $\frac{1}{K_{2}}$, the first term is 0 by the first part of (2.4.1), the second term tends to 0 also by the first part of (2.4.1), the third one tents to 0 by (2.4.2) and the last term by the second part of (2.4.1).

Next we show that (2.3.2) is implied by (2.4.3)-(2.4.5). The discussion of (2.3.2) is divided again into four cases as in (2.3.16)-(2.3.19).

Case I. $(\alpha, \beta) \in(1.2 .12)$, and $(\alpha, \gamma) \in(1.2 .12)$. In this case, the summation in (2.3.2) is

$$
\begin{align*}
& \quad S_{1}(t) \\
& =-\sum_{t_{1}=t+1}^{\infty}\left|\left[-\sum_{t_{2}=t_{1}+1}^{\infty} \widehat{r}_{\alpha \beta}\left(t_{2}\right) \prod_{t_{1}}^{t_{2}-1} \frac{\lambda_{\beta}}{\lambda_{\alpha}}\right] \widehat{r}_{\beta \nu}\left(t_{1}\right) \prod_{t}^{t_{1}-1} \frac{\lambda_{\gamma}}{\lambda_{\alpha}}\right|-\left|\left[-\sum_{t_{2}=t+1}^{\infty} \widehat{r}_{\alpha \beta}\left(t_{2}\right) \prod_{t}^{t_{2}-1} \frac{\lambda_{\beta}}{\lambda_{\alpha}}\right] \widehat{r}_{\beta \nu}(t)\right| \\
& =-\sum_{t_{1}=t+1}^{\infty}\left|\left[\frac{\widehat{r}_{\alpha \beta}\left(t_{1}+1\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{1}+1\right)-1} \cdot \frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{1}\right)+\sum_{t_{2}=t_{1}+1}^{\infty}\left(\triangle_{t_{2}} \frac{\widehat{r}_{\alpha \beta}\left(t_{2}\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{2}\right)-1}\right) \prod_{t_{1}}^{t_{2}} \frac{\lambda_{\beta}}{\lambda_{\alpha}}\right] \cdot \widehat{r}_{\beta \nu}\left(t_{1}\right) \prod_{t}^{t_{1}-1} \frac{\lambda_{\gamma}}{\lambda_{\alpha}}\right| \\
& \text { 2.4.12 }) \quad-\left|\left[-\frac{\widehat{r}_{\alpha \beta}(t+1)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}(t+1)-1} \cdot \frac{\lambda_{\beta}}{\lambda_{\alpha}}(t)+\sum_{t_{2}=t+1}^{\infty}\left(\triangle_{t_{2}} \frac{\widehat{r}_{\alpha \beta}\left(t_{2}\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{2}\right)-1}\right) \prod_{t}^{t_{2}} \frac{\lambda_{\beta}}{\lambda_{\alpha}}\right] \widehat{r}_{\beta \nu}(t)\right| . \tag{2.4.12}
\end{align*}
$$

Here, $\left|\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{1}\right)\right|,\left|\prod_{t_{1}}^{t_{2}} \frac{\lambda_{\beta}}{\lambda_{\alpha}}\right|,\left|\frac{\lambda_{\beta}}{\lambda_{\alpha}}(t)\right|,\left|\prod_{t}^{t_{2}} \frac{\lambda_{\beta}}{\lambda_{\alpha}}\right|$ and $\left|\prod_{t}^{t_{1}-1} \frac{\lambda_{\gamma}}{\lambda_{\alpha}}\right|$ are all bounded by $\frac{1}{K_{2}}$.
Thanks to (2.4.1),

$$
\begin{equation*}
\left|\frac{\widehat{r}_{\alpha \beta}\left(t_{1}+1\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{1}+1\right)-1}\right|=\left|\sum_{t_{2}=t_{1}+1}^{\infty} \triangle_{t_{2}} \frac{\widehat{r}_{\alpha \beta}\left(t_{2}\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{2}\right)-1}\right| \leq \sum_{t_{2}=t_{1}+1}^{\infty}\left|\triangle_{t_{2}} \frac{\widehat{r}_{\alpha \beta}\left(t_{2}\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{2}\right)-1}\right| . \tag{2.4.13}
\end{equation*}
$$

Therefore, $\left|S_{1}(t)\right|$ in (2.4.12) can be bounded by

$$
\begin{aligned}
& \quad \sum_{t_{1}=t+1}^{\infty}\left[\sum_{t_{2}=t_{1}+1}^{\infty}\left|\triangle_{t_{2}} \frac{\widehat{r}_{\alpha \beta}\left(t_{2}\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{2}\right)-1}\right| \cdot \frac{1}{K_{2}}+\sum_{t_{2}=t_{1}+1}^{\infty}\left|\triangle_{t_{2}} \frac{\widehat{r}_{\alpha \beta}\left(t_{2}\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{2}\right)-1}\right| \cdot \frac{1}{K_{2}}\right]\left|\widehat{r}_{\beta \nu}\left(t_{1}\right)\right| \frac{1}{K_{2}} \\
& \quad+\left[\sum_{t_{2}=t+1}^{\infty}\left|\triangle_{t_{2}} \frac{\widehat{r}_{\alpha \beta}\left(t_{2}\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{2}\right)-1}\right| \cdot \frac{1}{K_{2}}+\sum_{t_{2}=t+1}^{\infty}\left|\triangle_{t_{2}} \frac{\widehat{r}_{\alpha \beta}\left(t_{2}\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{2}\right)-1}\right| \cdot \frac{1}{K_{2}}\right]\left|\widehat{r}_{\beta \nu}(t)\right| \\
& \leq \\
& M_{1} \sum_{t_{1}=t}^{\infty}\left[\frac{2}{K_{2}} \sum_{t_{2}=t_{1}+1}^{\infty}\left|\triangle_{t_{2}} \frac{\widehat{r}_{\alpha \beta}\left(t_{2}\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{2}\right)-1}\right|\right]\left|\widehat{r}_{\beta \nu}\left(t_{1}\right)\right|,
\end{aligned}
$$

where $M_{1}=\max \left\{1, \frac{1}{K_{2}}\right\}$. Assumption (2.4.3) guarantees that $S_{1}(t)$ tends to 0 since

$$
\sum_{t_{2}=t_{1}+1}^{\infty}\left|\triangle_{t_{2}} \frac{\widehat{r}_{\alpha \beta}\left(t_{2}\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{2}\right)-1}\right|<\sum_{t_{2}=t_{1}-1}^{\infty}\left|\triangle_{t_{2}} \frac{\widehat{r}_{\alpha \beta}\left(t_{2}\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{2}\right)-1}\right| .
$$

Case II. $(\alpha, \beta) \in(1.2 .12)$, and $(\alpha, \gamma) \in(1.2 .11)$. In this case, (2.3.2) is

$$
\sum_{t_{1}=a}^{t-1}\left|\left[-\sum_{t_{2}=t_{1}+1}^{\infty} \widehat{r}_{\alpha \beta}\left(t_{2}\right) \prod_{t_{1}}^{t_{2}-1} \frac{\lambda_{\beta}}{\lambda_{\alpha}}\right] \widehat{r}_{\beta \nu}\left(t_{1}\right) \prod_{t_{1}}^{t-1} \frac{\lambda_{\alpha}}{\lambda_{\gamma}}\right| .
$$

Since $(\alpha, \gamma) \in(1.2 .11)$, it is sufficient according to Lemma 2.3.2 to require that the summation (considered as a function of $t_{1}$ ) satisfies

$$
\begin{equation*}
\left[-\sum_{t_{2}=t_{1}+1}^{\infty} \widehat{r}_{\alpha \beta}\left(t_{2}\right) \prod_{t_{1}}^{t_{2}-1} \frac{\lambda_{\beta}}{\lambda_{\alpha}}\right] \widehat{r}_{\beta \nu}\left(t_{1}\right) \in l^{1} \tag{2.4.14}
\end{equation*}
$$

Similar to Case I, using summation by parts (2.4.14) can be bounded by

$$
\begin{aligned}
& \left|\left[\frac{\widehat{r}_{\alpha \beta}\left(t_{1}+1\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{1}+1\right)-1} \cdot \frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{1}\right)+\sum_{t_{2}=t_{1}+1}^{\infty}\left(\triangle_{t_{2}} \frac{\widehat{r}_{\alpha \beta}\left(t_{2}\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{2}\right)-1}\right) \prod_{t_{1}}^{t_{2}} \frac{\lambda_{\beta}}{\lambda_{\alpha}}\right] \widehat{r}_{\beta \nu}\left(t_{1}\right)\right| \\
\leq & {\left[\left.\left(\sum_{t_{2}=t_{1}+1}^{\infty}\left|\triangle_{t_{2}} \frac{\widehat{r}_{\alpha \beta}\left(t_{2}\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{2}\right)-1}\right|\right)\left|\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{1}\right)\right|+\sum_{t_{2}=t_{1}+1}^{\infty} \right\rvert\, \triangle_{t_{2}}^{\left.\left.\frac{\widehat{r}_{\alpha \beta}\left(t_{2}\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{2}\right)-1} \right\rvert\, \frac{1}{K_{2}}\right]\left|\widehat{r}_{\beta \nu}\left(t_{1}\right)\right|,}\right.}
\end{aligned}
$$

which is belong to $l^{1}$ by the assumption (2.4.3). Here we also use (2.4.13) in our estimation.
Case III. $(\alpha, \beta) \in(1.2 .11)$, and $(\alpha, \gamma) \in(1.2 .12)$. In this case (2.3.2) is

Similar to the summation by parts to (2.4.6), it is bounded by

$$
\begin{aligned}
& \sum_{t_{1}=t+1}^{\infty} \left\lvert\,\left[\frac{\widehat{r}_{\alpha \beta}\left(t_{1}-1\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{1}-1\right)-1} \cdot \frac{\lambda_{\alpha}}{\lambda_{\beta}}\left(t_{1}-1\right)-\frac{\widehat{r}_{\alpha \beta}(a)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}(a)-1} \cdot \prod_{a}^{t_{1}-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}\right.\right. \\
& \left.-\sum_{t_{2}=a}^{t_{1}-2}\left(\triangle_{t_{2}} \frac{\widehat{r}_{\alpha \beta}\left(t_{2}\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{2}\right)-1}\right) \prod_{t_{2}+1}^{t_{1}-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}+\widehat{r}_{\alpha \beta}\left(t_{1}-1\right) \frac{\lambda_{\alpha}}{\lambda_{\beta}}\left(t_{1}-1\right)+\widehat{r}_{\alpha \beta}\left(t_{1}\right)\right] \left.\cdot \widehat{r}_{\beta \nu}\left(t_{1}\right) \prod_{t}^{t_{1}-1} \frac{\lambda_{\gamma}}{\lambda_{\alpha}} \right\rvert\, \\
& +\left\lvert\,\left[\frac{\widehat{r}_{\alpha \beta}(t-1)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}(t-1)-1} \cdot \frac{\lambda_{\alpha}}{\lambda_{\beta}}(t-1)-\frac{\widehat{r}_{\alpha \beta}(a)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}(a)-1} \cdot \prod_{a}^{t-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}-\sum_{t_{2}=a}^{t-2}\left(\triangle_{t_{2}} \frac{\widehat{r}_{\alpha \beta}\left(t_{2}\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{2}\right)-1}\right) \prod_{t_{2}+1}^{t-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}\right.\right. \\
& \left.+\widehat{r}_{\alpha \beta}(t-1) \frac{\lambda_{\alpha}}{\lambda_{\beta}}(t-1)+\widehat{r}_{\alpha \beta}\left(t_{1}\right)\right] \widehat{r}_{\beta \nu}(t) \mid \\
& \leq M_{1} \sum_{t_{1}=t}^{\infty} \left\lvert\,\left[\frac{\widehat{r}_{\alpha \beta}\left(t_{1}-1\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{1}-1\right)-1} \cdot \frac{\lambda_{\alpha}}{\lambda_{\beta}}\left(t_{1}-1\right)-\frac{\widehat{r}_{\alpha \beta}(a)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}(a)-1} \cdot \prod_{a}^{t_{1}-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}\right.\right. \\
& \left.-\sum_{t_{2}=a}^{t_{1}-2}\left(\triangle_{t_{2}} \frac{\widehat{r}_{\alpha \beta}\left(t_{2}\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{2}\right)-1}\right) \prod_{t_{2}+1}^{t_{1}-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}+\widehat{r}_{\alpha \beta}\left(t_{1}-1\right) \frac{\lambda_{\alpha}}{\lambda_{\beta}}\left(t_{1}-1\right)+\widehat{r}_{\alpha \beta}\left(t_{1}\right)\right] \widehat{r}_{\beta \nu}\left(t_{1}\right) \mid .
\end{aligned}
$$

Similar to (2.4.13), we have

$$
\left|\frac{\widehat{r}_{\alpha \beta}\left(t_{1}-1\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{1}-1\right)-1}\right| \leq \sum_{t_{2}=t_{1}-1}^{\infty}\left|\triangle_{t_{2}} \frac{\widehat{r}_{\alpha \beta}\left(t_{2}\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{2}\right)-1}\right|
$$

As $\left|\frac{\lambda_{\alpha}}{\lambda_{\beta}}\left(t_{1}-1\right)\right|$ is bounded by $K_{1}$, the assumptions (2.4.3), (2.4.4) and (2.4.5) guarantee that (2.3.2) tends to 0.

Case IV. $(\alpha, \beta) \in(1.2 .11)$, and $(\alpha, \gamma) \in(1.2 .11)$. Now the summation in (2.3.2) is

$$
\begin{aligned}
& \sum_{t_{1}=a}^{t-1}\left|\left[\sum_{t_{2}=a}^{t_{1}-1} \widehat{r}_{\alpha \beta}\left(t_{2}\right) \prod_{t_{2}}^{t_{1}-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}+\widehat{r}_{\alpha \beta}\left(t_{1}\right)\right] \widehat{r}_{\beta \nu}\left(t_{1}\right) \prod_{t_{1}}^{t-1} \frac{\lambda_{\alpha}}{\lambda_{\gamma}}\right| \\
= & \sum_{t_{1}=a}^{t-1} \left\lvert\,\left[\frac{\widehat{r}_{\alpha \beta}\left(t_{1}-1\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{1}-1\right)-1} \cdot \frac{\lambda_{\alpha}}{\lambda_{\beta}}\left(t_{1}-1\right)-\frac{\widehat{r}_{\alpha \beta}(a)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}(a)-1} \prod_{a}^{t_{1}-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}\right.\right. \\
& \left.-\sum_{t_{2}=a}^{t_{1}-2}\left(\triangle_{t_{2}} \frac{\widehat{r}_{\alpha \beta}\left(t_{2}\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{2}\right)-1}\right) \prod_{t_{2}+1}^{t_{1}-1} \frac{\lambda_{\alpha}}{\lambda_{\beta}}+\widehat{r}_{\alpha \beta}\left(t_{1}-1\right) \frac{\lambda_{\alpha}}{\lambda_{\beta}}\left(t_{1}-1\right)+\widehat{r}_{\alpha \beta}\left(t_{1}\right)\right] \left.\widehat{r}_{\beta \nu}\left(t_{1}\right) \prod_{t_{1}}^{t-1} \frac{\lambda_{\alpha}}{\lambda_{\gamma}} \right\rvert\, .
\end{aligned}
$$

By Lemma 2.3.2 and the same process in Case III, we get that the summation in (2.3.2) tends to 0 .

REMARK. (i) If $\frac{\widehat{r}_{\alpha \beta}(t)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}(t)-1}$ is monotone then (2.4.1) implies (2.4.2) and (2.4.3) may be written as $\frac{\widehat{r}_{\alpha \beta}(t-1)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}(t-1)-1} \widehat{r}_{\beta \nu}(t) \in l^{1}$.
(ii) If $\lambda_{\alpha}=\lambda_{\beta}$ the theorem holds provided that $\widehat{r}_{\alpha \beta} \equiv 0$. In this case (2.4.4) and (2.4.5) are irrelevant.
(iii) Conditions (2.4.3)-(2.4.5) are not too severe requirements since in each of them $\widehat{r}_{\beta \nu}(t)$ is multiplied by a factor which tends to zero.

### 2.5. Some examples and comparisons

The following examples are designed to bring out some manners that Theorem 2.4.1 could be applied. Consider Eq. (2.1.2) with

$$
\begin{equation*}
D(t)=\operatorname{diag}\left\{c_{i} t t^{p_{i}}\right\}, \quad R(t)=\left\{a_{i j} t^{q_{i j}}\right\}, a_{i i}=0, i, j=1,2, \ldots, n . \tag{2.5.1}
\end{equation*}
$$

Now let us check when do the assumption (2.4.1)-(2.4.5) hold. The first part of (2.4.1) means

$$
\begin{equation*}
\frac{\widehat{r}_{\alpha \beta}(t)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}(t)-1}=\frac{\frac{r_{\alpha \beta}(t)}{\lambda_{\alpha}}}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}(t)-1}=\frac{r_{\alpha \beta}(t)}{\lambda_{\beta}(t)-\lambda_{\alpha}(t)}=\frac{a_{\alpha \beta} t^{q_{\alpha \beta}}}{c_{\beta} t_{\underline{\underline{p}}}^{\underline{p}}-c_{\alpha} t_{\underline{p_{\alpha}}}}=O\left(t^{q_{\alpha \beta}-\max \left(p_{\alpha}, p_{\beta}\right)}\right) . \tag{2.5.2}
\end{equation*}
$$

Therefore, the first part of (2.4.1) holds when

$$
\begin{equation*}
q_{\alpha \beta}<\max \left(p_{\alpha}, p_{\beta}\right) . \tag{2.5.3}
\end{equation*}
$$

Since $\widehat{r}_{\alpha \beta}(t)=\frac{r_{\alpha \beta}(t)}{\lambda_{\alpha}}=O\left(t^{q_{\alpha \beta}-p_{\alpha}}\right)$, the second part of (2.4.1) holds when

$$
\begin{equation*}
q_{\alpha \beta}<p_{\alpha} . \tag{2.5.4}
\end{equation*}
$$

The relation (2.4.2) leads to the same condition (2.5.3). Therefore, condition (2.4.1) and (2.4.2) hold when (2.5.4) is valid.

Since $\widehat{r}_{\beta \nu}(t)=\frac{r_{\beta \nu}(t)}{\lambda_{\beta}}=O\left(t^{q_{\beta \nu}-p_{\beta}}\right)$, condition (2.4.3) becomes

$$
\begin{equation*}
q_{\alpha \beta}+q_{\beta \nu}-p_{\beta}-\max \left(p_{\alpha}, p_{\beta}\right)<-1 \tag{2.5.5}
\end{equation*}
$$

(2.4.4) and (2.4.5) are assumed only when $(\alpha, \beta)$ satisfies (1.2.11), which means $\prod_{a}^{t}\left|\frac{\lambda_{\alpha}\left(t_{1}\right)}{\lambda_{\beta}\left(t_{1}\right)}\right| \rightarrow$ 0 . At this time

$$
\prod_{a}^{t}\left|\frac{\lambda_{\alpha}\left(t_{1}\right)}{\lambda_{\beta}\left(t_{1}\right)}\right|=\prod_{a}^{t}\left|\frac{c_{\alpha}}{c_{\beta}}\right| \cdot\left|\frac{t^{\frac{p_{\alpha}}{1}}}{t_{1}^{\frac{p_{\beta}}{1}}}\right| \sim \prod_{a}^{t}\left|\frac{c_{\alpha}}{c_{\beta}}\right| \cdot\left|t_{1}^{p_{\alpha}-p_{\beta}}\right| \rightarrow 0
$$

as $t \rightarrow \infty$ may happen when

$$
\begin{equation*}
p_{\alpha}<p_{\beta} \tag{2.5.6}
\end{equation*}
$$

or

$$
\begin{equation*}
p_{\alpha}=p_{\beta} \text { and }\left|c_{\alpha}\right|<\left|c_{\beta}\right| . \tag{2.5.7}
\end{equation*}
$$

(i) If $p_{\alpha}<p_{\beta}$, let $K$ be the number in $\{a, a+1, a+2, \ldots\}$ such that

$$
\left|\frac{c_{\alpha}}{c_{\beta}}\right| \cdot\left|K^{p_{\alpha}-p_{\beta}}\right| \geq 1 \text { and }\left|\frac{c_{\alpha}}{c_{\beta}}\right| \cdot\left|(K+1)^{p_{\alpha}-p_{\beta}}\right|<1 .
$$

Then, there exists some $\delta \in(0,1)$ such that when $t>K$,

$$
\begin{equation*}
\prod_{a}^{t}\left|\frac{c_{\alpha}}{c_{\beta}}\right| \cdot\left|t_{1}^{p_{\alpha}-p_{\beta}}\right|=\left(\prod_{a}^{K}\left|\frac{c_{\alpha}}{c_{\beta}}\right| \cdot\left|t_{1}^{p_{\alpha}-p_{\beta}}\right|\right) \cdot\left(\prod_{K+1}^{t}\left|\frac{c_{\alpha}}{c_{\beta}}\right| \cdot\left|t_{1}^{p_{\alpha}-p_{\beta}}\right|\right) \leq M_{0}(a) \delta^{t} \tag{2.5.8}
\end{equation*}
$$

where $M_{0}(s)=\left(\prod_{s}^{K}\left|\frac{c_{\alpha}}{c_{\beta}}\right| \cdot\left|t_{1}^{p_{\alpha}-p_{\beta}}\right|\right) \delta^{-K}$ with the proposition $M_{0}(a)>M_{0}(a+1)>M(a+$ 2) $\cdots$

Therefore, the first part of (2.4.4), $\widehat{r}_{\beta \nu}(t) \prod_{a}^{t} \frac{\lambda_{\alpha}}{\lambda_{\beta}} \in l^{1}$, is obviously by the fast decay of $\delta^{t}$. The last two terms of (2.4.4), $\widehat{r}_{\alpha \beta}(t-1) \widehat{r}_{\beta \nu}(t) \in l^{1}$ and $\widehat{r}_{\alpha \beta}(t) \widehat{r}_{\beta \nu}(t) \in l^{1}$, lead to the condition

$$
\begin{equation*}
q_{\alpha \beta}-p_{\alpha}+q_{\beta \nu}-p_{\beta}<-1 \tag{2.5.9}
\end{equation*}
$$

We can verify that the conditions (2.5.5) and (2.5.9) with $p_{\alpha}<p_{\beta}$ is equivalent to (2.5.9) for any $p_{\alpha}$ and $p_{\beta}$.

Since $\triangle_{t_{2}} \frac{\widehat{r}_{\alpha \beta}\left(t_{2}\right)}{\lambda_{\alpha}\left(t_{2}\right)-1} \in l^{1}$ and $\left|\prod_{t_{2}+1}^{t} \frac{\lambda_{\alpha}}{\lambda_{\beta}}\right| \leq M_{0}\left(t_{2}+1\right) \delta^{t} \leq M_{0}(a) \delta^{t}$, (2.4.5) is bounded by

$$
\left|\widehat{r}_{\beta \nu}(t) \sum_{t_{2}=a}^{t-1}\left[\left(\triangle_{t_{2}} \frac{\widehat{r}_{\alpha \beta}\left(t_{2}\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{2}\right)-1}\right) \prod_{t_{2}+1}^{t} \frac{\lambda_{\alpha}}{\lambda_{\beta}}\right]\right| \leq\left|\widehat{r}_{\beta \nu}(t)\right|\left(\sum_{t_{2}=a}^{t-1}\left|\triangle_{t_{2}} \frac{\widehat{r}_{\alpha \beta}\left(t_{2}\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{2}\right)-1}\right|\right) M_{0}(a) \delta^{t} \in l^{1}
$$

because the fast decay of $\delta^{t}$.
(ii) If $p_{\alpha}=p_{\beta}$ and $\left|c_{\alpha}\right|<\left|c_{\beta}\right|$, then

$$
\begin{equation*}
\left|\prod_{a}^{t} \frac{\lambda_{\alpha}}{\lambda_{\beta}}\right|=\left|\frac{c_{\alpha}}{c_{\beta}}\right|^{t-a} \tag{2.5.10}
\end{equation*}
$$

$\widehat{r}_{\beta \nu}(t) \prod_{a}^{t} \frac{\lambda_{\alpha}}{\lambda_{\beta}} \in l^{1}$ is valid because of the fast decay of $\left|\frac{c_{\alpha}}{c_{\beta}}\right|^{t-a}$. Similarly as in (i), The second and third terms of (2.4.4) lead to the same condition of (2.5.9).

We now consider the condition (2.4.5). By Lemma 2.3.2, (2.4.2) and (2.5.10), we get that

$$
\sum_{t_{2}=a}^{t-1}\left[\left(\triangle_{t_{2}} \frac{\widehat{r}_{\alpha \beta}\left(t_{2}\right)}{\frac{\lambda_{\beta}}{\lambda_{\alpha}}\left(t_{2}\right)-1}\right) \prod_{t_{2}+1}^{t} \frac{\lambda_{\alpha}}{\lambda_{\beta}}\right] \rightarrow 0, \quad \text { as } \quad t \rightarrow \infty
$$

Hence, if $\widehat{r}_{\beta \nu}(t) \in l^{1}$, which is guaranteed by $q_{\beta \nu}-p_{\beta}<-1$, condition (2.4.5) is valid.
In conclusion, when (1) $q_{\alpha \beta}<p_{\alpha}$, (2) $q_{\alpha \beta}-p_{\alpha}+q_{\beta \nu}-p_{\beta}<-1$, and (3) $q_{\beta \nu}-p_{\beta}<-1$ in case $p_{\alpha}=p_{\beta}$ and $\left|c_{\alpha}\right|<\left|c_{\beta}\right|$, the difference system (2.1.2) with $D(t)$ and $R(t)$ defined in (2.5.1) is left almost diagonal.

Consider, for example, the system

$$
Y(t+1)=\left[\left(\begin{array}{cc}
t^{\underline{1}} & 0  \tag{2.5.11}\\
0 & t^{\underline{3}}
\end{array}\right)+\left(\begin{array}{cc}
0 & t^{\underline{0.9}} \\
t^{\underline{2}} & 0
\end{array}\right)\right] Y(t), \quad 1 \leq t \leq \infty
$$

The analog of Levinson's Theorem (Theorem 1.2.4) cannot be applied to system (2.5.11) because $\hat{r}_{12}=\frac{r_{12}}{\lambda_{1}}=\frac{t^{0.9}}{t^{1}}=O\left(t^{-0.1}\right)$ that is not belong to $l^{1}$. Neither can Proposition 2.2 in [16] be applied because of the same reason. However, we can get the conclusion that (2.5.11) is left almost diagonal by our method easily since it fits (2.5.4) and (2.5.9).

## CHAPTER 3

## Right almost diagonal differential equations

### 3.1. Introduction

We consider the differential system

$$
\begin{equation*}
Y^{\prime}(t)=[D(t)+R(t)] Y(t) \tag{3.1.1}
\end{equation*}
$$

with

$$
\begin{align*}
D(t) & =\operatorname{diag}\left\{\lambda_{1}(t), \lambda_{2}(t), \ldots, \lambda_{n}(t)\right\} \\
R(t) & =\left(r_{j k}(t)\right)_{j, k=1}^{n}, \quad \text { where } \quad r_{k k}(t)=0 \tag{3.1.2}
\end{align*}
$$

The main goal of this chapter is to present a new technique and a new set of conditions on "potentially oscillatory" differential equations that will render (3.1.1) a right almost diagonal system, i.e., (3.1.1) has a fundamental solution in the form

$$
\begin{equation*}
Y(t)=\exp \left(\int_{t_{0}}^{t} D(s) d s\right)(I+P(t)), t_{0} \in[a, \infty) \tag{3.1.3}
\end{equation*}
$$

where $P(t) \rightarrow 0$ as $t \rightarrow \infty$. Here, a "potentially oscillatory" differential system, which is also defined in Definition 1.1.2, means that

$$
\begin{equation*}
\left|\operatorname{Re} \int_{t_{1}}^{t_{2}}\left(\lambda_{j}(s)-\lambda_{k}(s)\right) d s\right| \leq M \tag{3.1.4}
\end{equation*}
$$

for all $a \leq t_{1}, t_{2} \leq \infty$ where $M$ is a fixed positive number.
Our technique involves the conversion of a differential equation for $P(t)$ into a family of integral equations in a manner to be detailed in Section 3.2. Each member of this family points to a different theorem of asymptotic integration. Conditions will be given which will guarantee that the system (3.1.1) is right almost diagonal. Examples will be discussed in Section 3.3, that are amenable to our theorem and to which the results of $[\mathbf{9}, \mathbf{1 2}, \mathbf{2 2}, \mathbf{2 3}, \mathbf{3 2}]$ do not apply.

### 3.2. Asymptotic integration

It can be easily verified that a fundamental solution $Y(t)$ of (3.1.1) can be written as

$$
\begin{equation*}
Y(t)=\Phi(t) Z(t) \tag{3.2.1}
\end{equation*}
$$

where,

$$
\begin{equation*}
\Phi(t)=\exp \left(\int_{t_{0}}^{t} D(s) d s\right) \tag{3.2.2}
\end{equation*}
$$

is a fundamental solution of

$$
\begin{equation*}
\Phi^{\prime}(t)=D(t) \Phi(t) \tag{3.2.3}
\end{equation*}
$$

and $Z(t)$ is a fundamental solution of

$$
\begin{equation*}
Z^{\prime}(t)=\tilde{R}(t) Z(t) \tag{3.2.4}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{R}(t)=\Phi^{-1}(t) R(t) \Phi(t) \tag{3.2.5}
\end{equation*}
$$

Let $Z(t) \in C[a, b), a<b \leq \infty$, be an $n \times n$ matrix function. Define a linear operator $\mathcal{L}$ by

$$
\begin{equation*}
(\mathcal{L} Z)(t):=\int_{b}^{t} \tilde{R}(s) Z(s) d s \tag{3.2.6}
\end{equation*}
$$

provided that the integral exists for $t \in[a, b)$. It is evident that $Z(t)$ is a fundamental solution of $Z^{\prime}(t)=\tilde{R}(t) Z(t)$ if $Z(t)$ satisfies the integral equation

$$
\begin{equation*}
Z(t)=I+\mathcal{L} Z(t) \tag{3.2.7}
\end{equation*}
$$

Define for $m$ an integer and $m \geq 2$, the matrix function $C_{1}(s, t)$ by

$$
\begin{equation*}
C_{1}(s, t)=\int_{b}^{s} \int_{t_{1}}^{t} \cdots \int_{t_{m-3}}^{t} \int_{t_{m-2}}^{t} \tilde{R}\left(t_{m-1}\right) \cdots \tilde{R}\left(t_{1}\right) d t_{m-1} d t_{m-2} \cdots d t_{2} d t_{1} . \tag{3.2.8}
\end{equation*}
$$

A main result of this chapter is the following.
THEOREM 3.2.1. Assume that for some $m \geq 2$ we have uniformly for $b \in(a, \infty]$ that in (3.2.6) and (3.2.8)
(i) $\mathcal{L}^{k} I, k=1,2, \cdots, m-1$, are convergent integrals for $t \in[a, b)$, (but not necessary absolutely convergent integrals)
(ii) $\quad \mathcal{L}^{k} I \rightarrow 0$ as $t \rightarrow b, k=1,2, \cdots, m-1, \quad$ and
(iii) $\int_{t}^{b}\left\|C_{1}(s, t) \tilde{R}(s)\right\| d s \rightarrow 0$ as $t \rightarrow b$.

Then, there exists a constant a large enough such that for $t \in[a, b)$, the resolvent series $\sum_{j=1}^{\infty} \mathcal{L}^{j} I$ is absolutely and uniformly convergent. Moreover, the system (3.1.1) is right almost diagonal. Namely, a fundamental solution $Y(t)$ of (3.1.1) is given by

$$
\begin{equation*}
Y(t)=\exp \left(\int_{t_{0}}^{t} D(s) d s\right)(I+P(t)) \tag{3.2.12}
\end{equation*}
$$

with $P(t)=\sum_{j=1}^{\infty} \mathcal{L}^{j} I \rightarrow 0$ as $t \rightarrow b$.
We need first some preparatory lemmas. The first lemma below, which is an extension of Fubini's Theorem, is about changing the order of integration in certain expressions.

Lemma 3.2.2. Suppose $f: \mathbb{R}^{m} \mapsto \mathbb{R}$ with $m \geq 2$, is an integrable function, then

$$
\begin{align*}
& \int_{b}^{t} \int_{b}^{t_{m-1}} \int_{b}^{t_{m-2}} \cdots \int_{b}^{t_{2}} \int_{b}^{t_{1}} f\left(s, t_{1}, \cdots, t_{m-1}\right) d s d t_{1} \cdots d t_{m-3} d t_{m-2} d t_{m-1} \\
= & \int_{b}^{t} \int_{s}^{t} \int_{t_{1}}^{t} \cdots \int_{t_{m-3}}^{t} \int_{t_{m-2}}^{t} f\left(s, t_{1}, \cdots, t_{m-1}\right) d t_{m-1} d t_{m-2} \cdots d t_{2} d t_{1} d s . \tag{3.2.13}
\end{align*}
$$

Proof. By induction, when $m=2$, we observe that

$$
\int_{b}^{t} \int_{b}^{t_{1}} f\left(s, t_{1}\right) d s d t_{1}=\int_{b}^{t} \int_{s}^{t} f\left(s, t_{1}\right) d t_{1} d s
$$

Assume that (3.2.13) is valid for $2 \leq m \leq k$. When $m=k+1$, let $J(t)$ be the left hand side of (3.2.13) that is

$$
\begin{equation*}
J(t)=\int_{b}^{t} \int_{b}^{t_{k}}\left(\int_{b}^{t_{k-1}} \cdots \int_{b}^{t_{2}} \int_{b}^{t_{1}} f\left(s, t_{1}, \cdots, t_{k}\right) d s d t_{1} \cdots d t_{k-2}\right) d t_{k-1} d t_{k} \tag{3.2.14}
\end{equation*}
$$

Let $g\left(t_{k-1}, t_{k}\right)=\int_{b}^{t_{k-1}} \cdots \int_{b}^{t_{1}} f\left(s, t_{1}, \cdots, t_{k}\right) d s \cdots d t_{k-2}$, then

$$
\begin{align*}
J(t) & =\int_{b}^{t} \int_{b}^{t_{k}} g\left(t_{k-1}, t_{k}\right) d t_{k-1} d t_{k}=\int_{b}^{t} \int_{t_{k-1}}^{t} g\left(t_{k-1}, t_{k}\right) d t_{k} d t_{k-1} \\
& =\int_{b}^{t}\left(\int_{t_{k-1}}^{t} \int_{b}^{t_{k-1}} \cdots \int_{b}^{t_{1}} f\left(s, t_{1}, \cdots, t_{k}\right) d s \cdots d t_{k-2} d t_{k}\right) d t_{k-1} . \tag{3.2.15}
\end{align*}
$$

Since $t_{k-1}$ is temporarily fixed for $\int_{t_{k-1}}^{t} \int_{b}^{t_{k-1}} \cdots \int_{b}^{t_{1}} f\left(s, t_{1}, \cdots, t_{k}\right) d s \cdots d t_{k-2} d t_{k}$ in (3.2.15), we have

$$
\begin{aligned}
J(t) & =\int_{b}^{t} \int_{b}^{t_{k-1}} \int_{t_{k-1}}^{t} \int_{b}^{t_{k-2}} \cdots \int_{b}^{t_{1}} f\left(s, t_{1}, \cdots, t_{k}\right) d s \cdots d t_{k-3} d t_{k} d t_{k-2} d t_{k-1} \\
& =\int_{b}^{t} \int_{b}^{t_{k-1}} \int_{b}^{t_{k-2}} \int_{t_{k-1}}^{t} \cdots \int_{b}^{t_{1}} f\left(s, t_{1}, \cdots, t_{k}\right) d s \cdots d t_{k} d t_{k-3} d t_{k-2} d t_{k-1} \\
& =\int_{b}^{t} \int_{b}^{t_{k-1}} \int_{b}^{t_{k-2}} \cdots \int_{b}^{t_{1}} \int_{t_{k-1}}^{t} f\left(s, t_{1}, \cdots, t_{k}\right) d t_{k} d s \cdots d t_{k-3} d t_{k-2} d t_{k-1} \\
& =\int_{b}^{t} \int_{b}^{t_{k-1}} \int_{b}^{t_{k-2}} \cdots \int_{b}^{t_{1}} h\left(s, t_{1}, \cdots, t_{k-1}\right) d s \cdots d t_{k-3} d t_{k-2} d t_{k-1}
\end{aligned}
$$

in which $h\left(s, t_{1}, \cdots, t_{k-1}\right)=\int_{t_{k-1}}^{t} f\left(s, t_{1}, \cdots, t_{k}\right) d t_{k}$.
By the assumption, (3.2.13) is valid for $m=k$, thus we get

$$
\begin{aligned}
& \int_{b}^{t} \int_{b}^{t_{k-1}} \int_{b}^{t_{k-2}} \cdots \int_{b}^{t_{1}} h\left(s, t_{1}, \cdots, t_{k-1}\right) d s \cdots d t_{k-3} d t_{k-2} d t_{k-1} \\
= & \int_{b}^{t} \int_{s}^{t} \int_{t_{1}}^{t} \cdots \int_{t_{k-2}}^{t} h\left(s, t_{1}, \cdots, t_{k-1}\right) d t_{k-1} \cdots d t_{2} d t_{1} d s \\
= & \int_{b}^{t} \int_{s}^{t} \int_{t_{1}}^{t} \cdots \int_{t_{k-2}}^{t} \int_{t_{k-1}}^{t} f\left(s, t_{1}, \cdots, t_{k}\right) d t_{k} d t_{k-1} \cdots d t_{2} d t_{1} d s .
\end{aligned}
$$

Therefore, we conclude that (2.3.1) is valid for any $m \in \mathbb{N}$ with $m \geq 2$.
We then need to embed the differential system (3.1.1) in a wider family of differential equations. Consider the differential system

$$
\begin{equation*}
\frac{\partial}{\partial t} Y(t, \epsilon)=(D(t)+\epsilon R(t)) Y(t, \epsilon) \tag{3.2.16}
\end{equation*}
$$

in which $\epsilon \in D_{\rho}$ where $D_{\rho}=\{\epsilon| | \epsilon \mid<\rho\}$, and $\rho$ is a constant satisfying $\rho>1$. Equation (3.1.1) is then a special case of (3.2.16) with $\epsilon=1$.

Consider the corresponding integral equation

$$
\begin{equation*}
\hat{Z}(t, \epsilon)=I+\int_{b}^{t} \epsilon \tilde{R}(s) \hat{Z}(s, \epsilon) d s=I+\epsilon \mathcal{L} \hat{Z}(t, \epsilon) \tag{3.2.17}
\end{equation*}
$$

where we extend the definition of $\mathcal{L}$ in (3.2.6) as

$$
\begin{equation*}
\mathcal{L} \hat{Z}(t, \epsilon)=\int_{b}^{t} \tilde{R}(s) \hat{Z}(s, \epsilon) d s . \tag{3.2.18}
\end{equation*}
$$

If $\hat{Z}(t, \epsilon)$ is a solution of $\hat{Z}=I+\epsilon \mathcal{L} \hat{Z}$, then

$$
\begin{equation*}
\hat{Z}=I+\epsilon \mathcal{L} \hat{Z}=I+\epsilon \mathcal{L}(I+\epsilon \mathcal{L} \hat{Z})=I+\epsilon \mathcal{L} I+\cdots+\epsilon^{m-1} \mathcal{L}^{m-1} I+\epsilon^{m} \mathcal{L}^{m} \hat{Z} \tag{3.2.19}
\end{equation*}
$$

where $m \in \mathbb{N}$ and $m \geq 2$.
It can be easily verified that for any $m \in \mathbb{N}$ and $m \geq 2$,

$$
\mathcal{L}^{m} \hat{Z}(t, \epsilon)=\int_{b}^{t} \int_{b}^{t_{m-1}} \cdots \int_{b}^{t_{2}} \int_{b}^{t_{1}} \tilde{R}\left(t_{m-1}\right) \cdots \tilde{R}\left(t_{1}\right) \tilde{R}(s) \hat{Z}(s, \epsilon) d s d t_{1} \cdots d t_{m-2} d t_{m-1}
$$

By Lemma 3.2.2 we have

$$
\begin{align*}
& \mathcal{L}^{m} \hat{Z}(t, \epsilon) \\
= & \int_{b}^{t} \int_{s}^{t} \int_{t_{1}}^{t} \cdots \int_{t_{m-3}}^{t} \int_{t_{m-2}}^{t} \tilde{R}\left(t_{m-1}\right) \cdots \tilde{R}\left(t_{1}\right) \tilde{R}(s) \hat{Z}(s, \epsilon) d t_{m-1} d t_{m-2} \cdots d t_{2} d t_{1} d s \\
= & \int_{b}^{t}\left(\int_{s}^{t} \int_{t_{1}}^{t} \cdots \int_{t_{m-3}}^{t} \int_{t_{m-2}}^{t} \tilde{R}\left(t_{m-1}\right) \cdots \tilde{R}\left(t_{1}\right) d t_{m-1} d t_{m-2} \cdots d t_{2} d t_{1}\right) \tilde{R}(s) \hat{Z}(s, \epsilon) d s \\
= & \int_{b}^{t}\left(\int_{b}^{t} \int_{t_{1}}^{t} \cdots \int_{t_{m-3}}^{t} \int_{t_{m-2}}^{t} \tilde{R}\left(t_{m-1}\right) \cdots \tilde{R}\left(t_{1}\right) d t_{m-1} d t_{m-2} \cdots d t_{2} d t_{1}\right. \\
& \left.-\int_{b}^{s} \int_{t_{1}}^{t} \cdots \int_{t_{m-3}}^{t} \int_{t_{m-2}}^{t} \tilde{R}\left(t_{m-1}\right) \cdots \tilde{R}\left(t_{1}\right) d t_{m-1} d t_{m-2} \cdots d t_{2} d t_{1}\right) \tilde{R}(s) \hat{Z}(s, \epsilon) d s \\
20)= & \int_{b}^{t}\left[C_{1}(t, t)-C_{1}(s, t)\right] \tilde{R}(s) \hat{Z}(s, \epsilon) d s, \tag{3.2.20}
\end{align*}
$$

where $C_{1}(s, t)$ is defined in (3.2.8).
We can see that

$$
\begin{equation*}
C_{1}(t, t)=\int_{b}^{t} \cdots \int_{t_{m-3}}^{t} \int_{t_{m-2}}^{t} \tilde{R}\left(t_{m-1}\right) \cdots \tilde{R}\left(t_{1}\right) d t_{m-1} d t_{m-2} \cdots d t_{1}=\mathcal{L}^{m-1} I \tag{3.2.21}
\end{equation*}
$$

Therefore, (3.2.20) implies

$$
\begin{equation*}
\mathcal{L}^{m} \hat{Z}(t, \epsilon)=\mathcal{L}^{m-1} I \cdot \mathcal{L} \hat{Z}(t, \epsilon)-\int_{b}^{t} C_{1}(s, t) \tilde{R}(s) \hat{Z}(s, \epsilon) d s \tag{3.2.22}
\end{equation*}
$$

Here we get a useful identity for a later discussion,

$$
\begin{equation*}
-\int_{b}^{t} C_{1}(s, t) \tilde{R}(s) \hat{Z}(s, \epsilon) d s \equiv \mathcal{L}^{m} \hat{Z}(t, \epsilon)-\mathcal{L}^{m-1} I \cdot \mathcal{L} \hat{Z}(t, \epsilon) \tag{3.2.23}
\end{equation*}
$$

From (3.2.17), (3.2.19) and (3.2.22), we get

$$
\begin{aligned}
\hat{Z} & =I+\epsilon \mathcal{L} I+\cdots+\epsilon^{m-1} \mathcal{L}^{m-1} I+\epsilon^{m}\left(\mathcal{L}^{m-1} I \cdot \mathcal{L} \hat{Z}-\int_{b}^{t} C_{1}(s, t) \tilde{R}(s) \hat{Z}(s, \epsilon) d s\right) \\
& =I+\epsilon \mathcal{L} I+\cdots+\epsilon^{m-1} \mathcal{L}^{m-1} I+\epsilon^{m}\left(\left(\mathcal{L}^{m-1} I\right) \frac{\hat{Z}-I}{\epsilon}-\int_{b}^{t} C_{1}(s, t) \tilde{R}(s) \hat{Z}(s, \epsilon) d s\right) \\
& =I+\epsilon \mathcal{L} I+\cdots+\epsilon^{m-2} \mathcal{L}^{m-2} I+\epsilon^{m-1}\left(\mathcal{L}^{m-1} I\right) \hat{Z}-\epsilon^{m} \int_{b}^{t} C_{1}(s, t) \tilde{R}(s) \hat{Z}(s, \epsilon) d s,
\end{aligned}
$$

which leads to

$$
\left(I-\epsilon^{m-1} \mathcal{L}^{m-1} I\right) \hat{Z}=I+\epsilon \mathcal{L} I+\cdots+\epsilon^{m-2} \mathcal{L}^{m-2} I-\epsilon^{m} \int_{b}^{t} C_{1}(s, t) \tilde{R}(s) \hat{Z}(s, \epsilon) d s
$$

Thus we obtain a new equation

$$
\begin{equation*}
\hat{Z}(t, \epsilon)=\left(I-\epsilon^{m-1} \mathcal{L}^{m-1} I\right)^{-1}\left[\sum_{\nu=0}^{m-2} \epsilon^{\nu} \mathcal{L}^{\nu} I-\epsilon^{m} \int_{b}^{t} C_{1}(s, t) \tilde{R}(s) \hat{Z}(s, \epsilon) d s\right] \tag{3.2.24}
\end{equation*}
$$

provided that $\left(I-\epsilon^{m-1} \mathcal{L}^{m-1} I\right)^{-1}$ exists.
Equation (3.2.24) can be rewritten as

$$
\begin{equation*}
\hat{Z}=\tilde{H}+\tilde{\mathcal{L}} \hat{Z} \tag{3.2.25}
\end{equation*}
$$

where

$$
\begin{align*}
& \tilde{H}:=\left(I-\epsilon^{m-1} \mathcal{L}^{m-1} I\right)^{-1} \sum_{\nu=0}^{m-2} \epsilon^{\nu} \mathcal{L}^{\nu} I  \tag{3.2.26}\\
& \tilde{\mathcal{L}} \hat{Z}(t, \epsilon):=-\left(I-\epsilon^{m-1} \mathcal{L}^{m-1} I\right)^{-1} \epsilon^{m} \int_{b}^{t} C_{1}(s, t) \tilde{R}(s) \hat{Z}(s, \epsilon) d s \tag{3.2.27}
\end{align*}
$$

For the convenience of the later discussion, we define

$$
\begin{equation*}
\mathcal{L}^{0} I=I, \quad \tilde{\mathcal{L}}^{0} I=\tilde{H} \tag{3.2.28}
\end{equation*}
$$

For any bounded valued matrix function $A(t, \epsilon)$, we define

$$
\begin{equation*}
\|A(t, \epsilon)\|=\sum_{i, j=1}^{n}\left|a_{i j}(t, \epsilon)\right| \tag{3.2.29}
\end{equation*}
$$

which leads of course to the useful relation

$$
\begin{equation*}
\|A(t, \epsilon) B(t, \epsilon)\| \leq\|A(t, \epsilon)\| \cdot\|B(t, \epsilon)\| \tag{3.2.30}
\end{equation*}
$$

Then we have the following lemma.
Lemma 3.2.3. Assume that we have uniformly for $b \in(a, \infty]$,
(i) $\mathcal{L}^{m-1} I$ is a convergent integral on $[a, b)$
(ii) $\quad \mathcal{L}^{m-1} I \rightarrow 0$ as $t \rightarrow b$, and
(iii) $\int_{t}^{b}\left\|C_{1}(s, t) \tilde{R}(s)\right\| d s \rightarrow 0$ as $t \rightarrow b$.

Then, for $\epsilon \in D_{\rho}$ with $\rho>1$,
(a) $\hat{X}(t, \epsilon)=\sum_{k=0}^{\infty} \tilde{\mathcal{L}}^{k} \tilde{H}$ converges absolutely and uniformly when $t$ belongs to some interval
$[a, b)$ and $a$ is large enough. $\hat{X}(t, \epsilon)$ is the unique solution of (3.2.25) for $t \in[a, b)$. Moreover, (b) $\frac{\partial}{\partial t} \hat{X}(t, \epsilon)=\epsilon \tilde{R}(t) \hat{X}(t, \epsilon)$.

Proof. (a) Since $\mathcal{L}^{m-1} I \rightarrow 0, \int_{t}^{b}\left\|C_{1}(s, t) \tilde{R}(s)\right\| d s \rightarrow 0$ as $t \rightarrow b$, and $\epsilon \in D_{\rho}$, there exists some $a \in \mathbb{R}$ and $\delta \in(0,1)$ such that for any $t \in[a, b),\left(I-\epsilon^{m-1} \mathcal{L}^{m-1} I\right)^{-1}$ exists and

$$
\left\|\left(I-\epsilon^{m-1} \mathcal{L}^{m-1} I\right)^{-1}\right\| \cdot|\epsilon|^{m} \int_{t}^{b}\left\|C_{1}(s, t) \tilde{R}(s)\right\| d s<\delta
$$

For each fixed $\epsilon \in D_{\rho}$, define when $t \in[a, b)$,

$$
\begin{equation*}
\|\mid A(t, \epsilon)\|\left\|=\sup _{t \in[a, b)}\right\| A(t, \epsilon) \| . \tag{3.2.34}
\end{equation*}
$$

Define a series $\left\{\hat{Z}_{n}\right\}_{n=0,1,2 \ldots}$ by

$$
\hat{Z}_{0}=\tilde{H}, \quad \hat{Z}_{j+1}=\tilde{H}+\tilde{\mathcal{L}} \hat{Z}_{j}, \quad \text { for } j=0,1,2, \cdots
$$

For any $t \in[a, b), \epsilon \in D_{\rho}$, we have

$$
\begin{aligned}
& \left\|\hat{Z}_{j+1}(t, \epsilon)-\hat{Z}_{j}(t, \epsilon)\right\| \\
= & \left\|\tilde{\mathcal{L}} \hat{Z}_{j}(t, \epsilon)-\tilde{\mathcal{L}} \hat{Z}_{j-1}(t, \epsilon)\right\| \\
\leq & \left\|\left(I-\epsilon^{m-1} \mathcal{L}^{m-1} I\right)^{-1} \epsilon^{m}\right\| \int_{b}^{t}\left\|C_{1}(s, t) \tilde{R}(s)\left[\hat{Z}_{j}(s, \epsilon)-\hat{Z}_{j-1}(s, \epsilon)\right]\right\| d s \\
\leq & \left(\left\|\left(I-\epsilon^{m-1} \mathcal{L}^{m-1} I\right)^{-1}\right\| \cdot|\epsilon|^{m} \int_{t}^{b}\left\|C_{1}(s, t) \tilde{R}(s)\right\| d s\right)\left\|\hat{Z}_{j}-\hat{Z}_{j-1} \mid\right\| \\
\leq & \delta\left\|\left\|\hat{Z}_{j}-\hat{Z}_{j-1} \mid\right\| .\right.
\end{aligned}
$$

Therefore, $\left\|\left|\hat{Z}_{j+1}-\hat{Z}_{j}\| \| \leq \delta\right|\right\| \hat{Z}_{j}-\hat{Z}_{j-1} \mid \|$. Thus $\left\{\hat{Z}_{n}\right\}$ converges uniformly for $\epsilon \in D_{\rho}$ and $t \in[a, b)$.

At the same time, notice

$$
\hat{Z}_{n}=\tilde{H}+\tilde{\mathcal{L}} \hat{Z}_{n-1}=\tilde{H}+\tilde{\mathcal{L}} \tilde{H}+\tilde{\mathcal{L}}^{2} \hat{Z}_{n-2}=\tilde{H}+\tilde{\mathcal{L}} \tilde{H}+\cdots+\tilde{\mathcal{L}}^{n} \tilde{H}
$$

so that

$$
\lim _{n \rightarrow \infty} \hat{Z}_{n}=\sum_{k=0}^{\infty} \tilde{\mathcal{L}}^{k} \tilde{H}
$$

We conclude that $\sum_{k=0}^{\infty} \tilde{\mathcal{L}}^{k} \tilde{H}$ converges absolutely and uniformly for $\epsilon \in D_{\rho}$ and $t \in[a, b)$.
As $\sum_{k=0}^{\infty} \tilde{\mathcal{L}}^{k} \tilde{H}=\tilde{H}+\tilde{\mathcal{L}}\left(\sum_{k=0}^{\infty} \tilde{\mathcal{L}}^{k} \tilde{H}\right)$, we get that $\hat{X}(t, \epsilon)=\sum_{k=0}^{\infty} \tilde{\mathcal{L}}^{k} \tilde{H}$ is a solution of (3.2.25).

Since $\|\tilde{\mathcal{L}}\| \leq\left\|\left(I-\epsilon^{m-1} \mathcal{L}^{m-1} I\right)^{-1}\right\| \cdot|\epsilon|^{m} \int_{t}^{b}\left\|C_{1}(s, t) \tilde{R}(s)\right\| d s<\delta<1$, we also have that $\hat{X}(t, \epsilon)$ is the unique solution of (3.2.25).
(b) Put

$$
\hat{Z}_{0}=\tilde{H}=\left(I-\epsilon^{m-1} \mathcal{L}^{m-1} I\right)^{-1} \sum_{\nu=0}^{m-2} \epsilon^{\nu} \mathcal{L}^{\nu} I
$$

Then, $\hat{Z}_{0}(t, \epsilon)$ is an analytical matrix function of $\epsilon$ for $\epsilon \in D_{\rho}$, uniformly for $b \in(a, \infty]$.

By induction, put

$$
\hat{Z}_{j+1}=\tilde{H}+\tilde{\mathcal{L}} \hat{Z}_{j}=\left(I-\epsilon^{m-1} \mathcal{L}^{m-1} I\right)^{-1}\left[\sum_{\nu=0}^{m-2} \epsilon^{\nu} \mathcal{L}^{\nu} I-\epsilon^{m} \int_{b}^{t} C_{1}(s, t) \tilde{R}(s) \hat{Z}_{j}(s, \epsilon) d s\right]
$$

Then, each $\hat{Z}_{j}(t, \epsilon)$ is an analytical matrix function of $\epsilon$ for $\epsilon \in D_{\rho}$, uniformly for $b \in(a, \infty]$.
Now, since $\hat{Z}_{j}(t, \epsilon) \rightarrow \hat{X}(t, \epsilon)$, uniformly for $t \in[a, b), b \in(a, \infty]$ and $\epsilon \in D_{\rho}$, as $j \rightarrow \infty$, we conclude that $\hat{X}(t, \epsilon)$ is an analytical matrix function of $\epsilon$ for $\epsilon \in D_{\rho}$. Therefore, we may express $\hat{X}$ as an absolutely convergence power series of $\epsilon$ in $D_{\rho}$ with $\rho>1$. Namely,

$$
\begin{equation*}
\hat{X}(t, \epsilon)=\sum_{j=0}^{\infty} \hat{A}_{j}(t) \epsilon^{j} \tag{3.2.35}
\end{equation*}
$$

Let us find the coefficients $\hat{A}_{j}(t)$. Since $\hat{X}(t, \epsilon)$ is a solution of equation (3.2.25), it is also a solution of

$$
\left(I-\epsilon^{m-1} \mathcal{L}^{m-1} I\right) \hat{Z}(t, \epsilon)=\sum_{\nu=0}^{m-2} \epsilon^{\nu} \mathcal{L}^{\nu} I-\epsilon^{m} \int_{b}^{t} C_{1}(s, t) \tilde{R}(s) \hat{Z}(s, \epsilon) d s
$$

Therefore, together with the identity (3.2.23), we get,

$$
\left(I-\epsilon^{m-1} \mathcal{L}^{m-1} I\right) \hat{X}(t, \epsilon)=\sum_{\nu=0}^{m-2} \epsilon^{\nu} \mathcal{L}^{\nu} I+\epsilon^{m}\left(\mathcal{L}^{m} \hat{X}(t, \epsilon)-\mathcal{L}^{m-1} I \cdot \mathcal{L} \hat{X}(t, \epsilon)\right) .
$$

So that

$$
\begin{align*}
\hat{X}(t, \epsilon) & =\sum_{\nu=0}^{m-2} \epsilon^{\nu} \mathcal{L}^{\nu} I+\epsilon^{m}\left(\mathcal{L}^{m} \hat{X}(t, \epsilon)-\mathcal{L}^{m-1} I \cdot \mathcal{L} \hat{X}(t, \epsilon)\right)+\epsilon^{m-1} \mathcal{L}^{m-1} I \cdot \hat{X}(t, \epsilon) \\
.36) & =\sum_{\nu=0}^{m-2} \epsilon^{\nu} \mathcal{L}^{\nu} I+\epsilon^{m-1} \mathcal{L}^{m-1} I(\hat{X}(t, \epsilon)-\epsilon \mathcal{L} \hat{X}(t, \epsilon))+\epsilon^{m} \mathcal{L}^{m} \hat{X}(t, \epsilon) \tag{3.2.36}
\end{align*}
$$

Notice that

$$
\begin{gathered}
\hat{X}(t, \epsilon)=\sum_{j=0}^{\infty} \hat{A}_{j}(t) \epsilon^{j}=\hat{A}_{0}(t)+\sum_{j=0}^{\infty} \hat{A}_{j+1}(t) \epsilon^{j+1}, \\
\epsilon \mathcal{L} \hat{X}(t, \epsilon)=\epsilon \mathcal{L}\left(\sum_{j=0}^{\infty} \hat{A}_{j}(t) \epsilon^{j}\right)=\sum_{j=0}^{\infty}\left(\mathcal{L} \hat{A}_{j}(t)\right) \epsilon^{j+1},
\end{gathered}
$$

we get that in (3.2.36),

$$
\begin{aligned}
& \epsilon^{m-1} \mathcal{L}^{m-1} I(\hat{X}(t, \epsilon)-\epsilon \mathcal{L} \hat{X}(t, \epsilon)) \\
= & \epsilon^{m-1} \mathcal{L}^{m-1} I\left(\hat{A}_{0}(t)+\sum_{j=0}^{\infty} \hat{A}_{j+1}(t) \epsilon^{j+1}-\sum_{j=0}^{\infty}\left(\mathcal{L} \hat{A}_{j}(t)\right) \epsilon^{j+1}\right) \\
= & \left(\mathcal{L}^{m-1} I\right) \hat{A}_{0}(t) \epsilon^{m-1}+\sum_{j=0}^{\infty}\left(\mathcal{L}^{m-1} I\right)\left(\hat{A}_{j+1}(t)-\mathcal{L} \hat{A}_{j}(t)\right) \epsilon^{m+j}
\end{aligned}
$$

At the same time,

$$
\epsilon^{m} \mathcal{L}^{m} \hat{X}(t, \epsilon)=\epsilon^{m} \mathcal{L}^{m}\left(\sum_{j=0}^{\infty} \hat{A}_{j}(t) \epsilon^{j}\right)=\sum_{j=0}^{\infty}\left(\mathcal{L}^{m} \hat{A}_{j}(t)\right) \epsilon^{m+j}
$$

Hence, (3.2.36) becomes

$$
\begin{aligned}
\sum_{k=0}^{\infty} \hat{A}_{k}(t) \epsilon^{k}= & \sum_{\nu=0}^{m-2} \mathcal{L}^{j} I \cdot \epsilon^{j}+\left(\mathcal{L}^{m-1} I\right) \hat{A}_{0}(t) \epsilon^{m-1} \\
& +\sum_{j=0}^{\infty}\left(\mathcal{L}^{m-1} I\right)\left(\hat{A}_{j+1}(t)-\mathcal{L} \hat{A}_{j}(t)\right) \epsilon^{m+j}+\sum_{j=0}^{\infty}\left(\mathcal{L}^{m} \hat{A}_{j}(t)\right) \epsilon^{m+j} \\
= & \sum_{\nu=0}^{m-2} \mathcal{L}^{\nu} I \cdot \epsilon^{\nu}+\left(\mathcal{L}^{m-1} I\right) \hat{A}_{0}(t) \epsilon^{m-1} \\
& +\sum_{j=0}^{\infty}\left[\mathcal{L}^{m} \hat{A}_{j}(t)+\left(\mathcal{L}^{m-1} I\right)\left(\hat{A}_{j+1}(t)-\mathcal{L} \hat{A}_{j}(t)\right)\right] \epsilon^{m+j}
\end{aligned}
$$

By comparing the coefficients of $\epsilon^{0}, \epsilon^{1}, \cdots, \epsilon^{m-2}$ in both sides of (3.2.37), we get

$$
\hat{A}_{0}(t)=I, \hat{A}_{1}(t)=\mathcal{L} I, \cdots, \hat{A}_{m-2}(t)=\mathcal{L}^{m-2} I
$$

Moreover, by comparing the coefficient of $\epsilon^{m-1}$ in (3.2.37), we get

$$
\hat{A}_{m-1}(t)=\left(\mathcal{L}^{m-1} I\right) \hat{A}_{0}(t)=\mathcal{L}^{m-1} I .
$$

Consider $\hat{A}_{m+j}(t), j=0,1, \cdots$. We have from (3.2.37) that

$$
\hat{A}_{m+j}=\mathcal{L}^{m} \hat{A}_{j}(t)+\left(\mathcal{L}^{m-1} I\right)\left(\hat{A}_{j+1}(t)-\mathcal{L} \hat{A}_{j}(t)\right)
$$

By induction, it is easy to conclude that

$$
\hat{A}_{m+j}(t)=\mathcal{L}^{m+j} I, j=0,1, \cdots
$$

Thus, we have that

$$
\hat{A}_{j}(t)=\mathcal{L}^{j} I \text { for } j=0,1, \cdots
$$

which means that

$$
\begin{equation*}
\hat{X}(t, \epsilon)=\sum_{j=0}^{\infty}\left(\mathcal{L}^{j} I\right) \epsilon^{j} \tag{3.2.38}
\end{equation*}
$$

Since $\sum_{j=0}^{\infty}\left(\mathcal{L}^{j} I\right) \epsilon^{j}=I+\epsilon \mathcal{L}\left(\sum_{j=0}^{\infty}\left(\mathcal{L}^{j} I\right) \epsilon^{j}\right)$, we get that $\hat{X}(t, \epsilon)$ is also a solution of $Z(t, \epsilon)=$ $I+\epsilon \mathcal{L} Z(t, \epsilon)$. Therefore, $\frac{\partial}{\partial t} \hat{X}(t, \epsilon)=\epsilon \tilde{R}(t) \hat{X}(t, \epsilon)$, which is the desired conclusion.

We can now conclude the proof of Theorem 3.2.1.
Proof. When $\epsilon=1$, we have in (3.2.26) and (3.2.27)

$$
\begin{aligned}
\tilde{H} & =\left(I-\mathcal{L}^{m-1} I\right)^{-1} \sum_{\nu=0}^{m-2} \mathcal{L}^{\nu} I \\
\tilde{\mathcal{L}} \hat{Z}(t) & =-\left(I-\mathcal{L}^{m-1} I\right)^{-1} \int_{b}^{t} C_{1}(s, t) \tilde{R}(s) \hat{Z}(s) d s
\end{aligned}
$$

$>$ From Lemma 3.2.3, we know that $\hat{X}(t)=\sum_{\nu=0}^{\infty} \tilde{\mathcal{L}}^{\nu} \tilde{H}$ converges uniformly and absolutely, and $\hat{X}^{\prime}(t)=\tilde{R}(t) \hat{X}(t)$. Therefore,

$$
\begin{equation*}
S(t)=\exp \left(\int_{t_{0}}^{t} D(s) d s\right) \hat{X}(t) \tag{3.2.39}
\end{equation*}
$$

is a fundamental solution of equation (3.1.1).
Also, we know that $\hat{X}(t)$ is a solution of $\hat{Z}=\tilde{H}+\tilde{\mathcal{L}} \hat{Z}$. So that

$$
\hat{X}=\tilde{H}+\tilde{\mathcal{L}} \hat{X}=\left(I-\mathcal{L}^{m-1} I\right)^{-1} \sum_{\nu=0}^{m-2} \mathcal{L}^{\nu} I-\left(I-\mathcal{L}^{m-1} I\right)^{-1} \int_{b}^{t} C_{1}(s, t) \tilde{R}(s) \hat{X}(s) d s
$$

Hence,

$$
\begin{gather*}
\|\hat{X}-I\| \\
=\left\|\left(I-\mathcal{L}^{m-1} I\right)^{-1} \sum_{\nu=0}^{m-2} \mathcal{L}^{\nu} I-I-\left(I-\mathcal{L}^{m-1} I\right)^{-1} \int_{b}^{t} C_{1}(s, t) \tilde{R}(s) \hat{X}(s) d s\right\| \\
3.2 .40) \leq\left\|\left(I-\mathcal{L}^{m-1} I\right)^{-1} \sum_{\nu=0}^{m-2} \mathcal{L}^{\nu} I-I\right\|+\left\|\left(I-\mathcal{L}^{m-1} I\right)^{-1}\right\| \cdot \int_{t}^{b}\left\|C_{1}(s, t) \tilde{R}(s)\right\| d s \cdot\|\hat{X}\| \|
\end{gather*}
$$

Since $\mathcal{L}^{m-1} I \rightarrow 0$, we get $\left(I-\mathcal{L}^{m-1} I\right)^{-1} \rightarrow I$ as $t \rightarrow b$. Also, by the condition (3.2.10) of Theorem 3.2.1, we have $\sum_{\nu=0}^{m-2} \mathcal{L}^{\nu} I \rightarrow I$ as $t \rightarrow b$. Therefore,

$$
\begin{equation*}
\left\|\left(I-\mathcal{L}^{m-1} I\right)^{-1} \sum_{\nu=0}^{m-2} \mathcal{L}^{\nu} I-I\right\| \rightarrow 0 \text { as } t \rightarrow b \tag{3.2.41}
\end{equation*}
$$

$\|\mid \hat{X}\| \|$ is finite because $\sum_{k=0}^{\infty} \tilde{\mathcal{L}}^{k} \tilde{H}$ converges uniformly on $[a, b)$. $\left\|\left(I-\mathcal{L}^{m-1} I\right)^{-1}\right\| \rightarrow n$ as $t \rightarrow b . \int_{t}^{b}\left\|C_{1}(s, t) \tilde{R}(s)\right\| d s \rightarrow 0$ as $t \rightarrow b$ from the condition (3.2.11). Thus, we have

$$
\begin{equation*}
\left\|\left(I-\mathcal{L}^{m-1} I\right)^{-1}\right\| \cdot \int_{t}^{b}\left\|C_{1}(s, t) \tilde{R}(s)\right\| d s \cdot\|\hat{X}\| \rightarrow 0 \text { as } t \rightarrow b \tag{3.2.42}
\end{equation*}
$$

From (3.2.40), (3.2.41) and (3.2.42), we get that $\|\hat{X}-I\| \rightarrow 0$ as $t \rightarrow b$.
Let $P(t)=\hat{X}-I$, we get from (3.2.38) that

$$
P(t)=\sum_{j=1}^{\infty} \mathcal{L}^{j} I
$$

and from (3.2.39),

$$
S(t)=\exp \left(\int_{t_{0}}^{t} D(s) d s\right)(I+\hat{X}(t)-I)=\exp \left(\int_{t_{0}}^{t} D(s) d s\right)(I+P(t))
$$

is a fundamental solution of equation (3.1.1) with $P(t) \rightarrow 0$ as $t \rightarrow b$.

Theorem 3.2.1 with $m=2$ and $b=+\infty$ leads to a simple criterion for asymptotic integration that will be used frequently in the sequel. Therefore, we have the following.

Theorem 3.2.4. Let $m=2, b=+\infty$ and assume,
(3.2.43) (i) $\tilde{R}(t)$ is integrable on $[a, \infty)$ and $C_{1}(t):=\int_{\infty}^{t} \tilde{R}\left(t_{1}\right) d t_{1} \rightarrow 0$ as $t \rightarrow+\infty$, and

$$
\begin{equation*}
(i i) C_{1}(s) \tilde{R}(s)=\int_{\infty}^{s} \tilde{R}\left(t_{1}\right) d t_{1} \tilde{R}(s) \in L^{1}[a, \infty) \tag{3.2.44}
\end{equation*}
$$

then (3.1.1) is right almost diagonal.
Proof. When $m=2$ and $b=\infty$, we have that $\mathcal{L} I=C_{1}(t)$ and $C_{1}(s, t)=\int_{\infty}^{s} \tilde{R}\left(t_{1}\right) d t_{1}=$ $C_{1}(s)$. It is then easy to verify that all conditions of Theorem 3.2.1 hold and the result follows.

Our next result uses integration by parts to render the asymptotic integration of (3.1.1). For the sake of abbreviation we will suppress the explicit mention of the independent variable in $R(s)$ and put $R(s)=R$.

Theorem 3.2.5. Assume (3.1.1) is potentially oscillatory and the following hold,
(a) $R$ is integrable on $[a, \infty)$ and $\int_{\infty}^{t} R d s \rightarrow 0$ as $t \rightarrow \infty$,
(b) $D\left(\int_{\infty}^{t} R d s\right)-\left(\int_{\infty}^{t} R d s\right) D \in L^{1}[a, \infty)$,
(c) $\left(\int_{\infty}^{t} R d s\right) R \in L^{1}[a, \infty)$,
(d) $\left[\int_{\infty}^{t} \Phi^{-1}\left(D\left(\int_{\infty}^{s} R d \eta\right)-\left(\int_{\infty}^{s} R d \eta\right) D\right) \Phi d s\right] \Phi^{-1} R \Phi \in L^{1}[a, \infty)$.

Then (3.1.1) is right almost diagonal.
Proof. We need the Proposition 1.1.3 in our proof. Note the following identities. For any differentiable matrix $A(t), B(t)$ and $C(t)$,

$$
\begin{aligned}
A(t) B(t) C(t)-A\left(t_{0}\right) B\left(t_{0}\right) C\left(t_{0}\right) & =\int_{t_{0}}^{t}(A B C)^{\prime} d s \\
& =\int_{t_{0}}^{t} A^{\prime} B C d s+\int_{t_{0}}^{t} A B^{\prime} C d s+\int_{t_{0}}^{t} A B C^{\prime} d s
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\int_{t_{0}}^{t} A B^{\prime} C d s=A(t) B(t) C(t)-A\left(t_{0}\right) B\left(t_{0}\right) C\left(t_{0}\right)-\int_{t_{0}}^{t} A^{\prime} B(s) C d s-\int_{t_{0}}^{t} A B C^{\prime} d s \tag{3.2.49}
\end{equation*}
$$

Let $t_{0}=\infty, A=\Phi^{-1}(t), B=\int_{\infty}^{t} R(s) d s$ and $C=\Phi(t)$. Moreover, by (1.1.9) in Proposition 1.1.3 and condition (3.2.45), we get that $\Phi^{-1} \int_{\infty}^{t} R d s \Phi \rightarrow 0$ as $t \rightarrow \infty$. Hence,
(3.2.49) implies that

$$
\begin{aligned}
\left|C_{1}(t)\right| & =\left|\int_{\infty}^{t} \tilde{R} d s\right|=\left|\int_{\infty}^{t} \Phi^{-1} R \Phi d s\right| \\
& =\left|\Phi^{-1}\left(\int_{\infty}^{t} R d s\right) \Phi-\int_{\infty}^{t}\left(-\Phi^{-1} D\right)\left(\int_{\infty}^{s} R d \eta\right) \Phi d s-\int_{\infty}^{t} \Phi^{-1}\left(\int_{\infty}^{s} R d \eta\right) D \Phi d s\right| \\
& \leq\left|\Phi^{-1}\left(\int_{\infty}^{t} R d s\right) \Phi\right|+\left|\int_{\infty}^{t} \Phi^{-1}\left(D\left(\int_{\infty}^{s} R d \eta\right)-\left(\int_{\infty}^{s} R d \eta\right) D\right) \Phi d s\right|
\end{aligned}
$$

Then, (1.1.9), (1.1.10), condition (3.2.45) and (3.2.46) infer that $C_{1}(t) \rightarrow 0$ as $t \rightarrow \infty$.
Next we need the following identity.

$$
\begin{aligned}
C_{1}(s) \tilde{R}(s) & =\left[\Phi^{-1}\left(\int_{\infty}^{s} R d t_{1}\right) \Phi+\int_{\infty}^{s} \Phi^{-1}\left(D\left(\int_{\infty}^{t_{1}} R d \eta\right)-\left(\int_{\infty}^{t_{1}} R d \eta\right) D\right) \Phi d t_{1}\right] \Phi^{-1} R \Phi \\
& =\Phi^{-1}\left(\int_{\infty}^{s} R d t_{1}\right) R \Phi+\left[\int_{\infty}^{s} \Phi^{-1}\left(D\left(\int_{\infty}^{t_{1}} R d \eta\right)-\left(\int_{\infty}^{t_{1}} R d \eta\right) D\right) \Phi d t_{1}\right] \cdot\left(\Phi^{-1} R \Phi\right)
\end{aligned}
$$

(1.1.10) and condition (3.2.47) and (3.2.48) imply that $C_{1}(s) \tilde{R}(s) \in L^{1}[a, \infty)$.

Therefore, by Theorem 3.2.4, (3.1.1) is right almost diagonal.
Remark 3.2.6. (a) Evidently, if $R(t) \in L^{1}[a, \infty)$, then with the help of (1.1.10), conditions (3.2.43) and (3.2.44) of Theorem 3.2.4 hold. Thus, we obtain Levinson's theorem for potentially oscillatory systems as a special case of Theorem 3.2.4.
(b) If $\left|\operatorname{Re} \int_{t_{1}}^{t_{2}} \lambda_{j}(s) d s\right| \leq \tilde{M}$, with $\tilde{M}$ a positive fixed constant, then (3.1.1) is a potentially oscillatory system. This includes the special case that the matrix $D(t)+R(t)$ is anti-Hermitian which is of great interest in quantum mechanics.
(c) Although the conditions of Theorem 3.2.4 lead to a theorem that coincides with a result of [12], Theorem 3.2 .1 with $m>2$ is new and is not inferred by [12] .
(d) In our Definition 1.1.1 of almost diagonal systems we assume that $r_{k k}(t)=0, k=$ $1,2, \cdots, n$. However, all of our Theorem 3.2.1, Theorem3.2.4 and Theorem 3.2.5 apply to the situation where $r_{k k}(t)$ are not necessarily zero. The assumption that $r_{k k}(t)$ is not necessarily zero is prevalent in the literature on asymptotic integration. See, e.g. [9].

### 3.3. Examples

In this section we consider some examples of potentially oscillatory systems where $R(t)$ possesses elements of the form $\frac{\sin t^{\mu}}{t^{\delta}}$. We know that when $\delta \leq 1, \frac{\sin t^{\mu}}{t^{\delta}}$ does not belong to $L^{1}[a, \infty)$, so that Levison's theorem does not apply. Neither are the examples below included in the analysis of $[\mathbf{9}, \mathbf{1 2}, \mathbf{3 2}]$. However, our Theorem 3.2.4 and Theorem 3.2.5 will show that the differential systems in the following examples are all right almost diagonal.

Example 3.3.1. Consider the system below on the interval $[a, \infty)$ with $a>0$.

$$
Y^{\prime}(t)=\left(\left[\begin{array}{cccc}
\lambda_{1}(t) & 0 & \cdots & 0  \tag{3.3.1}\\
0 & \lambda_{2}(t) & \cdots & 0 \\
& \cdots & & \\
0 & 0 & \cdots & \lambda_{n}(t)
\end{array}\right]+\left[\begin{array}{cccc}
0 & c_{12} & \cdots & c_{1 n} \\
c_{21} & 0 & \cdots & c_{2 n} \\
& \cdots & & \\
c_{n 1} & c_{n 2} & \cdots & 0
\end{array}\right] \frac{\sin t^{\mu}}{t^{\delta}}\right) Y(t)
$$

If the following conditions hold.
(3.3.2) (1) The system is potentially oscillatory,
(2) $\delta, \mu>0,2 \delta+\mu-2>0$ and $\delta+2 \mu-2>0$,
(3) $\frac{\lambda_{k}(s)-\lambda_{j}(s)}{s^{\mu}} \in L^{1}[a, \infty), \frac{\lambda_{k}^{\prime}(s)-\lambda_{j}^{\prime}(s)}{s^{\mu-1}} \in L^{1}[a, \infty)$, $\frac{\left|\lambda_{k}(s)-\lambda_{j}(s)\right|^{2}}{s^{\mu-1}} \in L^{1}[a, \infty)$, and $\frac{\left|\lambda_{k}(t)-\lambda_{j}(t)\right|}{t^{\mu-1}}$ is bounded on $[a, \infty)$.

Then (3.3.1) is right almost diagonal.
Proof. Notice that the conditions $2 \delta+\mu-2>0$ and $\delta+2 \mu-2>0$ imply

$$
\begin{equation*}
\delta+\mu-1>0 \tag{3.3.5}
\end{equation*}
$$

In this example,

$$
\begin{equation*}
\tilde{R}(t)=\left(c_{j k} \frac{\sin t^{\mu}}{t^{\delta}} e^{\int_{s_{0}}^{t}\left[\lambda_{k}(s)-\lambda_{j}(s)\right] d s}\right)_{j, k=1}^{n} \tag{3.3.6}
\end{equation*}
$$

Therefore, in Theorem 3.2.4,

$$
\begin{align*}
\left(C_{1}(t)\right)_{j k}= & \int_{\infty}^{t} \tilde{r}_{j k}(s) d s \\
= & c_{j k} \int_{\infty}^{t} \frac{\sin s^{\mu}}{s^{\delta}} e^{\int_{s_{0}}^{s}\left[\lambda_{k}(\eta)-\lambda_{j}(\eta)\right] d \eta} d s \\
= & c_{j k}\left[\left(\int_{\infty}^{t} \frac{\sin x^{\mu}}{x^{\delta}} d x\right) e^{\int_{s_{0}}^{t}\left[\lambda_{k}(\eta)-\lambda_{j}(\eta)\right] d \eta}\right. \\
& \left.-\int_{\infty}^{t}\left(\int_{\infty}^{s} \frac{\sin x^{\mu}}{x^{\delta}} d x\right)\left(\lambda_{k}(s)-\lambda_{j}(s)\right) e^{\int_{s_{0}}^{s}\left[\lambda_{k}(\eta)-\lambda_{j}(\eta)\right] d \eta} d s\right] \\
= & c_{j k}\left(A_{1}-A_{2}\right), \tag{3.3.7}
\end{align*}
$$

where

$$
\begin{align*}
A_{1} & =\left(\int_{\infty}^{t} \frac{\sin x^{\mu}}{x^{\delta}} d x\right) e^{\int_{s_{0}}^{t}\left[\lambda_{k}(\eta)-\lambda_{j}(\eta)\right] d \eta}  \tag{3.3.8}\\
A_{2} & =\int_{\infty}^{t}\left(\int_{\infty}^{s} \frac{\sin x^{\mu}}{x^{\delta}} d x\right)\left(\lambda_{k}(s)-\lambda_{j}(s)\right) e^{\int_{s_{0}}^{s}\left[\lambda_{k}(\eta)-\lambda_{j}(\eta)\right] d \eta} d s \tag{3.3.9}
\end{align*}
$$

We now estimate $A_{1}$. Observe that

$$
\begin{align*}
\int_{\infty}^{t} \frac{\sin x^{\mu}}{x^{\delta}} d x & =\int_{\infty}^{t}\left(-\mu x^{\mu-1} \sin x^{\mu}\right) \frac{1}{-\mu x^{\delta+\mu-1}} d x \\
& =-\frac{\cos t^{\mu}}{\mu t^{\delta+\mu-1}}-\frac{\delta+\mu-1}{\mu} \int_{\infty}^{t}\left(\cos x^{\mu}\right) \frac{1}{x^{\delta+\mu}} d x \tag{3.3.10}
\end{align*}
$$

which leads to

$$
\begin{equation*}
\left|\int_{\infty}^{t} \frac{\sin x^{\mu}}{x^{\delta}} d x\right| \leq \frac{1}{\mu t^{\delta+\mu-1}}+\frac{\delta+\mu-1}{\mu} \int_{t}^{\infty} \frac{1}{x^{\delta+\mu}} d x=\frac{2}{\mu t^{\delta+\mu-1}} \tag{3.3.11}
\end{equation*}
$$

Since the system is potentially oscillatory, there exists $M_{1}>0$ such that

$$
\begin{equation*}
\left|e^{\int_{s_{0}}^{t}\left[\lambda_{k}(\eta)-\lambda_{j}(\eta)\right] d \eta}\right| \leq \frac{\mu M_{1}}{2} \tag{3.3.12}
\end{equation*}
$$

for $t \in[a, \infty)$. Therefore,

$$
\begin{equation*}
\left|A_{1}\right|=\left|\int_{\infty}^{t} \frac{\sin x^{\mu}}{x^{\delta}} d x\right| \cdot\left|e^{\int_{s_{0}}^{t}\left[\lambda_{k}(\eta)-\lambda_{j}(\eta)\right] d \eta}\right| \leq \frac{2}{\mu t^{\delta+\mu-1}} \cdot \frac{\mu M_{1}}{2}=\frac{M_{1}}{t^{\delta+\mu-1}} \tag{3.3.13}
\end{equation*}
$$

Then we consider $A_{2}$. First observe that by integration by parts we have

$$
\begin{align*}
\int_{\infty}^{t}\left(\cos x^{\mu}\right) \frac{1}{x^{\delta+\mu}} d x & =\int_{\infty}^{t} \mu x^{\mu-1} \cos x^{\mu} \frac{1}{\mu x^{\delta+2 \mu-1}} d x \\
& =\frac{\sin t^{\mu}}{\mu t^{\delta+2 \mu-1}}+\frac{\delta+2 \mu-1}{\mu} \int_{\infty}^{t} \frac{\sin x^{\mu}}{x^{\delta+2 \mu}} d x \tag{3.3.14}
\end{align*}
$$

Therefore, insert (3.3.14) into (3.3.10) to get

$$
\begin{align*}
\int_{\infty}^{t} \frac{\sin x^{\mu}}{x^{\delta}} d x=- & \frac{\cos t^{\mu}}{\mu t^{\delta+\mu-1}}-\frac{\delta+\mu-1}{\mu^{2}} \frac{\sin t^{\mu}}{t^{\delta+2 \mu-1}} \\
& -\frac{(\delta+\mu-1)(\delta+2 \mu-1)}{\mu^{2}} \int_{\infty}^{t} \frac{\sin x^{\mu}}{x^{\delta+2 \mu}} d x . \tag{3.3.15}
\end{align*}
$$

Insert (3.3.15) into (3.3.9) and we get

$$
\begin{align*}
& \left|A_{2}\right| \leq\left|\frac{1}{\mu} \int_{\infty}^{t} \frac{\cos s^{\mu}}{s^{\delta+\mu-1}}\left(\lambda_{k}(s)-\lambda_{j}(s)\right) e^{\int_{s_{0}}^{s}\left[\lambda_{k}(\eta)-\lambda_{j}(\eta)\right] d \eta} d s\right| \\
& \\
& \quad+\left|\int_{\infty}^{t}\left[\frac{\delta+\mu-1}{\mu^{2}} \cdot \frac{\sin s^{\mu}}{s^{\delta+2 \mu-1}}\right]\left(\lambda_{k}(s)-\lambda_{j}(s)\right) e^{\int_{s_{0}}^{s}\left[\lambda_{k}(\eta)-\lambda_{j}(\eta)\right] d \eta} d s\right|  \tag{3.3.16}\\
& (3.3 .16) \quad+\left|\int_{\infty}^{t}\left[\frac{(\delta+\mu-1)(\delta+2 \mu-1)}{\mu^{2}} \int_{\infty}^{s} \frac{\sin x^{\mu}}{x^{\delta+2 \mu}} d x\right]\left(\lambda_{k}(s)-\lambda_{j}(s)\right) e^{\int_{s_{0}}^{s}\left[\lambda_{k}(\eta)-\lambda_{j}(\eta)\right] d \eta} d s\right| .
\end{align*}
$$

Since $\frac{\lambda_{k}(s)-\lambda_{j}(s)}{s^{\mu}} \in L^{1}$, there exists some $M_{2}>0$ such that $\int_{t}^{\infty}\left|\frac{\lambda_{k}(s)-\lambda_{j}(s)}{s^{\mu}}\right| d s \leq M_{2}$ when $t \in[a, \infty)$. Therefore,

$$
\begin{align*}
& \left|\int_{\infty}^{t}\left[\frac{\delta+\mu-1}{\mu^{2}} \cdot \frac{\sin s^{\mu}}{s^{\delta+2 \mu-1}}\right]\left(\lambda_{k}(s)-\lambda_{j}(s)\right) e^{\int_{s_{0}}^{s}\left[\lambda_{k}(\eta)-\lambda_{j}(\eta)\right] d \eta} d s\right| \\
\leq & \frac{\delta+\mu-1}{\mu^{2}} \int_{t}^{\infty} \frac{1}{s^{\delta+\mu-1}} \cdot \frac{\left|\lambda_{k}(s)-\lambda_{j}(s)\right|}{s^{\mu}} \cdot\left|e^{\int_{s_{0}}^{s}\left[\lambda_{k}(\eta)-\lambda_{j}(\eta)\right] d \eta}\right| d s \\
\leq & \frac{\delta+\mu-1}{\mu^{2}} \cdot \frac{1}{t^{\delta+\mu-1}} \int_{t}^{\infty} \frac{\left|\lambda_{k}(s)-\lambda_{j}(s)\right|}{s^{\mu}} d s \cdot \frac{\mu M_{1}}{2} \\
\leq & \frac{M_{3}}{t^{\delta+\mu-1}} \tag{3.3.17}
\end{align*}
$$

where $M_{3}=\frac{1}{\mu}(\delta+\mu-1) \cdot M_{2} \cdot \frac{M_{1}}{2}$.

Similar to the estimation in (3.3.17) we have

$$
\begin{aligned}
& \quad\left|\int_{\infty}^{t}\left[\frac{(\delta+\mu-1)(\delta+2 \mu-1)}{\mu^{2}} \int_{\infty}^{s} \frac{\sin x^{\mu}}{x^{\delta+2 \mu}} d x\right]\left(\lambda_{k}(s)-\lambda_{j}(s)\right) e^{\int_{s_{0}}^{s}\left[\lambda_{k}(\eta)-\lambda_{j}(\eta)\right] d \eta} d s\right| \\
& \quad \leq \frac{\delta+\mu-1}{\mu^{2}} \int_{t}^{\infty}\left((\delta+2 \mu-1) \int_{s}^{\infty} \frac{1}{x^{\delta+2 \mu}} d x\right) \cdot\left|\lambda_{k}(s)-\lambda_{j}(s)\right| \cdot\left|e^{\int_{s_{0}}^{s}\left[\lambda_{k}(\eta)-\lambda_{j}(\eta)\right] d \eta}\right| d s \\
& =\frac{\delta+\mu-1}{\mu^{2}} \int_{t}^{\infty} \frac{1}{s^{\delta+2 \mu-1}} \cdot\left|\lambda_{k}(s)-\lambda_{j}(s)\right| \cdot\left|e^{\int_{s_{0}}^{s}\left[\lambda_{k}(\eta)-\lambda_{j}(\eta)\right] d \eta}\right| d s \\
& \text { (3.3.18) } \quad \leq \frac{M_{3}}{t^{\delta+\mu-1}} .
\end{aligned}
$$

Using integration by parts yields

$$
\begin{align*}
& \int_{\infty}^{t} \frac{\cos s^{\mu}}{s^{\delta+\mu-1}}\left(\lambda_{k}(s)-\lambda_{j}(s)\right) e^{\int_{s_{0}}^{s}\left[\lambda_{k}(\eta)-\lambda_{j}(\eta)\right] d \eta} d s \\
= & \left(\int_{\infty}^{t} \frac{\cos x^{\mu}}{x^{\delta+\mu-1}} d x\right)\left(\lambda_{k}(t)-\lambda_{j}(t)\right) e^{\int_{s_{0}}^{t}\left[\lambda_{k}(\eta)-\lambda_{j}(\eta)\right] d \eta} \\
19) & -\int_{\infty}^{t}\left(\int_{\infty}^{s} \frac{\cos x^{\mu}}{x^{\delta+\mu-1}} d x\right)\left[\left(\lambda_{k}(s)-\lambda_{j}(s)\right)^{\prime}+\left(\lambda_{k}(s)-\lambda_{j}(s)\right)^{2}\right] e^{\int_{s_{0}}^{s}\left[\lambda_{k}(\eta)-\lambda_{j}(\eta)\right] d \eta} d s, \tag{3.3.19}
\end{align*}
$$

and

$$
\begin{align*}
\left|\int_{\infty}^{t} \frac{\cos x^{\mu}}{x^{\delta+\mu-1}} d x\right| & =\left|\frac{\sin t^{\mu}}{\mu t^{\delta+2 \mu-2}}+\frac{\delta+2 \mu-2}{\mu} \int_{\infty}^{t} \frac{\sin x^{\mu}}{x^{\delta+2 \mu-1}} d x\right| \\
& \leq \frac{1}{\mu t^{\delta+2 \mu-2}}+\frac{\delta+2 \mu-2}{\mu} \int_{t}^{\infty} \frac{1}{x^{\delta+2 \mu-1}} d x \\
& =\frac{2}{\mu t^{\delta+2 \mu-2}} \tag{3.3.20}
\end{align*}
$$

Combine now the estimations in (3.3.19) and (3.3.20) to get

$$
\begin{aligned}
& \left|\int_{\infty}^{t} \frac{\cos s^{\mu}}{s^{\delta+\mu-1}}\left(\lambda_{k}(s)-\lambda_{j}(s)\right) e^{\int_{s_{0}}^{s}\left[\lambda_{k}(\eta)-\lambda_{j}(\eta)\right] d \eta} d s\right| \\
\leq & \frac{2}{\mu t^{\delta+2 \mu-2}} \cdot\left|\lambda_{k}(t)-\lambda_{j}(t)\right| \cdot\left|e^{\int_{s_{0}}^{t}\left[\lambda_{k}(\eta)-\lambda_{j}(\eta)\right] d \eta}\right| \\
& \quad+\int_{t}^{\infty} \frac{2}{\mu s^{\delta+2 \mu-2}}\left(\left|\lambda_{k}^{\prime}(s)-\lambda_{j}^{\prime}(s)\right|+\left|\lambda_{k}(s)-\lambda_{j}(s)\right|^{2}\right)\left|e^{\int_{s_{0}}^{s}\left[\lambda_{k}(\eta)-\lambda_{j}(\eta)\right] d \eta}\right| d s \\
\leq & \frac{\left|\lambda_{k}(t)-\lambda_{j}(t)\right|}{t^{\mu-1}} \cdot \frac{M_{1}}{t^{\delta+\mu-1}}+\frac{1}{t^{\delta+\mu-1}} \int_{t}^{\infty} M_{1} \frac{\left|\lambda_{k}^{\prime}(s)-\lambda_{j}^{\prime}(s)\right|+\left|\lambda_{k}(s)-\lambda_{j}(s)\right|^{2}}{s^{\mu-1}} d s \\
(3.3 .21) \quad \leq & \frac{\mu M_{4}}{t^{\delta+\mu-1}},
\end{aligned}
$$

where $M_{4}$ is a positive constant. We applied the conditions that $\frac{\left|\lambda_{k}(t)-\lambda_{j}(t)\right|}{t^{\mu-1}}$ is bounded on $[a,+\infty), \frac{\left|\lambda_{k}^{\prime}(s)-\lambda_{j}^{\prime}(s)\right|}{s^{\mu-1}} \in L^{1}$ and $\frac{\left|\lambda_{k}(s)-\lambda_{j}(s)\right|^{2}}{s^{\mu-1}} \in L^{1}$ in (3.3.21).
$>$ From (3.3.16), (3.3.17), (3.3.18) and (3.3.21), we get

$$
\begin{equation*}
\left|A_{2}\right| \leq \frac{2 M_{3}+M_{4}}{t^{\delta+\mu-1}} \tag{3.3.22}
\end{equation*}
$$

The identity (3.3.7) and the estimates on $A_{1}$ and $A_{2}$ in (3.3.13) and (3.3.22) help us conclude that,

$$
\begin{equation*}
\left|\left(C_{1}(t)\right)_{j k}\right| \leq\left|c_{j k}\right| \cdot\left(\left|A_{1}\right|+\left|A_{2}\right|\right) \leq\left|c_{j k}\right|\left(\frac{M_{1}}{t^{\delta+\mu-1}}+\frac{2 M_{3}+M_{4}}{t^{\delta+\mu-1}}\right) \leq \frac{M}{t^{\delta+\mu-1}}, \tag{3.3.23}
\end{equation*}
$$

where $M=\max \left\{\left|c_{j k}\right|\right\}\left(M_{1}+2 M_{3}+M_{4}\right)$ is a positive number.
By (3.3.5) and (3.3.23), we get that condition (3.2.43) of Theorem 3.2.4 holds, namely $\tilde{R}$ is integrable on $[a, \infty)$ and $C_{1}(t) \rightarrow 0$ as $t \rightarrow \infty$.

Let us show that condition (3.2.44) of Theorem 3.2.4 also holds. We have

$$
\begin{aligned}
\left|\left(C_{1}(s) \tilde{R}(s)\right)_{j k}\right| & =\left|\sum_{l=1}^{n}\left(\int_{\infty}^{s} \tilde{r}_{j l}\left(t_{1}\right) d t_{1} \cdot \tilde{r}_{l k}(s)\right)\right| \leq \sum_{l=1}^{n}\left|\int_{\infty}^{s} \tilde{r}_{j l}\left(t_{1}\right) d t_{1}\right| \cdot\left|\tilde{r}_{l k}(s)\right| \\
& \leq \sum_{l=1}^{n} \frac{M}{s^{\delta+\mu-1}} \cdot c \frac{\mu M_{1}}{2}\left|\frac{\sin s^{\mu}}{s^{\delta}}\right| \leq \frac{c n \mu M M_{1}}{2 s^{2 \delta+\mu-1}},
\end{aligned}
$$

where $c=\operatorname{Max}\left\{\left|c_{j k}\right|\right\}$. Since $2 \delta+\mu-1>1$, we have that $C_{1}(s) \tilde{R}(s) \in L^{1}$.
Therefore, the system (3.3.1) is right almost diagonal.
$>$ From Example 3.3.1, we can see that the differential system

$$
Y^{\prime}(t)=\left(\left[\begin{array}{cc}
t i+\frac{i}{t} & 0 \\
0 & t i-\frac{i}{t}
\end{array}\right]+\left[\begin{array}{cc}
0 & c_{1} \\
c_{2} & 0
\end{array}\right] \frac{\sin t^{2}}{t^{\frac{1}{4}}}\right) Y(t)
$$

with $i=\sqrt{-1}$, is right almost diagonal. However, Levison's Theorem and other theorems in [9] do not apply. Neither does Theorem 2.1 in [32] because $D(t) \int_{\infty}^{t} R(s) d s$ does not belong to $L^{1}$.

At the same time, from Example 3.3.1 we can get that

$$
Y^{\prime}(t)=\left(\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right] \frac{1}{t^{2}}+\left[\begin{array}{cc}
0 & c_{1} \\
c_{2} & 0
\end{array}\right] \frac{\sin t}{t^{\frac{3}{4}}}\right) Y(t)
$$

is right almost diagonal. Theorem 1 in [12] (Theorem 1.1.12 of our work) does not apply because

$$
\frac{r_{21}(t)}{\lambda_{1}(t)-\lambda_{2}(t)}=\frac{c_{2} \frac{\sin t}{t^{3}}}{\frac{2}{t^{2}}}=\frac{c_{2}}{2} \sin t \cdot t^{\frac{5}{4}}
$$

which does not goes to 0 as $t \rightarrow \infty$.
We can obtain stronger results if we narrow our discussion to the case $n=2$.
Example 3.3.2. Consider the differential system

$$
Y^{\prime}(t)=\left(\left[\begin{array}{cc}
\lambda_{1}(t) & 0  \tag{3.3.24}\\
0 & \lambda_{2}(t)
\end{array}\right]+\left[\begin{array}{cc}
0 & r_{12}(t) \\
r_{21}(t) & 0
\end{array}\right]\right) Y(t)
$$

where $r_{12}(t)=c_{12} \frac{\sin t^{\mu_{1}}}{t^{\delta_{1}}}, r_{21}(t)=c_{21} \frac{\sin t^{\mu_{2}}}{t^{\delta_{2}}}$. Let,
(3.3.25) (1) the system is potentially oscillatory on $[a, \infty)$ with $a>0$;
(2) for $j=1,2, \delta_{j}, \mu_{j}>0, \delta_{j}+\mu_{j}-1>0, \delta_{j}+2 \mu_{j}-2>0$

$$
\begin{equation*}
\text { and } \delta_{1}+\delta_{2}+\mu_{j}-2>0 \tag{3.3.26}
\end{equation*}
$$

(3) for $j=1,2, \frac{\lambda_{1}(s)-\lambda_{2}(s)}{s^{\mu_{j}}} \in L^{1}[a, \infty), \frac{\lambda_{1}^{\prime}(s)-\lambda_{2}^{\prime}(s)}{s^{\mu_{j}-1}} \in L^{1}[a, \infty)$,

$$
\begin{equation*}
\frac{\left|\lambda_{1}(s)-\lambda_{2}(s)\right|^{2}}{s^{\mu_{j}-1}} \in L^{1}[a, \infty) \text {, and } \frac{\left|\lambda_{1}(t)-\lambda_{2}(t)\right|}{t^{\mu_{j}-1}} \text { is bounded on }[a,+\infty) \text {, } \tag{3.3.27}
\end{equation*}
$$

Then (3.3.24) is right almost diagonal.
Proof. In this example,

$$
\tilde{r}_{12}(t)=c_{12} \frac{\sin t^{\mu_{1}}}{t^{\delta_{1}}} e^{\int_{t_{0}}^{t}\left[\lambda_{2}(s)-\lambda_{1}(s)\right] d s}, \quad \tilde{r}_{21}(t)=c_{21} \frac{\sin t^{\mu_{2}}}{t^{\delta_{2}}} e^{\int_{t_{0}}^{t}\left[\lambda_{1}(s)-\lambda_{2}(s)\right] d s}
$$

Similar to the analysis of Example 3.3.1, conditions (3.3.25), the first three inequalities of (3.3.26) and conditions of (3.3.27) leads to that $C_{1}(t) \rightarrow 0$ as $t \rightarrow+\infty$.

At the same time, notice that,

$$
\begin{aligned}
\left|C_{1}(s) \tilde{R}(s)\right| & =\left[\begin{array}{cc}
\left|\tilde{r}_{21}(s) \int_{\infty}^{s} \tilde{r}_{12}\left(t_{1}\right) d t_{1}\right| & 0 \\
0 & \left|\tilde{r}_{12}(s) \int_{\infty}^{s} \tilde{r}_{21}\left(t_{1}\right) d t_{1}\right|
\end{array}\right] \\
& \leq\left[\begin{array}{cc}
0 \\
K\left|c_{21} \frac{\sin s^{\mu_{2}}}{s^{\delta_{2}}}\right| \cdot\left|\frac{M}{s^{\delta_{1}+\mu_{1}-1}}\right| & K\left|c_{12} \frac{\sin s^{s_{1}}}{s^{\delta_{1}}}\right| \cdot\left|\frac{M}{s^{\delta_{2}+\mu_{2}-1}}\right|
\end{array}\right] \\
& \leq K\left[\begin{array}{cc}
\frac{\left|c_{21}\right| M}{s^{\delta_{1}+\delta 2+\mu_{1}-1}} & 0 \\
0 & \frac{\left|c_{12}\right| M}{s^{\delta_{1}+\delta^{2}+\mu_{2}-1}}
\end{array}\right],
\end{aligned}
$$

where $K>0$ is a constant such that $\left|e^{\int_{t_{0}}^{t}\left[\lambda_{1}(s)-\lambda_{2}(s)\right]} d s\right|<K$ when $t \in[a, \infty)$.
With the help of $\delta_{1}+\delta_{2}+\mu_{j}-1>1, j=1,2$, we get that $C_{1}(s) \tilde{R}(s) \in L^{1}$.
Now we want to apply Theorem 3.2.5 to the differential system in Example 3.3.2.
Example 3.3.3. Consider the same differential system (3.3.24) in Example 3.3.2, if
(1) the system is potentially oscillatory on $[a, \infty)$ with $a>0$, and $\left|\lambda_{1}(t)-\lambda_{2}(t)\right| \leq \frac{C}{t}$, where $C>0$ is a constant;
(2) $\delta_{j}, \mu_{j}>0, \delta_{j}+\mu_{j}-1>0$, and $\delta_{1}+\delta_{2}+\mu_{j}-2>0, j=1,2$,
then (3.3.24) is right almost diagonal.
Proof. First, from (3.3.11) in the proof of Example 3.3.1, we know that

$$
\left|\int_{\infty}^{t} \frac{\sin x^{\mu_{j}}}{x^{\delta_{j}}} d x\right| \leq \frac{2}{\mu_{j} t^{\delta_{j}+\mu_{j}-1}}, j=1,2 .
$$

Therefore, $\int_{\infty}^{t} R d s \rightarrow 0$ as $t \rightarrow \infty$.
Second, we have

$$
D\left(\int_{\infty}^{t} R d s\right)-\left(\int_{\infty}^{t} R d s\right) D=\left[\begin{array}{cc}
0 & \left(\lambda_{1}-\lambda_{2}\right) \int_{\infty}^{t} r_{12} d s \\
\left(\lambda_{2}-\lambda_{1}\right) \int_{\infty}^{t} r_{21} d s & 0
\end{array}\right]
$$

Also we know that

$$
\begin{aligned}
\left|\left(\lambda_{1}-\lambda_{2}\right) \int_{\infty}^{t} r_{12} d s\right| & =\left|\lambda_{1}-\lambda_{2}\right| \cdot\left|\int_{\infty}^{t} r_{12} d s\right| \\
& \leq \frac{C}{t} \cdot \frac{2\left|c_{12}\right|}{\mu_{1} t^{\delta_{1}+\mu_{1}-1}} \\
& =\frac{2 C\left|c_{12}\right|}{\mu_{1} \delta_{1}+\mu_{1}}
\end{aligned}
$$

and similarly,

$$
\left|\left(\lambda_{2}-\lambda_{1}\right) \int_{\infty}^{t} r_{21} d s\right| \leq \frac{2 C\left|c_{21}\right|}{\mu_{2} t^{\delta_{2}+\mu_{2}}}
$$

Since $\delta_{j}+\mu_{j}-1>0, j=1,2$, we conclude that $D\left(\int_{\infty}^{t} R d s\right)-\left(\int_{\infty}^{t} R d s\right) D \in L^{1}[a, \infty)$.
Third,

$$
\begin{aligned}
\left|\left(\int_{\infty}^{t} R d s\right) R\right| & =\left[\begin{array}{cc}
0 & \left|\int_{\infty}^{t} r_{12} d s\right| \\
\left|\int_{\infty}^{t} r_{21} d s\right| & 0
\end{array}\right]\left[\begin{array}{cc}
0 & \left|r_{12}\right| \\
\left|r_{21}\right| & 0
\end{array}\right] \\
& =\left[\left\lvert\, \begin{array}{cc}
\int_{\infty}^{t} r_{12} d s|\cdot| r_{21} \mid & 0 \\
0 & \left|\int_{\infty}^{t} r_{21} d s\right| \cdot\left|r_{12}\right|
\end{array}\right.\right] \\
& \leq\left|c_{12} c_{21}\right|\left[\begin{array}{cc}
\frac{2}{\mu_{1} t^{\delta_{1}+\mu_{1}-1}} \cdot \frac{1}{t^{\delta_{2}}} & 0 \\
0 & \frac{2}{\mu_{2} t^{\delta_{2}+\mu_{2}-1}} \cdot \frac{1}{t^{\delta_{1}}}
\end{array}\right] \\
& =\left|c_{12} c_{21}\right|\left[\begin{array}{cc}
\frac{2}{\mu_{1} t^{\delta_{1}+\delta_{2}+\mu_{1}-1}} & 0 \\
0 & \frac{2}{\mu_{2} t^{\delta_{1}+\delta_{2}+\mu_{2}-1}}
\end{array}\right]
\end{aligned}
$$

Since $\delta_{1}+\delta_{2}+\mu_{j}-2>0, j=1,2$, we have $\left(\int_{\infty}^{t} R d s\right) R \in L^{1}[a, \infty)$.
At last, as the system is potentially oscillatory, with the help of (1.1.9) and (1.1.10), we get

$$
\begin{aligned}
& \left|\left[\int_{\infty}^{t} \Phi^{-1}\left(D\left(\int_{\infty}^{s} R d \eta\right)-\left(\int_{\infty}^{s} R d \eta\right) D\right) \Phi d s\right] \Phi^{-1} R \Phi\right| \\
& \leq M_{5}\left[\begin{array}{cc}
0 & \int_{t}^{\infty}\left|\left(\lambda_{2}-\lambda_{1}\right) \int_{\infty}^{s} r_{21} d t_{1}\right| d s \\
\int_{t}^{\infty}\left|\left(\lambda_{1}-\lambda_{2}\right) \int_{\infty}^{s} r_{12} d t_{1}\right| d s \\
0
\end{array}\right]\left[\begin{array}{cc}
0 & \left|r_{12}\right| \\
\left|r_{21}\right| & 0
\end{array}\right] \\
& \leq M_{6}\left[\begin{array}{cc}
0 & \int_{t}^{\infty} \frac{2 C}{s^{\delta_{1}+\mu_{1}}} d s \\
\int_{t}^{\infty} \frac{2 C}{s^{\delta_{2}+\mu_{2}}} d s & 0
\end{array}\right]\left[\begin{array}{cc}
0 & \frac{1}{t^{\delta_{1}}} \\
\frac{1}{t^{\delta_{2}}} & 0
\end{array}\right] \\
& \leq M_{7}\left[\begin{array}{cc}
\frac{1}{t^{\delta_{1}+\delta_{2}+\mu_{1}-1}} & 0 \\
0 & \frac{1}{t^{\delta_{1}+\delta_{2}+\mu_{2}-1}}
\end{array}\right],
\end{aligned}
$$

where $M_{5}, M_{6}$ and $M_{7}$ are some positive numbers.
Therefore, $\left[\int_{\infty}^{t} \Phi^{-1}\left(D\left(\int_{\infty}^{s} R d \eta\right)-\left(\int_{\infty}^{s} R d \eta\right) D\right) \Phi d s\right] \Phi^{-1} R \Phi \in L^{1}[a, \infty)$.
By Theorem 3.2.5, we know that (3.3.24) is right almost diagonal.

## CHAPTER 4

## Right almost diagonal difference equations

### 4.1. Introduction

We will study the matrix difference equation

$$
\begin{equation*}
Y(t+1)=(D(t)+R(t)) Y(t), \quad t \geq a \tag{4.1.1}
\end{equation*}
$$

in which

$$
\begin{align*}
D(t) & =\operatorname{diag}\left\{\lambda_{1}(t), \lambda_{2}(t), \ldots, \lambda_{n}(t)\right\}  \tag{4.1.2}\\
R(t) & =\left\{r_{j k}(t)\right\}_{j, k=1}^{n}, \text { with } r_{k k}(t)=0 \tag{4.1.3}
\end{align*}
$$

This chapter is devoted to set up a new set of conditions on linear difference equations, especially "potentially oscillatory"." difference equations, under which (4.1.1) is a right almost diagonal system, i.e. it possesses an asymptotic representation

$$
\begin{equation*}
Y(t)=\left(\prod_{l=a}^{t-1} D(l)\right)(I+P(t)) \tag{4.1.4}
\end{equation*}
$$

with $P(t) \rightarrow 0$ as $t \rightarrow \infty$.
The meaning of potentially oscillatory for a difference system (4.1.1) on $[a, \infty)$ is

$$
\begin{equation*}
0<M_{2} \leq\left|\prod_{l=t_{1}}^{t_{2}} \frac{\lambda_{k}(l)}{\lambda_{j}(l)}\right| \leq M_{1}, \quad j, k=1,2, \cdots n, \quad j \neq k \tag{4.1.5}
\end{equation*}
$$

for all $a \leq t_{1}<t_{2} \leq \infty$ and $M_{1}$ and $M_{2}$ are fixed positive numbers.
In Section 4.2, we employ a technique to convert a difference system for $P(t)$ into a family of summable equations. Each member of this family points to a different theorem of asymptotic summation. Conditions will be given which will guarantee that the system (4.1.1) is right almost diagonal. Examples and comparisons will be discussed in Section 4.3.

### 4.2. Asymptotic Summation

It can be verified that a fundamental solution $Y(t)$ of (4.1.1) can be written as

$$
\begin{equation*}
Y(t)=\Phi(t) Z(t) \tag{4.2.1}
\end{equation*}
$$

where $\Phi(t)$ is a fundamental matrix solution of

$$
\begin{equation*}
\Phi(t+1)=D(t) \Phi(t) \tag{4.2.2}
\end{equation*}
$$

and $Z(t)$ is a fundamental matrix solution of

$$
\begin{equation*}
\triangle Z(t)=\tilde{R}(t) Z(t) \tag{4.2.3}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{R}(t)=\Phi^{-1}(t+1) R(t) \Phi(t) . \tag{4.2.4}
\end{equation*}
$$

Indeed, by (4.2.3), we have $Z(t+1)=(I+\tilde{R}(t)) Z(t)$. Therefore, if $Y(t)=\Phi(t) Z(t)$, we can obtain

$$
\begin{aligned}
Y(t+1) & =\Phi(t+1) Z(t+1) \\
& =\Phi(t+1)\left(I+\Phi^{-1}(t+1) R(t) \Phi(t)\right) Z(t) \\
& =\Phi(t+1) Z(t)+R(t) \Phi(t) Z(t) \\
& =D(t) \Phi(t) Z(t)+R(t) \Phi(t) Z(t) \\
& =(D(t)+R(t)) Y(t) .
\end{aligned}
$$

When $a \leq t<b$, with $a<b \leq \infty$, assume $\lambda_{j}(t) \neq 0$ for $j=1,2, \cdots, n$. Then, it is easy to find an invertible matrix solution of (4.2.2) that is

$$
\begin{equation*}
\Phi(t)=\prod_{l=a}^{t-1} D(l)=\operatorname{Diag}\left\{\prod_{l=a}^{t-1} \lambda_{1}(l), \prod_{l=a}^{t-1} \lambda_{2}(l), \cdots, \prod_{l=a}^{t-1} \lambda_{n}(l)\right\} \tag{4.2.5}
\end{equation*}
$$

In order to find a fundamental matrix solution of (4.2.3), for any $n \times n$ matrix $Z(t)$, we define a linear operator $\mathcal{L}$ by

$$
\begin{equation*}
(\mathcal{L} Z)(t):=-\sum_{t_{1}=t}^{b} \tilde{R}\left(t_{1}\right) Z\left(t_{1}\right) \tag{4.2.6}
\end{equation*}
$$

provided that the summation exists for $a \leq t<b$. It is then evident that $Z(t)$ is a fundamental solution of (4.2.3) if $Z(t)$ satisfies the equation

$$
\begin{equation*}
Z(t)=I+\mathcal{L} Z(t) \tag{4.2.7}
\end{equation*}
$$

Define for an integer $m$ with $m \geq 2$, the matrix function $C\left(t_{1}, t\right)$ by

$$
\begin{equation*}
C\left(t_{1}, t\right)=\sum_{t_{2}=t_{1}+1}^{b} \sum_{t_{3}=t}^{t_{2}} \sum_{t_{4}=t}^{t_{3}} \cdots \sum_{t_{m}=t}^{t_{m-1}} \tilde{R}\left(t_{m}\right) \tilde{R}\left(t_{m-1}\right) \cdots \tilde{R}\left(t_{2}\right) \tag{4.2.8}
\end{equation*}
$$

An important result of this chapter is the following.
ThEOREM 4.2.1. Assume that for some integer $m \geq 2$ we have uniformly for $b \leq \infty$ that in (4.2.6) and (4.2.8)
(4.2.9) (i) $\quad \mathcal{L}^{k} I, k=1,2, \cdots, m-1$, are convergent summations for $t \in[a, b)$,
(4.2.10) (ii) $\quad \mathcal{L}^{k} I \rightarrow 0$ as $t \rightarrow b$, for $k=1,2, \cdots, m-1$, and

$$
\begin{equation*}
\text { (iii) } \sum_{t_{1}=t}^{b}\left\|C\left(t_{1}, t\right) \tilde{R}\left(t_{1}\right)\right\| \rightarrow 0 \text { as } t \rightarrow b \tag{4.2.11}
\end{equation*}
$$

Then, there exists an integer a large enough such that for $t \geq a$, the resolvent series $\sum_{j=1}^{\infty} \mathcal{L}^{j} I$ is absolutely and uniformly convergent. Moreover, the difference system (4.1.1) is right almost diagonal. Namely, a fundamental solution $Y(t)$ is given by

$$
Y(t)=\left(\prod_{l=a}^{t-1} D(l)\right)(I+P(t))
$$

with $P(t)=\sum_{j=1}^{\infty} \mathcal{L}^{j} I \rightarrow 0$ as $t \rightarrow b$.
We need first some preparatory lemmas. The first lemma below is about changing the order of summation in certain expression.

Lemma 4.2.2. Suppose $f: \mathbb{R}^{m} \rightarrow \mathbb{R}$ with $m \geq 2$, is a summable function, when $t \leq b \leq$ $\infty$, we have

$$
\begin{align*}
& \sum_{t_{m}=t}^{b} \sum_{t_{m-1}=t_{m}}^{b} \sum_{t_{m-2}=t_{m-1}}^{b} \cdots \sum_{t_{1}=t_{2}}^{b} f\left(t_{1}, t_{2}, \cdots, t_{m}\right) \\
= & \sum_{t_{1}=t}^{b} \sum_{t_{2}=t}^{t_{1}} \sum_{t_{3}=t}^{t_{2}} \cdots \sum_{t_{m}=t}^{t_{m-1}} f\left(t_{1}, t_{2}, \cdots, t_{m}\right) . \tag{4.2.12}
\end{align*}
$$

Proof. By induction, when $m=2$, we observe that

$$
\sum_{t_{2}=t}^{b} \sum_{t_{1}=t_{2}}^{b} f\left(t_{1}, t_{2}\right)=\sum_{t_{1}=t}^{b} \sum_{t_{2}=t}^{t_{1}} f\left(t_{1}, t_{2}\right)
$$

Assume that (4.2.12) is valid for $2 \leq m \leq k-1$. When $m=k$,

$$
\begin{equation*}
\sum_{t_{k}=t}^{b} \sum_{t_{k-1}=t_{k}}^{b} \sum_{t_{k-2}=t_{k-1}}^{b} \cdots \sum_{t_{1}=t_{2}}^{b} f\left(t_{1}, t_{2}, \cdots, t_{k}\right)=\sum_{t_{k}=t}^{b} \sum_{t_{k-1}=t_{k}}^{b} g\left(t_{k-1}, t_{k}\right), \tag{4.2.13}
\end{equation*}
$$

where $g\left(t_{k-1}, t_{k}\right)=\sum_{t_{k-2}=t_{k-1}}^{b} \cdots \sum_{t_{1}=t_{2}}^{b} f\left(t_{1}, t_{2}, \cdots, t_{k}\right)$. Changing the order of summation in (4.2.13), we get

$$
\begin{align*}
\sum_{t_{k}=t t_{k-1}=t_{k}}^{b} \sum_{t_{k}}^{b} g\left(t_{k-1}, t_{k}\right) & =\sum_{t_{k-1}=t}^{b} \sum_{t_{k}=t}^{t_{k-1}} g\left(t_{k-1}, t_{k}\right) \\
& =\sum_{t_{k-1}=t}^{b} \sum_{t_{k}=t}^{t_{k-1}} \sum_{t_{k-2}=t_{k-1}}^{b} \cdots \sum_{t_{1}=t_{2}}^{b} f\left(t_{1}, t_{2}, \cdots, t_{k}\right) \\
& =\sum_{t_{k-1}=t}^{b} \sum_{t_{k-2}=t_{k-1}}^{b} \cdots \sum_{t_{1}=t_{2}}^{b}\left(\sum_{t_{k}=t}^{t_{k-1}} f\left(t_{1}, t_{2}, \cdots, t_{k}\right)\right) \\
& =\sum_{t_{k-1}=t}^{b} \sum_{t_{k-2}=t_{k-1}}^{b} \cdots \sum_{t_{1}=t_{2}}^{b} h\left(t_{1}, t_{2}, \cdots, t_{k-1}\right), \tag{4.2.14}
\end{align*}
$$

in which $h\left(t_{1}, t_{2}, \cdots, t_{k-1}\right)=\sum_{t_{k}=t}^{t_{k-1}} f\left(t_{1}, t_{2}, \cdots, t_{k}\right)$.

By the assumption, we change the order of summation in the last term of (4.2.14) to get

$$
\begin{aligned}
\sum_{t_{k-1}=t}^{b} \sum_{t_{k-2}=t_{k-1}}^{b} \cdots \sum_{t_{1}=t_{2}}^{b} h\left(t_{1}, t_{2}, \cdots, t_{k-1}\right) & =\sum_{t_{1}=t}^{b} \sum_{t_{2}=t}^{t_{1}} \cdots \sum_{t_{k-1}=t}^{t_{k-2}} h\left(t_{1}, t_{2}, \cdots, t_{k-1}\right) \\
& =\sum_{t_{1}=t}^{b} \sum_{t_{2}=t}^{t_{1}} \cdots \sum_{t_{k-1}=t}^{t_{k-2}} \sum_{t_{k}=t}^{t_{k-1}} f\left(t_{1}, t_{2}, \cdots, t_{k}\right)
\end{aligned}
$$

Therefore, we conclude that (4.2.12) is valid for any $m \in \mathbb{N}$ with $m \geq 2$.

We now need to embed the difference system (4.1.1) in a wider family of difference equations. Consider the difference system

$$
\begin{equation*}
\hat{Y}(t+1, \epsilon)=[D(t)+\epsilon R(t)] \hat{Y}(t, \epsilon) \tag{4.2.15}
\end{equation*}
$$

in which $\epsilon \in D_{\rho}$ with $D_{\rho}=\{x| | x \mid<\rho\}$, and $\rho$ is a constant satisfying $\rho>1$. Equation (4.1.1) is then a special case of (4.2.15) with $\epsilon=1$.

The highlights of our method, as shown in the sequel, is based on the following.
a) Repeated iterations of (4.2.16) as manifested in (4.2.17).
b) Change order of summations in multi-sums as manifested in (4.2.18).
c) Combine a) and b) to obtain a new equation for the unknown $\hat{Z}(t, \epsilon)$.
d) Show that the unique solution of the equation in c) is also a solution of the original equation (4.2.16).

Consider the corresponding difference system

$$
\begin{equation*}
\hat{Z}(t, \epsilon)=I-\sum_{t_{1}=t}^{b} \epsilon \widetilde{R}\left(t_{1}\right) \hat{Z}\left(t_{1}, \epsilon\right)=I+\epsilon \mathcal{L} \hat{Z}(t, \epsilon) \tag{4.2.16}
\end{equation*}
$$

If $\hat{Z}(t, \epsilon)$ is a solution of $\hat{Z}=I+\epsilon \mathcal{L} \hat{Z}$, then

$$
\begin{align*}
\hat{Z} & =I+\epsilon \mathcal{L} \hat{Z} \\
& =I+\epsilon \mathcal{L}(I+\epsilon \mathcal{L} \hat{Z}) \\
& =I+\epsilon \mathcal{L} I+\epsilon^{2} \mathcal{L}^{2} I \\
& =I+\epsilon \mathcal{L} I+\cdots \epsilon^{m-1} \mathcal{L}^{m-1} I+\epsilon^{m} \mathcal{L}^{m} \hat{Z} \tag{4.2.17}
\end{align*}
$$

where $m \in \mathbb{N}$ and $m \geq 2$.
It can be easily verified that for any $m \in \mathbb{N}$ and $m \geq 2$,

$$
\mathcal{L}^{m} \hat{Z}(t, \epsilon)=(-1)^{m} \sum_{t_{m}=t}^{b} \sum_{t_{m-1}=t_{m}}^{b} \cdots \sum_{t_{1}=t_{2}}^{b} \widetilde{R}\left(t_{m}\right) \widetilde{R}\left(t_{m-1}\right) \cdots \widetilde{R}\left(t_{1}\right) \hat{Z}\left(t_{1}, \epsilon\right)
$$

By Lemma 4.2.2, we have

$$
\begin{align*}
\mathcal{L}^{m} \hat{Z}(t, \epsilon)= & (-1)^{m} \sum_{t_{1}=t}^{b} \sum_{t_{2}=t}^{t_{1}} \sum_{t_{3}=t}^{t_{2}} \cdots \sum_{t_{m}=t}^{t_{m-1}} \widetilde{R}\left(t_{m}\right) \widetilde{R}\left(t_{m-1}\right) \cdots \widetilde{R}\left(t_{1}\right) \hat{Z}\left(t_{1}, \epsilon\right) \\
= & (-1)^{m} \sum_{t_{1}=t}^{b} \sum_{t_{2}=t}^{b} \sum_{t_{3}=t}^{t_{2}} \cdots \sum_{t_{m}=t}^{t_{m-1}} \widetilde{R}\left(t_{m}\right) \widetilde{R}\left(t_{m-1}\right) \cdots \widetilde{R}\left(t_{1}\right) \hat{Z}\left(t_{1}, \epsilon\right) \\
& -(-1)^{m} \sum_{t_{1}=t}^{b} \sum_{t_{2}=t_{1}+1}^{b} \sum_{t_{3}=t}^{t_{2}} \cdots \sum_{t_{m}=t}^{t_{m-1}} \widetilde{R}\left(t_{m}\right) \widetilde{R}\left(t_{m-1}\right) \cdots \widetilde{R}\left(t_{1}\right) \hat{Z}\left(t_{1}, \epsilon\right) \\
= & {\left[-\sum_{t_{1}=t}^{b} \widetilde{R}\left(t_{1}\right) \hat{Z}\left(t_{1}, \epsilon\right)\right] \cdot(-1)^{m-1} \sum_{t_{2}=t}^{b} \sum_{t_{3}=t}^{t_{2}} \cdots \sum_{t_{m}=t}^{t_{m-1}} \widetilde{R}\left(t_{m}\right) \widetilde{R}\left(t_{m-1}\right) \cdots \widetilde{R}\left(t_{2}\right) } \\
& -(-1)^{m} \sum_{t_{1}=t}^{b} C\left(t_{1}, t\right) \widetilde{R}\left(t_{1}\right) \hat{Z}\left(t_{1}, \epsilon\right) \\
2.18) & \mathcal{L} \hat{Z} \cdot \mathcal{L}^{m-1} I-(-1)^{m} \sum_{t_{1}=t}^{b} C\left(t_{1}, t\right) \widetilde{R}\left(t_{1}\right) \hat{Z}\left(t_{1}, \epsilon\right), \tag{4.2.18}
\end{align*}
$$

where $C\left(t_{1}, t\right)$ is defined in (4.2.8).
Here we get a useful identity for a later discussion,

$$
\begin{equation*}
-(-1)^{m} \sum_{t_{1}=t}^{b} C\left(t_{1}, t\right) \widetilde{R}\left(t_{1}\right) \hat{Z}\left(t_{1}, \epsilon\right)=\mathcal{L}^{m} \hat{Z}(t, \epsilon)-\mathcal{L} \hat{Z}(t, \epsilon) \cdot \mathcal{L}^{m-1} I \tag{4.2.19}
\end{equation*}
$$

This identity holds for any $\hat{Z}(t, \epsilon)$ and is not limited to solutions of (4.2.16) or (4.2.17).
$>$ From (4.2.17) and (4.2.18), we get

$$
\begin{aligned}
& \hat{Z}=I+\epsilon \mathcal{L} I+\cdots \epsilon^{m-1} \mathcal{L}^{m-1} I+\epsilon^{m} \mathcal{L}^{m} \hat{Z} \\
= & I+\epsilon \mathcal{L} I+\cdots \epsilon^{m-1} \mathcal{L}^{m-1} I+\epsilon^{m}\left(\mathcal{L} \hat{Z} \cdot \mathcal{L}^{m-1} I-(-1)^{m} \sum_{t_{1}=t}^{b} C\left(t_{1}, t\right) \widetilde{R}\left(t_{1}\right) \hat{Z}\left(t_{1}, \epsilon\right)\right) \\
= & I+\epsilon \mathcal{L} I+\cdots \epsilon^{m-1} \mathcal{L}^{m-1} I+\epsilon^{m}\left(\frac{\hat{Z}-I}{\epsilon}\left(\mathcal{L}^{m-1} I\right)-(-1)^{m} \sum_{t_{1}=t}^{b} C\left(t_{1}, t\right) \widetilde{R}\left(t_{1}\right) \hat{Z}\left(t_{1}, \epsilon\right)\right) \\
= & I+\epsilon \mathcal{L} I+\cdots \epsilon^{m-2} \mathcal{L}^{m-2} I+\epsilon^{m-1}\left(\mathcal{L}^{m-1} I\right) \hat{Z}-\epsilon^{m}(-1)^{m} \sum_{t_{1}=t}^{b} C\left(t_{1}, t\right) \widetilde{R}\left(t_{1}\right) \hat{Z}\left(t_{1}, \epsilon\right),
\end{aligned}
$$

which leads to

$$
\left(I-\epsilon^{m-1} \mathcal{L}^{m-1} I\right) \hat{Z}=I+\epsilon \mathcal{L} I+\cdots \epsilon^{m-2} \mathcal{L}^{m-2} I-\epsilon^{m}(-1)^{m} \sum_{t_{1}=t}^{b} C\left(t_{1}, t\right) \widetilde{R}\left(t_{1}\right) \hat{Z}\left(t_{1}, \epsilon\right)
$$

Thus, we get a new equation

$$
\begin{equation*}
\hat{Z}(t, \epsilon)=\left(I-\epsilon^{m-1} \mathcal{L}^{m-1} I\right)^{-1}\left[\sum_{\nu=0}^{m-2} \epsilon^{\nu} \mathcal{L}^{\nu} I-\epsilon^{m}(-1)^{m} \sum_{t_{1}=t}^{b} C\left(t_{1}, t\right) \widetilde{R}\left(t_{1}\right) \hat{Z}\left(t_{1}, \epsilon\right)\right], \tag{4.2.20}
\end{equation*}
$$

provided that $\left(I-\epsilon^{m-1} \mathcal{L}^{m-1} I\right)^{-1}$ exists.
Equation (4.2.20) can be rewritten as

$$
\begin{equation*}
\hat{Z}=\hat{H}+\mathcal{P} \hat{Z} \tag{4.2.21}
\end{equation*}
$$

where

$$
\begin{align*}
\hat{H} & :=\left(I-\epsilon^{m-1} \mathcal{L}^{m-1} I\right)^{-1} \sum_{\nu=0}^{m-2} \epsilon^{\nu} \mathcal{L}^{\nu} I,  \tag{4.2.22}\\
\mathcal{P} \hat{Z}(t, \epsilon) & :=-\left(I-\epsilon^{m-1} \mathcal{L}^{m-1} I\right)^{-1} \epsilon^{m}(-1)^{m} \sum_{t_{1}=t}^{b} C\left(t_{1}, t\right) \widetilde{R}\left(t_{1}\right) \hat{Z}\left(t_{1}, \epsilon\right) . \tag{4.2.23}
\end{align*}
$$

For the convenience of the later discussion, we define

$$
\begin{equation*}
\mathcal{L}^{0} I=I, \quad \mathcal{P}^{0} I=\hat{H} \tag{4.2.24}
\end{equation*}
$$

For any bounded valued matrix function $A(t, \epsilon)$, we choose the norm

$$
\|A(t, \epsilon)\|=\sum_{j, k=1}^{n}\left|a_{j k}(t, \epsilon)\right|,
$$

which leads of course to the useful relation

$$
\|A(t, \epsilon) B(t, \epsilon)\| \leq\|A(t, \epsilon)\| \cdot\|B(t, \epsilon)\| .
$$

Then we have the following lemma.
Lemma 4.2.3. Assume that we have uniformly for $b \leq \infty$,
(i) $\mathcal{L}^{m-1} I$ is a convergent summation when $t \in[a, b)$,
(ii) $\quad \mathcal{L}^{m-1} I \rightarrow 0$ as $t \rightarrow b$, and
(iii) $\sum_{t_{1}=t}^{b}\left\|C\left(t_{1}, t\right) \tilde{R}\left(t_{1}\right)\right\| \rightarrow 0$ as $t \rightarrow b$.

Then, for $\epsilon \in D_{\rho}$ with $\rho>1$, we have the following conclusions.
(a) $\hat{X}(t, \epsilon):=\sum_{k=0}^{\infty} \mathcal{P}^{k} \hat{H}$ converges absolutely and uniformly when $t$ belongs to some interval $[a, b)$ and a is large enough. $\hat{X}(t, \epsilon)$ is a unique solution of (4.2.21). Moreover, (b) $\hat{X}(t, \epsilon)=\sum_{j=0}^{\infty}\left(\mathcal{L}^{j} I\right) \epsilon^{j}$, and $\triangle \hat{X}(t, \epsilon)=\epsilon \tilde{R}(t) \hat{X}(t, \epsilon)$.

Proof. (a) By the conditions (4.2.25), (4.2.27), and $\epsilon \in D_{\rho}$, there exists some $a \in \mathbb{R}$ with $a<b$, and $\delta \in(0,1)$ such that for any $t \in[a, b),\left(I-\epsilon^{m-1} \mathcal{L}^{m-1} I\right)^{-1}$ exists and

$$
\begin{equation*}
\left\|\left(I-\epsilon^{m-1} \mathcal{L}^{m-1} I\right)^{-1}\right\| \cdot|\epsilon|^{m} \sum_{t_{1}=t}^{b}\left\|C\left(t_{1}, t\right) \widetilde{R}\left(t_{1}\right)\right\|<\delta . \tag{4.2.28}
\end{equation*}
$$

For each $\epsilon \in D_{\rho}$, we define when $t \in[a, b)$,

$$
\|A(t, \epsilon)\|\left\|=\sup _{t \in[a, b)}\right\| A(t, \epsilon) \| .
$$

We also define a series $\left\{\hat{Z}_{n}\right\}_{n=0,1,2 \ldots}$ by

$$
\hat{Z}_{0}=\hat{H}, \quad \hat{Z}_{j+1}=\hat{H}+\mathcal{P} \hat{Z}_{j}, \text { for } j=0,1,2, \cdots
$$

For any $t \in[a, b), \epsilon \in D_{\rho}$, we have

$$
\begin{aligned}
& \left\|\hat{Z}_{j+1}-\hat{Z}_{j}\right\|=\left\|\left(\hat{H}+\mathcal{P} \hat{Z}_{j}\right)-\left(\hat{H}+\mathcal{P} \hat{Z}_{j-1}\right)\right\|=\left\|\mathcal{P} \hat{Z}_{j}-\mathcal{P} \hat{Z}_{j-1}\right\| \\
= & \left\|-\left(I-\epsilon^{m-1} \mathcal{L}^{m-1} I\right)^{-1} \epsilon^{m}(-1)^{m} \sum_{t_{1}=t}^{b} C\left(t_{1}, t\right) \widetilde{R}\left(t_{1}\right)\left[\hat{Z}_{j}\left(t_{1}, \epsilon\right)-\hat{Z}_{j-1}\left(t_{1}, \epsilon\right)\right]\right\| \\
\leq & \left\|\left(I-\epsilon^{m-1} \mathcal{L}^{m-1} I\right)^{-1}\right\| \cdot|\epsilon|^{m} \sum_{t_{1}=t}^{b}\left(\left\|C\left(t_{1}, t\right) \widetilde{R}\left(t_{1}\right)\right\| \cdot\left\|\hat{Z}_{j}\left(t_{1}, \epsilon\right)-\hat{Z}_{j-1}\left(t_{1}, \epsilon\right)\right\|\right) \\
\leq & \left(\left(I-\epsilon^{m-1} \mathcal{L}^{m-1} I\right)^{-1}\left\|\cdot|\epsilon|^{m} \sum_{t_{1}=t}^{b}\right\| C\left(t_{1}, t\right) \widetilde{R}\left(t_{1}\right) \|\right)\left\|\hat{Z}_{j}(t, \epsilon)-\hat{Z}_{j-1}(t, \epsilon)\right\| \| \\
\leq & \delta\left\|\hat{Z}_{j}-\hat{Z}_{j-1}\right\| \| .
\end{aligned}
$$

Therefore, $\mid\left\|\hat{Z}_{j+1}-\hat{Z}_{j}\right\|\|\leq \delta\|\left\|\hat{Z}_{j}-\hat{Z}_{j-1}\right\| \|$, which leads to the conclusion that $\left\{\hat{Z}_{n}\right\}$ converges uniformly for $\epsilon \in D_{\rho}$ and $t \in[a, b)$.

At the same time, notice

$$
\hat{Z}_{n}=\hat{H}+\mathcal{P} \hat{Z}_{n-1}=\hat{H}+\mathcal{P} \hat{H}+\mathcal{P}^{2} \hat{Z}_{n-2}=\hat{H}+\mathcal{P} \hat{H}+\cdots+\mathcal{P}^{n} \hat{H}
$$

so that

$$
\lim _{n \rightarrow \infty} \hat{Z}_{n}=\sum_{k=0}^{\infty} \mathcal{P}^{k} \hat{H}
$$

Thus, we conclude that $\sum_{k=0}^{\infty} \mathcal{P}^{k} \hat{H}$ converges absolutely and uniformly for $\epsilon \in D_{\rho}$ and $t \in[a, b)$. Observe that $\sum_{k=0}^{\infty} \mathcal{P}^{k} \hat{H}=\hat{H}+\mathcal{P}\left(\sum_{k=0}^{\infty} \mathcal{P}^{k} \hat{H}\right)$, we get that $\hat{X}(t, \epsilon)=\sum_{k=0}^{\infty} \mathcal{P}^{k} \hat{H}$ is a solution of (4.2.21).

Since $\|\mathcal{P}\| \leq\left\|\left(I-\epsilon^{m-1} \mathcal{L}^{m-1} I\right)^{-1}\right\| \cdot|\epsilon|^{m} \sum_{t_{1}=t}^{b}\left\|C\left(t_{1}, t\right) \widetilde{R}\left(t_{1}\right)\right\|<\delta<1$, we also have that $\hat{X}(t, \epsilon)$ is the unique solution of (4.2.21).
(b) Since $\hat{Z}_{0}(t, \epsilon)=\hat{H}=\left(I-\epsilon^{m-1} \mathcal{L}^{m-1} I\right)^{-1} \sum_{\nu=0}^{m-2} \epsilon^{\nu} \mathcal{L}^{\nu} I$, we get that $\hat{Z}_{0}(t, \epsilon)$ is an analytical matrix function of $\epsilon$ for $\epsilon \in D_{\rho}$, uniformly for $b \in(a, \infty]$.

By induction, as

$$
\hat{Z}_{j+1}=\hat{H}+\mathcal{P} \hat{Z}_{j}=\left(I-\epsilon^{m-1} \mathcal{L}^{m-1} I\right)^{-1}\left[\sum_{\nu=0}^{m-2} \epsilon^{\nu} \mathcal{L}^{\nu} I-\epsilon^{m}(-1)^{m} \sum_{t_{1}=t}^{b} C\left(t_{1}, t\right) \widetilde{R}\left(t_{1}\right) \hat{Z}_{j}\left(t_{1}, \epsilon\right)\right]
$$

each $\hat{Z}_{j}(t, \epsilon)$ is an analytical matrix function of $\epsilon$ for $\epsilon \in D_{\rho}$, uniformly for $b \in(a, \infty]$.
Now, since $\hat{Z}_{j}(t, \epsilon) \rightarrow \hat{X}(t, \epsilon)$, uniformly for $t \in(a, b], b \in(a, \infty]$ and $\epsilon \in D_{\rho}$, as $j \rightarrow \infty$, we conclude that $\hat{X}(t, \epsilon)$ is an analytical matrix function of $\epsilon$ for $\epsilon \in D_{\rho}$. Therefore, we can express $\hat{X}(t, \epsilon)$ as an absolutely convergence power series of $\epsilon$ in $D_{\rho}$ with $\rho>1$. Namely,

$$
\begin{equation*}
\hat{X}(t, \epsilon)=\sum_{j=0}^{\infty} \hat{A}_{j}(t) \epsilon^{j} \tag{4.2.29}
\end{equation*}
$$

Let us find the coefficients $\hat{A}_{j}(t)$. Since $\hat{X}(t, \epsilon)$ is a solution of equation (4.2.21), it is also a solution of

$$
\begin{equation*}
\left(I-\epsilon^{m-1} \mathcal{L}^{m-1} I\right) \hat{Z}(t, \epsilon)=\sum_{\nu=0}^{m-2} \epsilon^{\nu} \mathcal{L}^{\nu} I-\epsilon^{m}(-1)^{m} \sum_{t_{1}=t}^{b} C\left(t_{1}, t\right) \widetilde{R}\left(t_{1}\right) \hat{Z}\left(t_{1}, \epsilon\right) \tag{4.2.30}
\end{equation*}
$$

Use the identity (4.2.19) in (4.2.30) to get that $\hat{X}(t, \epsilon)$ solves the equation

$$
\left(I-\epsilon^{m-1} \mathcal{L}^{m-1} I\right) \hat{X}(t, \epsilon)=\sum_{\nu=0}^{m-2} \epsilon^{\nu} \mathcal{L}^{\nu} I+\epsilon^{m}\left(\mathcal{L}^{m} \hat{X}(t, \epsilon)-\mathcal{L} \hat{X}(t, \epsilon) \cdot \mathcal{L}^{m-1} I\right)
$$

which leads to

$$
\begin{align*}
\hat{X}(t, \epsilon) & =\sum_{\nu=0}^{m-2} \epsilon^{\nu} \mathcal{L}^{\nu} I+\epsilon^{m}\left(\mathcal{L}^{m} \hat{X}(t, \epsilon)-\mathcal{L} \hat{X}(t, \epsilon) \cdot \mathcal{L}^{m-1} I\right)+\epsilon^{m-1} \mathcal{L}^{m-1} I \cdot \hat{X}(t, \epsilon) \\
.31) & =\sum_{\nu=0}^{m-2} \epsilon^{\nu} \mathcal{L}^{\nu} I+\epsilon^{m-1} \mathcal{L}^{m-1} I(\hat{X}(t, \epsilon)-\epsilon \mathcal{L} \hat{X}(t, \epsilon))+\epsilon^{m} \mathcal{L}^{m} \hat{X}(t, \epsilon) . \tag{4.2.31}
\end{align*}
$$

Observe that, by (4.2.29),

$$
\begin{aligned}
\hat{X}(t, \epsilon) & =\sum_{j=0}^{\infty} \hat{A}_{j}(t) \epsilon^{j}=\hat{A}_{0}(t)+\sum_{j=0}^{\infty} \hat{A}_{j+1}(t) \epsilon^{j+1}, \\
\epsilon \mathcal{L} \hat{X}(t, \epsilon) & =\epsilon \mathcal{L}\left(\sum_{j=0}^{\infty} \hat{A}_{j}(t) \epsilon^{j}\right)=\sum_{j=0}^{\infty}\left(\mathcal{L} \hat{A}_{j}(t) \epsilon^{j+1}\right) .
\end{aligned}
$$

Therefore,

$$
\begin{align*}
& \epsilon^{m-1} \mathcal{L}^{m-1} I(\hat{X}(t, \epsilon)-\epsilon \mathcal{L} \hat{X}(t, \epsilon)) \\
= & \epsilon^{m-1} \mathcal{L}^{m-1} I\left(\hat{A}_{0}(t)+\sum_{j=0}^{\infty} \hat{A}_{j+1}(t) \epsilon^{j+1}-\sum_{j=0}^{\infty}\left(\mathcal{L} \hat{A}_{j}(t) \epsilon^{j+1}\right)\right) \\
= & \left(\mathcal{L}^{m-1} I\right) \hat{A}_{0}(t) \epsilon^{m-1}+\sum_{j=0}^{\infty}\left(\mathcal{L}^{m-1} I\right)\left(\hat{A}_{j+1}(t)-\mathcal{L} \hat{A}_{j}(t)\right) \epsilon^{m+j} . \tag{4.2.32}
\end{align*}
$$

At the same time,

$$
\begin{equation*}
\epsilon^{m} \mathcal{L}^{m} \hat{X}(t, \epsilon)=\epsilon^{m} \mathcal{L}^{m}\left(\sum_{j=0}^{\infty} \hat{A}_{j}(t) \epsilon^{j}\right)=\sum_{j=0}^{\infty}\left(\mathcal{L}^{m} \hat{A}_{j}(t)\right) \epsilon^{m+j} \tag{4.2.33}
\end{equation*}
$$

Hence, by (4.2.29), (4.2.31), (4.2.32) and (4.2.33), we get that

$$
\begin{align*}
\sum_{j=0}^{\infty} \hat{A}_{j}(t) \epsilon^{j}= & \sum_{\nu=0}^{m-2} \mathcal{L}^{\nu} I \cdot \epsilon^{\nu}+\left(\mathcal{L}^{m-1} I\right) \hat{A}_{0}(t) \epsilon^{m-1} \\
& +\sum_{j=0}^{\infty}\left[\left(\mathcal{L}^{m-1} I\right)\left(\hat{A}_{j+1}(t)-\mathcal{L} \hat{A}_{j}(t)\right)+\mathcal{L}^{m} \hat{A}_{j}(t)\right] \epsilon^{m+j} \tag{4.2.34}
\end{align*}
$$

By comparing the coefficients of $\epsilon^{0}, \epsilon^{1}, \cdots \epsilon^{m-2}$ on both sides of (4.2.34), we get that

$$
\hat{A}_{0}(t)=I, \quad \hat{A}_{1}(t)=\mathcal{L} I, \quad \cdots \quad, \hat{A}_{m-2}(t)=\mathcal{L}^{m-2} I
$$

Also, comparing the coefficient of $\epsilon^{m-1}$ in (4.2.34), we get

$$
\hat{A}_{m-1}(t)=\left(\mathcal{L}^{m-1} I\right) \hat{A}_{0}(t)=\mathcal{L}^{m-1} I
$$

At last, compare the coefficients of $\epsilon^{m+j}, j=0,1,2 \cdots$, in (4.2.34) to get

$$
\hat{A}_{m+j}(t)=\left(\mathcal{L}^{m-1} I\right)\left(\hat{A}_{j+1}(t)-\mathcal{L} \hat{A}_{j}(t)\right)+\mathcal{L}^{m} \hat{A}_{j}(t)
$$

Then, by induction, it is easy to verify that

$$
\hat{A}_{m+j}(t)=\mathcal{L}^{m+j} I, \quad j=0,1,2 \cdots
$$

Therefore, we get that $\hat{A}_{j}(t)=\mathcal{L}^{j} I, j=0,1,2 \cdots$, which means that

$$
\begin{equation*}
\hat{X}(t, \epsilon)=\sum_{j=0}^{\infty}\left(\mathcal{L}^{j} I\right) \epsilon^{j} \tag{4.2.35}
\end{equation*}
$$

Notice that since $\sum_{j=0}^{\infty}\left(\mathcal{L}^{j} I\right) \epsilon^{j}=I+\epsilon \mathcal{L}\left(\sum_{j=0}^{\infty}\left(\mathcal{L}^{j} I\right) \epsilon^{j}\right)$, we get that $\hat{X}(t, \epsilon)$ is a solution of $\hat{Z}=I+\epsilon \mathcal{L} \hat{Z}$. Therefore,

$$
\triangle \hat{X}(t, \epsilon)=\epsilon \tilde{R}(t) \hat{X}(t, \epsilon)
$$

which is the desired conclusion.

We can now conclude the proof of Theorem 4.2.1.
Proof. When $\epsilon=1$, we have in (4.2.22) and (4.2.23)

$$
\begin{aligned}
\hat{H} & =\left(I-\mathcal{L}^{m-1} I\right)^{-1} \sum_{\nu=0}^{m-2} \mathcal{L}^{\nu} I, \\
\mathcal{P} \hat{Z}(t) & =-\left(I-\mathcal{L}^{m-1} I\right)^{-1}(-1)^{m} \sum_{t_{1}=t}^{b} C\left(t_{1}, t\right) \widetilde{R}\left(t_{1}\right) \hat{Z}\left(t_{1}\right) .
\end{aligned}
$$

$>$ From Lemma 4.2.3 we know that $\hat{X}(t)=\sum_{k=0}^{\infty} \mathcal{P}^{k} \hat{H}$ converges absolutely and uniformly, and $\triangle \hat{X}(t)=\tilde{R}(t) \hat{X}(t)$. Therefore,

$$
\begin{equation*}
S(t)=\left(\prod_{l=a}^{t-1} D(l)\right) \hat{X}(t) \tag{4.2.36}
\end{equation*}
$$

is a fundamental solution of equation (4.1.1).
Also, in the proof of Lemma 4.2.3, we know that $\hat{X}(t)$ is a solution of $\hat{Z}=\hat{H}+\mathcal{P} \hat{Z}$. Therefore,

$$
\hat{X}=\left(I-\mathcal{L}^{m-1} I\right)^{-1} \sum_{\nu=0}^{m-2} \mathcal{L}^{\nu} I-\left(I-\mathcal{L}^{m-1} I\right)^{-1} \cdot\left[(-1)^{m} \sum_{t_{1}=t}^{b} C\left(t_{1}, t\right) \widetilde{R}\left(t_{1}\right) \hat{X}\left(t_{1}\right)\right] .
$$

We can estimate $\|\hat{X}-I\|$ as following,

$$
\begin{align*}
&\|\hat{X}-I\| \\
&=\left\|\left(I-\mathcal{L}^{m-1} I\right) \sum_{\nu=0}^{m-2} \mathcal{L}^{\nu} I-I-\left(I-\mathcal{L}^{m-1} I\right)^{-1} \cdot\left[(-1)^{m} \sum_{t_{1}=t}^{b} C\left(t_{1}, t\right) \widetilde{R}\left(t_{1}\right) \hat{X}\left(t_{1}\right)\right]\right\| \\
& \leq\left\|\left(I-\mathcal{L}^{m-1} I\right)^{-1} \sum_{\nu=0}^{m-2} \mathcal{L}^{\nu} I-I\right\|+\left\|\left(I-\mathcal{L}^{m-1} I\right)^{-1}\right\| \cdot \sum_{t_{1}=t}^{b}\left\|C\left(t_{1}, t\right) \widetilde{R}\left(t_{1}\right) \hat{X}\left(t_{1}\right)\right\| \\
& \leq\left\|\left(I-\mathcal{L}^{m-1} I\right)^{-1} \sum_{\nu=0}^{m-2} \mathcal{L}^{\nu} I-I\right\| \\
&37) \quad \quad \quad \quad\left\|\left(I-\mathcal{L}^{m-1} I\right)^{-1}\right\| \cdot\left(\sum_{t_{1}=t}^{b}\left\|C\left(t_{1}, t\right) \widetilde{R}\left(t_{1}\right)\right\|\right)\|\hat{X}\| \| . \tag{4.2.37}
\end{align*}
$$

By the condition (4.2.9), we have $\mathcal{L}^{m-1} I \rightarrow 0$ and $\sum_{\nu=0}^{m-2} \mathcal{L}^{\nu} I \rightarrow I$ as $t \rightarrow b$. Hence, we get that

$$
\begin{equation*}
\left\|\left(I-\mathcal{L}^{m-1} I\right)^{-1} \sum_{\nu=0}^{m-2} \mathcal{L}^{\nu} I-I\right\| \rightarrow 0 \text { as } t \rightarrow b \tag{4.2.38}
\end{equation*}
$$

Moreover, $|||\hat{X}|||$ is finite because $\sum_{k=0}^{\infty} \mathcal{P}^{k} \hat{H}$ converges absolutely and uniformly on $[a, b)$. $\left\|\left(I-\mathcal{L}^{m-1} I\right)^{-1}\right\| \rightarrow n$ as $t \rightarrow b . \sum_{t_{1}=t}^{b}\left\|C\left(t_{1}, t\right) \widetilde{R}\left(t_{1}\right)\right\| \rightarrow 0$ as $t \rightarrow b$ because of the condition (4.2.11). Thus, we know that

$$
\begin{equation*}
\left\|\left(I-\mathcal{L}^{m-1} I\right)^{-1}\right\| \cdot\left(\sum_{t_{1}=t}^{b}\left\|C\left(t_{1}, t\right) \widetilde{R}\left(t_{1}\right)\right\|\right)\|\hat{X}\| \rightarrow 0 \text { as } t \rightarrow b \tag{4.2.39}
\end{equation*}
$$

$>$ From (4.2.37), (4.2.38) and (4.2.39), we get that $\|\hat{X}-I\| \rightarrow 0$ as $t \rightarrow b$. Let $P(t):=$ $\hat{X}-I$, then $P(t) \rightarrow 0$ as $t \rightarrow b$. From (4.2.35), we also have that

$$
\begin{equation*}
P(t)=\sum_{j=1}^{\infty} \mathcal{L}^{j} I \tag{4.2.40}
\end{equation*}
$$

Hence, by (4.2.36),

$$
S(t)=\left(\prod_{l=a}^{t-1} D(l)\right)(I+P(t))
$$

is a fundamental solution of equation (4.1.1) with $P(t) \rightarrow 0$ as $t \rightarrow b$.

Theorem 4.2.1 with $m=2$ and $b=\infty$ leads to a simple criterion for asymptotic summation that will be used frequently in the sequel. Therefore, we have the following.

Theorem 4.2.4. Let $m=2, b=\infty$ and assume,

$$
\begin{aligned}
& \text { (i) } \sum_{t_{1}=t}^{\infty} \widetilde{R}\left(t_{1}\right) \rightarrow 0 \text { as } t \rightarrow \infty, \text { and } \\
& \text { (ii) } \sum_{t_{1}=t}^{\infty}\left\|\left(\sum_{t_{2}=t_{1}+1}^{\infty} \widetilde{R}\left(t_{2}\right)\right) \widetilde{R}\left(t_{1}\right)\right\| \rightarrow 0 \text { as } t \rightarrow \infty .
\end{aligned}
$$

Then (4.1.1) is right almost diagonal.
Proof. When $m=2$ and $b=\infty$, we have $\mathcal{L} I=-\sum_{t_{1}=t}^{\infty} \widetilde{R}\left(t_{1}\right)$ and $C\left(t_{1}, t\right)=\sum_{t_{2}=t_{1}+1}^{\infty} \widetilde{R}\left(t_{2}\right)$. It is then easy to verify that all conditions of Theorem 4.2 .1 hold and the result follows.

REmark 4.2.5. Theorem 4.2 .1 and Theorem 4.2 . could apply to systems of difference equations that are not necessarily potentially oscillatory.

Our next result uses summation by parts to render the asymptotic summation of (4.1.1). For potentially oscillatory systems, it is more convenient to apply than Theorem 4.2.4 because it imposed directly on $R(t)$ rather than on $\widetilde{R}(t)$.

Theorem 4.2.6. Assume that (4.1.1) is potentially oscillatory and the following hold,

$$
\begin{align*}
& \text { (a) } \sum_{t_{1}=t}^{\infty} R\left(t_{1}\right) \rightarrow 0 \text { as } t \rightarrow \infty,  \tag{4.2.41}\\
& \text { (b) } D^{-1}(t)\left[(I-D(t))\left(\sum_{t_{1}=t}^{\infty} R\left(t_{1}\right)\right)+\left(\sum_{t_{2}=t+1}^{\infty} R\left(t_{2}\right)\right)(D(t)-I)\right] \in l^{1}[a, \infty),  \tag{4.2.42}\\
& \text { (c) } D^{-1}(t)\left(\sum_{t_{1}=t+1}^{\infty} R\left(t_{1}\right)\right) R(t) \in l^{1}[a, \infty),  \tag{4.2.43}\\
& \text { (d) }\left\{\sum _ { t _ { 1 } = t + 1 } ^ { \infty } \left[\Phi ^ { - 1 } ( t _ { 1 } ) D ^ { - 1 } ( t _ { 1 } ) \left(\left(I-D\left(t_{1}\right)\right) \sum_{t_{2}=t_{1}}^{\infty} R\left(t_{2}\right)\right.\right.\right. \\
&  \tag{4.2.44}\\
& \\
& \\
& \\
& \left.\left.\left.\sum_{t_{3}=t_{1}+1}^{\infty} R\left(t_{3}\right)\left(D\left(t_{1}\right)-I\right)\right) \Phi\left(t_{1}\right)\right]\right\} \cdot \Phi^{-1}(t+1) R(t) \Phi(t) \in l^{1}[a, \infty) .
\end{align*}
$$

Then (4.1.1) is right almost diagonal.
Proof. We first point out an identity of difference system that is useful for our discussion. For any matrix functions $A(t), B(t)$ and $C(t)$, when $t \leq b$, we have

$$
\begin{aligned}
& A(b+1) B(b+1) C(b+1)-A(t) B(t) C(t) \\
= & \sum_{t_{1}=t}^{b} \triangle\left[A\left(t_{1}\right) B\left(t_{1}\right) C\left(t_{1}\right)\right] \\
= & \sum_{t_{1}=t}^{b}\left[\left(\triangle A\left(t_{1}\right)\right) B\left(t_{1}\right) C\left(t_{1}\right)+A\left(t_{1}+1\right)\left(\triangle B\left(t_{1}\right)\right) C\left(t_{1}\right)+A\left(t_{1}+1\right) B\left(t_{1}+1\right)\left(\triangle C\left(t_{1}\right)\right)\right],
\end{aligned}
$$

which leads to

$$
\begin{align*}
& \sum_{t_{1}=t}^{b} A\left(t_{1}+1\right)\left(\triangle B\left(t_{1}\right)\right) C\left(t_{1}\right) \\
= & A(b+1) B(b+1) C(b+1)-A(t) B(t) C(t) \\
& -\sum_{t_{1}=t}^{b}\left[\left(\triangle A\left(t_{1}\right)\right) B\left(t_{1}\right) C\left(t_{1}\right)+A\left(t_{1}+1\right) B\left(t_{1}+1\right)\left(\triangle C\left(t_{1}\right)\right)\right] . \tag{4.2.45}
\end{align*}
$$

We let $b=\infty, A(t)=\Phi^{-1}(t), B(t)=-\sum_{t_{1}=t}^{\infty} R\left(t_{1}\right)$, and $C(t)=\Phi(t)$.
We now need the Proposition 1.2.3. By (1.2.8) and the condition (4.2.41) of this theorem, we get that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \Phi^{-1}(t)\left(-\sum_{t_{1}=t}^{\infty} R\left(t_{1}\right)\right) \Phi(t)=0 \tag{4.2.46}
\end{equation*}
$$

Hence, (4.2.45) implies that

$$
\begin{align*}
& \sum_{t_{1}=t}^{b} \Phi^{-1}\left(t_{1}+1\right) R\left(t_{1}\right) \Phi\left(t_{1}\right) \\
= & \Phi^{-1}(t)\left[\sum_{t_{1}=t}^{\infty} R\left(t_{1}\right)\right] \Phi(t)+\sum_{t_{1}=t}^{b}\left[\triangle \Phi^{-1}\left(t_{1}\right) \sum_{t_{2}=t_{1}}^{\infty} R\left(t_{2}\right) \Phi\left(t_{1}\right)\right. \\
& \left.+\Phi^{-1}\left(t_{1}+1\right) \sum_{t_{3}=t_{1}+1}^{\infty} R\left(t_{3}\right) \triangle \Phi\left(t_{1}\right)\right] . \tag{4.2.47}
\end{align*}
$$

$>$ From (4.2.2), we obtain that

$$
\begin{equation*}
\triangle \Phi(t)=[D(t)-I] \Phi(t) . \tag{4.2.48}
\end{equation*}
$$

Also, (4.2.2) infer that $\Phi^{-1}(t)=\Phi^{-1}(t+1) D(t)$. Therefore,

$$
\begin{equation*}
\triangle \Phi^{-1}(t)=\Phi^{-1}(t+1)-\Phi^{-1}(t)=\Phi^{-1}(t+1)[I-D(t)] \tag{4.2.49}
\end{equation*}
$$

Put (4.2.48) and (4.2.49) into (4.2.47) and get that

$$
\begin{align*}
& \sum_{t_{1}=t}^{\infty} \widetilde{R}\left(t_{1}\right)=\sum_{t_{1}=t}^{b} \Phi^{-1}\left(t_{1}+1\right) R\left(t_{1}\right) \Phi\left(t_{1}\right) \\
= & \Phi^{-1}(t) \sum_{t_{1}=t}^{\infty} R\left(t_{1}\right) \Phi(t) \\
& \quad+\sum_{t_{1}=t}^{b}\left[\Phi^{-1}\left(t_{1}+1\right)\left(\left(I-D\left(t_{1}\right)\right) \sum_{t_{2}=t_{1}}^{\infty} R\left(t_{2}\right)+\sum_{t_{3}=t_{1}+1}^{\infty} R\left(t_{3}\right)\left(D\left(t_{1}\right)-I\right)\right) \Phi\left(t_{1}\right)\right] \\
= & \Phi^{-1}(t) \sum_{t_{1}=t}^{\infty} R\left(t_{1}\right) \Phi(t) \\
. & 2.50)+\sum_{t_{1}=t}^{b}\left[\Phi^{-1}\left(t_{1}\right) D^{-1}\left(t_{1}\right)\left(\left(I-D\left(t_{1}\right)\right) \sum_{t_{2}=t_{1}}^{\infty} R\left(t_{2}\right)+\sum_{t_{3}=t_{1}+1}^{\infty} R\left(t_{3}\right)\left(D\left(t_{1}\right)-I\right)\right) \Phi\left(t_{1}\right)\right] . \tag{4.2.50}
\end{align*}
$$

Then, the conditions (4.2.41), (4.2.42) and the conclusions (1.2.8), (1.2.9) imply that $\sum_{t_{1}=t}^{\infty} \widetilde{R}\left(t_{1}\right) \rightarrow$ 0 as $t \rightarrow \infty$.

At last, the following identity that comes from (4.2.50) holds. Namely,

$$
\begin{aligned}
& \left(\sum_{t_{1}=t+1}^{\infty} \widetilde{R}\left(t_{1}\right)\right) \widetilde{R}(t) \\
& =\Phi^{-1}(t+1) \sum_{t_{1}=t+1}^{\infty} R\left(t_{1}\right) \Phi(t+1) \cdot \Phi^{-1}(t+1) R(t) \Phi(t) \\
& \quad+\sum_{t_{1}=t+1}^{b}\left[\Phi ^ { - 1 } ( t _ { 1 } ) D ^ { - 1 } ( t _ { 1 } ) \left(\left(I-D\left(t_{1}\right)\right) \sum_{t_{2}=t_{1}}^{\infty} R\left(t_{2}\right)\right.\right. \\
& \\
& \left.\left.\quad+\sum_{t_{3}=t_{1}+1}^{\infty} R\left(t_{3}\right)\left(D\left(t_{1}\right)-I\right)\right) \Phi\left(t_{1}\right)\right] \Phi^{-1}(t+1) R(t) \Phi(t) \\
& =\Phi^{-1}(t) D^{-1}(t)\left(\sum_{t_{1}=t+1}^{\infty} R\left(t_{1}\right)\right) R(t) \Phi(t) \\
& \quad+\sum_{t_{1}=t+1}^{b}\left[\Phi ^ { - 1 } ( t _ { 1 } ) D ^ { - 1 } ( t _ { 1 } ) \left(\left(I-D\left(t_{1}\right)\right) \sum_{t_{2}=t_{1}}^{\infty} R\left(t_{2}\right)\right.\right. \\
& \left.\left.\quad+\sum_{t_{3}=t_{1}+1}^{\infty} R\left(t_{3}\right)\left(D\left(t_{1}\right)-I\right)\right) \Phi\left(t_{1}\right)\right] \Phi(t+1) R(t) \Phi(t) .
\end{aligned}
$$

Thus, conditions (4.2.43), (4.2.44) and the conclusion (1.2.9) imply that

$$
\left(\sum_{t_{1}=t+1}^{\infty} \widetilde{R}\left(t_{1}\right)\right) \widetilde{R}(t) \in l^{1}[a, \infty)
$$

Hence, by Theorem 4.2.4, (4.1.1) is right almost diagonal.

### 4.3. Examples

We will consider some examples of potentially oscillatory systems where $R(t)$ possesses elements of the form $(\sin t) \cdot t{ }^{\delta}$. Here, $t^{\underline{\delta}}$, with $\delta$ be any real number, is the "falling factorial power", which has the definition as in (2.3.21) of Chapter 2. Here we list some of its useful propositions as in the following.

First,

$$
\begin{equation*}
\Delta t^{\underline{\delta}}=\delta t^{\delta-1} \tag{4.3.1}
\end{equation*}
$$

Second,

$$
\begin{equation*}
t^{\underline{\delta}} \sim t^{\delta}, \quad(t \rightarrow \infty) \tag{4.3.2}
\end{equation*}
$$

that is already proved in Chapter 2.
Third,

$$
\begin{equation*}
t \frac{\delta-1}{}=\frac{1}{t-\delta+1} t^{\underline{\delta}} \tag{4.3.3}
\end{equation*}
$$

which can be verified from the definition of $t \underline{\delta}$ in (2.3.21).
Forth, when $\delta<0$ and $t \in[1, \infty)$,

$$
\begin{equation*}
(t+1)^{\underline{\delta}}<t^{\delta} . \tag{4.3.4}
\end{equation*}
$$

Indeed, $t^{\underline{\delta}}$ and $(t+1)^{\underline{\delta}}$ are both positive numbers that can be verified from the definition (2.3.21). Thus,

$$
\begin{aligned}
\frac{(t+1)^{\underline{\delta}}}{t^{\underline{\delta}}} & =\frac{\Gamma(t+2)}{\Gamma(t-\delta+2)} \cdot \frac{\Gamma(t-\delta+1)}{\Gamma(t+1)} \\
& =\frac{(t+1) \Gamma(t+1)}{(t-\delta+1) \Gamma(t-\delta+1)} \cdot \frac{\Gamma(t-\delta+1)}{\Gamma(t+1)} \\
& =\frac{(t+1)}{(t-\delta+1)} \\
& <1
\end{aligned}
$$

which leads to (4.3.4).
Also, the following identity of summation by parts will be useful in our estimation. For any $a(t), c(t)$, with $t \leq b$,

$$
\begin{equation*}
\sum_{t_{1}=t}^{b}\left[a\left(t_{1}\right) \Delta c\left(t_{1}\right)\right]=a(b+1) c(b+1)-a(t) c(t)-\sum_{t_{1}=t}^{b}\left[c\left(t_{1}+1\right) \triangle a\left(t_{1}\right)\right] . \tag{4.3.5}
\end{equation*}
$$

Indeed, we know that, see, e.g. [28],

$$
\begin{equation*}
\sum[a(t) \triangle c(t)]=a(t) c(t)-\sum[c(t+1) \triangle a(t)] \tag{4.3.6}
\end{equation*}
$$

in which $\sum$ means the indefinite sum or antidifference operator. For any $Z(t),-\sum_{t_{1}=t}^{b} Z(t)$ is an indefinite sum. Hence, from (4.3.6), we can get

$$
\begin{equation*}
-\sum_{t_{1}=t}^{b}[a(t) \triangle c(t)]=a(t) c(t)+\sum_{t_{1}=t}^{b}[c(t+1) \triangle a(t)]+C, \tag{4.3.7}
\end{equation*}
$$

for some constant $C$. When $t=b$, we obtain $C=-a(b+1) c(b+1)$. Insert $C$ into (4.3.7), then (4.3.5) follows.

For any matrix function $A(t)$, the notation $[A(t)]_{t_{1}}^{t_{2}}$ means

$$
\begin{equation*}
[A(t)]_{t_{1}}^{t_{2}}:=A\left(t_{2}\right)-A\left(t_{1}\right) \tag{4.3.8}
\end{equation*}
$$

Example 4.3.1. Consider a difference system on the interval $[1, \infty)$,

$$
Y(t+1)=\left(\left[\begin{array}{cccc}
\lambda_{1}(t) & 0 & \cdots & 0  \tag{4.3.9}\\
0 & \lambda_{2}(t) & \cdots & 0 \\
& \cdots & & \\
0 & 0 & \cdots & \lambda_{n}(t)
\end{array}\right]+\left[\begin{array}{cccc}
0 & c_{12} & \cdots & c_{1 n} \\
c_{21} & 0 & \cdots & c_{2 n} \\
& \cdots & & \\
c_{n 1} & c_{n 2} & \cdots & 0
\end{array}\right](\sin t) \cdot t^{\underline{\delta}}\right) Y(t)
$$

If the following conditions hold,
(1) The system is potentially oscillatory and $\left|\lambda_{j}(t)\right| \geq \mu>0$, where $\mu$ is some positive constant;

$$
\begin{align*}
& \text { (2) } \delta<-\frac{1}{2},\left|\frac{\lambda_{k}(t)}{\lambda_{j}(t+1)}-1\right|<M, \frac{1}{t-\delta+1}\left(\frac{\lambda_{k}(t)}{\lambda_{j}(t+1)}-1\right) \in l^{1}[1, \infty),  \tag{4.3.10}\\
& \quad \triangle\left(\frac{\lambda_{k}(t)}{\lambda_{j}(t+1)}-1\right) \in l^{1}[1, \infty),\left(\frac{\lambda_{k}(t+1)}{\lambda_{j}(t+2)}-1\right)\left(\frac{\lambda_{k}(t)}{\lambda_{j}(t+1)}-1\right) \in l^{1}[1, \infty),
\end{align*}
$$

$$
\begin{equation*}
\text { where } M>0 \text { is some constant, } j, k=1,2, \cdots n \text {, and } j \neq k \tag{4.3.11}
\end{equation*}
$$

Then (4.3.9) is right almost diagonal.
Proof. We want to apply Theorem 4.2.4. In this example,

$$
\begin{equation*}
\widetilde{R}(t)=\left(\left(c_{j k}(\sin t) \cdot t^{\delta}\right) \frac{\prod_{l=1}^{t-1} \lambda_{k}(l)}{\prod_{l=1}^{t} \lambda_{j}(l)}\right)_{j, k=1}^{n} \tag{4.3.12}
\end{equation*}
$$

Therefore,

$$
\begin{aligned}
\left(\sum_{t_{1}=t}^{\infty} \widetilde{R}\left(t_{1}\right)\right)_{j k}= & \sum_{t_{1}=t}^{\infty}\left(c_{j k}\left(\sin t_{1}\right) \cdot t \frac{\delta}{1}\right) \cdot \frac{\prod_{l=1}^{t_{1}-1} \lambda_{k}(l)}{\prod_{l=1}^{t_{1}} \lambda_{j}(l)} \\
= & c_{j k}\left\{\left[\left(-\sum_{t_{2}=t_{1}}^{\infty}\left(\sin t_{2}\right) \cdot t_{2}^{\delta}\right) \frac{\prod_{l=1}^{t_{1}-1} \lambda_{k}(l)}{\prod_{l=1}^{t_{1}} \lambda_{j}(l)}\right]_{t}^{\infty}\right. \\
& \left.-\sum_{t_{1}=t}^{\infty}\left(-\sum_{t_{2}=t_{1}+1}^{\infty}\left(\sin t_{2}\right) \cdot t_{2}^{\frac{\delta}{2}}\right) \triangle \frac{\prod_{l=1}^{t_{1}-1} \lambda_{k}(l)}{\prod_{l=1}^{t_{1}} \lambda_{j}(l)}\right\} \\
= & c_{j k}\left\{\left(\sum_{t_{1}=t}^{\infty}\left(\sin t_{1}\right) \cdot t_{1}^{\delta}\right) \frac{\prod_{l=1}^{t-1} \lambda_{k}(l)}{\prod_{l=1}^{t} \lambda_{j}(l)}\right. \\
& \left.+\sum_{t_{1}=t}^{\infty}\left(\sum_{t_{2}=t_{1}+1}^{\infty}\left(\sin t_{2}\right) \cdot t_{2}^{\delta}\right)\left(\frac{\lambda_{k}\left(t_{1}\right)}{\lambda_{j}\left(t_{1}+1\right)}-1\right) \frac{\prod_{l=1}^{t_{1}-1} \lambda_{k}(l)}{\prod_{l=1}^{t_{1}} \lambda_{j}(l)}\right\} \\
= & c_{j k}\left\{A_{1}+A_{2}\right\},
\end{aligned}
$$

where

$$
\begin{align*}
& A_{1}=\left(\sum_{t_{1}=t}^{\infty}\left(\sin t_{1}\right) \cdot t_{1}^{\frac{\delta}{1}}\right) \frac{\prod_{l=1}^{t-1} \lambda_{k}(l)}{\prod_{l=1}^{t} \lambda_{j}(l)}  \tag{4.3.14}\\
& A_{2}=\sum_{t_{1}=t}^{\infty}\left(\sum_{t_{2}=t_{1}+1}^{\infty}\left(\sin t_{2}\right) \cdot t_{2}^{\frac{\delta}{2}}\right)\left(\frac{\lambda_{k}\left(t_{1}\right)}{\lambda_{j}\left(t_{1}+1\right)}-1\right) \frac{\prod_{l=1}^{t_{1}-1} \lambda_{k}(l)}{\prod_{l=1}^{t_{1}} \lambda_{j}(l)} \tag{4.3.15}
\end{align*}
$$

Now we estimate $A_{1}$. Observe that, using summation by parts,

$$
\begin{align*}
\sum_{t_{1}=t}^{\infty}\left(\sin t_{1}\right) \cdot t_{1}^{\frac{\delta}{1}} & =\left[-\frac{\cos \left(t_{1}-\frac{1}{2}\right)}{2 \sin \frac{1}{2}} \cdot t_{1}^{\frac{\delta}{1}}\right]_{t}^{\infty}-\sum_{t_{1}=t}^{\infty}\left(-\frac{\cos \left(t_{1}+\frac{1}{2}\right)}{2 \sin \frac{1}{2}}\right) \Delta t \frac{\delta}{1} \\
& =\frac{\cos \left(t-\frac{1}{2}\right)}{2 \sin \frac{1}{2}} \cdot t^{\frac{\delta}{2}}+\sum_{t_{1}=t}^{\infty}\left(\frac{\cos \left(t_{1}+\frac{1}{2}\right)}{2 \sin \frac{1}{2}}\right) \delta \cdot t_{1}^{\delta-1} \tag{4.3.16}
\end{align*}
$$

Therefore,

$$
\begin{align*}
\left|\sum_{t_{1}=t}^{\infty}\left(\sin t_{1}\right) \cdot t_{1}^{\delta}\right| & \leq \frac{1}{2 \sin \frac{1}{2}} \cdot t^{\frac{\delta}{-}}+\frac{1}{2 \sin \frac{1}{2}} \sum_{t_{1}=t}^{\infty}\left|\delta \cdot t_{1}^{\delta-1}\right| \\
& =\frac{1}{2 \sin \frac{1}{2}} \cdot t^{\underline{\delta}}+\frac{1}{2 \sin \frac{1}{2}}\left(-\sum_{t_{1}=t}^{\infty} \delta \cdot t^{\frac{\delta-1}{1}}\right) \\
& =\frac{1}{2 \sin \frac{1}{2}} \cdot t^{\underline{\delta}}+\frac{1}{2 \sin \frac{1}{2}} \cdot t^{\underline{\delta}} \\
& =M_{1} t^{\frac{\delta}{x}}, \tag{4.3.17}
\end{align*}
$$

where $M_{1}=\frac{1}{\sin \frac{1}{2}}>0$.
Since the system (4.3.9) is potentially oscillatory and $\left|\lambda_{j}(t)\right| \geq \mu>0$, we can get that for all $t \in[1, \infty)$,

$$
\begin{equation*}
\left|\frac{\prod_{l=1}^{t-1} \lambda_{k}(l)}{\prod_{l=1}^{t} \lambda_{j}(l)}\right|<M_{2}, \tag{4.3.18}
\end{equation*}
$$

for some $M_{2}>0$. Hence, by (4.3.17) and (4.3.18), we have

$$
\begin{equation*}
\left|A_{1}\right|=\left|\sum_{t_{1}=t}^{\infty}\left(\sin t_{1}\right) \cdot t_{1}^{\delta}\right| \cdot\left|\frac{\prod_{l=1}^{t-1} \lambda_{k}(l)}{\prod_{l=1}^{t} \lambda_{j}(l)}\right| \leq M_{1} M_{2} t^{\underline{\delta}} . \tag{4.3.19}
\end{equation*}
$$

Now consider $A_{2}$, we use summation by parts again in the right hand side of (4.3.16) to get

$$
\begin{aligned}
\sum_{t_{1}=t}^{\infty}\left(\sin t_{1}\right) \cdot t_{1}^{\frac{\delta}{1}}= & \frac{\cos \left(t-\frac{1}{2}\right)}{2 \sin \frac{1}{2}} \cdot t^{\underline{\delta}}+\frac{\delta}{2 \sin \frac{1}{2}} \sum_{t_{1}=t}^{\infty}\left[\cos \left(t_{1}+\frac{1}{2}\right)\right] \cdot t_{1}^{\delta-1} \\
= & \frac{\cos \left(t-\frac{1}{2}\right)}{2 \sin \frac{1}{2}} \cdot t^{\frac{\delta}{-}}+\frac{\delta}{2 \sin \frac{1}{2}}\left\{\left[\frac{\sin t_{1}}{2 \sin \frac{1}{2}} \cdot t^{\delta-1}\right]_{t}^{\infty}-\sum_{t_{1}=t}^{\infty} \frac{\sin \left(t_{1}+1\right)}{2 \sin \frac{1}{2}} \cdot \Delta t^{\delta-1}\right\} \\
= & \frac{\cos \left(t-\frac{1}{2}\right)}{2 \sin \frac{1}{2}} \cdot t^{\underline{\delta}}-\frac{\delta}{4\left(\sin \frac{1}{2}\right)^{2}}(\sin t) \cdot t^{\frac{\delta-1}{}} \\
& \quad-\frac{\delta}{4\left(\sin \frac{1}{2}\right)^{2}} \sum_{t_{1}=t}^{\infty}\left[\sin \left(t_{1}+1\right)\right] \cdot(\delta-1) t \frac{\delta-2}{1}
\end{aligned}
$$

By (4.3.15) and (4.3.20), we get that

$$
\begin{equation*}
\left|A_{2}\right| \leq\left|F_{1}\right|+\left|F_{2}\right|+\left|F_{3}\right|, \tag{4.3.21}
\end{equation*}
$$

where

$$
\begin{align*}
F_{1}:= & \sum_{t_{1}=t}^{\infty} \frac{\cos \left(t_{1}+\frac{1}{2}\right)}{2 \sin \frac{1}{2}} \cdot\left(t_{1}+1\right)^{\underline{\delta}}\left(\frac{\lambda_{k}\left(t_{1}\right)}{\lambda_{j}\left(t_{1}+1\right)}-1\right) \frac{\prod_{l=1}^{t_{1}-1} \lambda_{k}(l)}{\prod_{l=1}^{t_{1}} \lambda_{j}(l)} \\
F_{2}:= & \sum_{t_{1}=t}^{\infty} \frac{\delta}{4\left(\sin \frac{1}{2}\right)^{2}}\left[\sin \left(t_{1}+1\right)\right] \cdot\left(t_{1}+1\right)^{\delta-1}\left(\frac{\lambda_{k}\left(t_{1}\right)}{\lambda_{j}\left(t_{1}+1\right)}-1\right) \frac{\prod_{l=1}^{t_{1}-1} \lambda_{k}(l)}{\prod_{l=1}^{t_{1}} \lambda_{j}(l)} \\
F_{3}:= & \sum_{t_{1}=t}^{\infty}\left\{\frac{\delta}{4\left(\sin \frac{1}{2}\right)^{2}}\left(\sum_{t_{2}=t_{1}+1}^{\infty}\left[\sin \left(t_{2}+1\right)\right] \cdot(\delta-1) t_{2}^{\delta-2}\right)\right. \\
& \left.\left(\frac{\lambda_{k}\left(t_{1}\right)}{\lambda_{j}\left(t_{1}+1\right)}-1\right) \frac{\prod_{l=1}^{t_{1}-1} \lambda_{k}(l)}{\prod_{l=1}^{t_{1}} \lambda_{j}(l)} .\right\} \tag{4.3.22}
\end{align*}
$$

For $F_{1}$ in (4.3.21), we get that using summation by parts
(4.3.23) $\quad\left(2 \sin \frac{1}{2}\right) \cdot F_{1}$
$=\sum_{t_{1}=t}^{\infty}\left[\cos \left(t_{1}+\frac{1}{2}\right)\right] \cdot\left(t_{1}+1\right)^{\underline{\delta}}\left(\frac{\lambda_{k}\left(t_{1}\right)}{\lambda_{j}\left(t_{1}+1\right)}-1\right) \frac{\prod_{l=1}^{t_{1}-1} \lambda_{k}(l)}{\prod_{l=1}^{t_{1}} \lambda_{j}(l)}$
$=\left[\left(-\sum_{t_{2}=t_{1}}^{\infty}\left[\cos \left(t_{2}+\frac{1}{2}\right)\right] \cdot\left(t_{2}+1\right)^{\underline{\delta}}\right)\left(\frac{\lambda_{k}\left(t_{1}\right)}{\lambda_{j}\left(t_{1}+1\right)}-1\right) \frac{\prod_{l=1}^{t_{1}-1} \lambda_{k}(l)}{\prod_{l=1}^{t_{1}} \lambda_{j}(l)}\right]_{t}^{\infty}$
$-\sum_{t_{1}=t}^{\infty}\left(-\sum_{t_{2}=t_{1}+1}^{\infty}\left[\cos \left(t_{2}+\frac{1}{2}\right)\right] \cdot\left(t_{2}+1\right)^{\underline{\delta}}\right) \triangle\left\{\left(\frac{\lambda_{k}\left(t_{1}\right)}{\lambda_{j}\left(t_{1}+1\right)}-1\right) \frac{\prod_{l=1}^{t_{1}-1} \lambda_{k}(l)}{\prod_{l=1}^{t_{1}} \lambda_{j}(l)}\right\}$
$=\left(\sum_{t_{1}=t}^{\infty}\left[\cos \left(t_{1}+\frac{1}{2}\right)\right] \cdot\left(t_{1}+1\right)^{\underline{\delta}}\right)\left(\frac{\lambda_{k}(t)}{\lambda_{j}(t+1)}-1\right) \frac{\prod_{l=1}^{t-1} \lambda_{k}(l)}{\prod_{l=1}^{t} \lambda_{j}(l)}$
$+\sum_{t_{1}=t}^{\infty}\left(\sum_{t_{2}=t_{1}+1}^{\infty}\left[\cos \left(t_{2}+\frac{1}{2}\right)\right] \cdot\left(t_{2}+1\right)^{\underline{\delta}}\right)\left[\triangle\left(\frac{\lambda_{k}\left(t_{1}\right)}{\lambda_{j}\left(t_{1}+1\right)}-1\right)\right] \frac{\prod_{l=1}^{t_{1}-1} \lambda_{k}(l)}{\prod_{l=1}^{t_{1}} \lambda_{j}(l)}$
$+\sum_{t_{1}=t}^{\infty}\left(\sum_{t_{2}=t_{1}+1}^{\infty}\left[\cos \left(t_{2}+\frac{1}{2}\right)\right] \cdot\left(t_{2}+1\right)^{\underline{\delta}}\right)\left(\frac{\lambda_{k}\left(t_{1}+1\right)}{\lambda_{j}\left(t_{1}+2\right)}-1\right)\left(\frac{\lambda_{k}\left(t_{1}\right)}{\lambda_{j}\left(t_{1}+1\right)}-1\right) \frac{\prod_{l=1}^{t_{1}-1} \lambda_{k}(l)}{\prod_{l=1}^{t_{1}} \lambda_{j}(l)}$.

Similar to the estimation in (4.3.17), we can verify that

$$
\begin{equation*}
\left|\sum_{t_{1}=t}^{\infty}\left[\cos \left(t_{1}+\frac{1}{2}\right)\right] \cdot\left(t_{1}+1\right)^{\underline{\delta}}\right| \leq M_{1}(t+1)^{\underline{\delta}} \tag{4.3.24}
\end{equation*}
$$

By (4.3.23) and (4.3.24), we can get

$$
\begin{aligned}
& \left|\sum_{t_{1}=t}^{\infty}\left[\cos \left(t_{1}+\frac{1}{2}\right)\right] \cdot\left(t_{1}+1\right)^{\underline{\delta}}\left(\frac{\lambda_{k}\left(t_{1}\right)}{\lambda_{j}\left(t_{1}+1\right)}-1\right) \frac{\prod_{l=1}^{t_{1}-1} \lambda_{k}(l)}{\prod_{l=1}^{t_{1}} \lambda_{j}(l)}\right| \\
\leq & M_{1}(t+1)^{\underline{\delta}}\left|\left(\frac{\lambda_{k}(t)}{\lambda_{j}(t+1)}-1\right) \frac{\prod_{l=1}^{t-1} \lambda_{k}(l)}{\prod_{l=1}^{t} \lambda_{j}(l)}\right| \\
& +\sum_{t_{1}=t}^{\infty}\left\{M_{1}\left(t_{1}+2\right)^{\underline{\delta}}\left|\triangle\left(\frac{\lambda_{k}\left(t_{1}\right)}{\lambda_{j}\left(t_{1}+1\right)}-1\right)\right| \cdot\left|\frac{\prod_{l=1}^{t_{1}-1} \lambda_{k}(l)}{\prod_{l=1}^{t_{1}} \lambda_{j}(l)}\right|\right\} \\
& +\sum_{t_{1}=t}^{\infty}\left\{M_{1}\left(t_{1}+2\right)^{\underline{\delta}}\left|\left(\frac{\lambda_{k}\left(t_{1}+1\right)}{\lambda_{j}\left(t_{1}+2\right)}-1\right)\left(\frac{\lambda_{k}\left(t_{1}\right)}{\lambda_{j}\left(t_{1}+1\right)}-1\right)\right| \cdot\left|\frac{\prod_{l=1}^{t_{1}-1} \lambda_{k}(l)}{\prod_{l=1}^{t_{1}} \lambda_{j}(l)}\right|\right\} \\
\leq & M_{1}(t+1)^{\underline{\delta}}\left|\left(\frac{\lambda_{k}(t)}{\lambda_{j}(t+1)}-1\right) \frac{\prod_{l=1}^{t-1} \lambda_{k}(l)}{\prod_{l=1}^{t} \lambda_{j}(l)}\right| \\
& +M_{1}(t+2)^{\underline{\delta}} \sum_{t_{1}=t}^{\infty}\left\{\left|\triangle\left(\frac{\lambda_{k}\left(t_{1}\right)}{\lambda_{j}\left(t_{1}+1\right)}-1\right)\right| \cdot\left|\frac{\prod_{l=1}^{t_{1}-1} \lambda_{k}(l)}{\prod_{l=1}^{t_{1} \lambda_{j}(l)} \mid}\right|\right\} \\
& +M_{1}(t+2)^{\underline{\delta}} \sum_{t_{1}=t}^{\infty}\left\{\left|\left(\frac{\lambda_{k}\left(t_{1}+1\right)}{\lambda_{j}\left(t_{1}+2\right)}-1\right)\left(\frac{\lambda_{k}\left(t_{1}\right)}{\lambda_{j}\left(t_{1}+1\right)}-1\right)\right| \cdot\left|\frac{\prod_{l=1}^{t_{1}-1} \lambda_{k}(l)}{\prod_{l=1}^{t_{1}} \lambda_{j}(l)}\right|\right\} \\
(4.3 .25) \leq & M_{3} t^{\underline{\delta}},
\end{aligned}
$$

for some $M_{3}>0$.
For $F_{2}$ in (4.3.21), using the identity (4.3.3) we have

$$
\begin{align*}
\left|F_{2}\right| & =\left|\sum_{t_{1}=t}^{\infty} \frac{\delta}{4\left(\sin \frac{1}{2}\right)^{2}}\left[\sin \left(t_{1}+1\right)\right] \cdot\left(t_{1}+1\right)^{\frac{\delta-1}{}}\left(\frac{\lambda_{k}\left(t_{1}\right)}{\lambda_{j}\left(t_{1}+1\right)}-1\right) \frac{\prod_{l=1}^{t_{1}-1} \lambda_{k}(l)}{\prod_{l=1}^{t_{1}} \lambda_{j}(l)}\right| \\
& \leq \frac{|\delta|}{4\left(\sin \frac{1}{2}\right)^{2}} \sum_{t_{1}=t}^{\infty}\left|t^{\delta-1}\right| \cdot\left|\left(\frac{\lambda_{k}\left(t_{1}\right)}{\lambda_{j}\left(t_{1}+1\right)}-1\right) \frac{\prod_{l=1}^{t_{1}-1} \lambda_{k}(l)}{\prod_{l=1}^{t_{1}} \lambda_{j}(l)}\right| \\
& \leq \frac{|\delta|}{4\left(\sin \frac{1}{2}\right)^{2}} t^{\underline{\delta}} \sum_{t_{1}=t}^{\infty}\left|\frac{1}{t_{1}-\delta+1}\left(\frac{\lambda_{k}\left(t_{1}\right)}{\lambda_{j}\left(t_{1}+1\right)}-1\right)\right| \cdot\left|\frac{\prod_{l=1}^{t_{1}-1} \lambda_{k}(l)}{\prod_{l=1}^{t_{1}} \lambda_{j}(l)}\right| \\
& \leq M_{4} t^{\underline{\delta}}, \tag{4.3.26}
\end{align*}
$$

for some $M_{4}>0$.

For $F_{3}$ in (4.3.21), similar to the estimation in (4.3.26) above, we have

$$
\begin{aligned}
& \left|F_{3}\right| \\
= & \left|\sum_{t_{1}=t}^{\infty} \frac{\delta}{4\left(\sin \frac{1}{2}\right)^{2}}\left(\sum_{t_{2}=t_{1}+1}^{\infty}\left[\sin \left(t_{2}+1\right)\right] \cdot(\delta-1) t_{2}^{\delta-2}\right)\left(\frac{\lambda_{k}\left(t_{1}\right)}{\lambda_{j}\left(t_{1}+1\right)}-1\right) \frac{\prod_{l=1}^{t_{1}-1} \lambda_{k}(l)}{\prod_{l=1}^{t_{1}} \lambda_{j}(l)}\right| \\
\leq & \frac{|\delta|}{4\left(\sin \frac{1}{2}\right)^{2}} \sum_{t_{1}=t}^{\infty}\left|\left(\sum_{t_{2}=t_{1}+1}^{\infty}\left|(\delta-1) t_{2}^{\delta-2}\right|\right)\left(\frac{\lambda_{k}\left(t_{1}\right)}{\lambda_{j}\left(t_{1}+1\right)}-1\right) \frac{\prod_{l=1}^{t_{1}-1} \lambda_{k}(l)}{\prod_{l=1}^{t_{1}} \lambda_{j}(l)}\right| \\
= & \frac{|\delta|}{4\left(\sin \frac{1}{2}\right)^{2}} \sum_{t_{1}=t}^{\infty}\left|\left(t_{1}+1\right)^{\frac{\delta-1}{}}\left(\frac{\lambda_{k}\left(t_{1}\right)}{\lambda_{j}\left(t_{1}+1\right)}-1\right) \frac{\prod_{l=1}^{t_{1}-1} \lambda_{k}(l)}{\prod_{l=1}^{t_{1}} \lambda_{j}(l)}\right|
\end{aligned}
$$

$$
(4.3 .27) \leq M_{4} t^{\underline{\delta}}
$$

$>$ From (4.3.21), (4.3.25), (4.3.26) and (4.3.27), we get that

$$
\begin{equation*}
\left|A_{2}\right| \leq M_{5} t^{\underline{\delta}}, \tag{4.3.28}
\end{equation*}
$$

where $M_{5}=\frac{1}{2 \sin \frac{1}{2}} M_{3}+2 M_{4}>0$ is a positive constant.
By (4.3.13), (4.3.19) and (4.3.28), we get the estimation of $\sum_{t_{1}=t}^{\infty} \widetilde{R}(t)$ as

$$
\begin{equation*}
\left|\left(\sum_{t_{1}=t}^{\infty} \widetilde{R}\left(t_{1}\right)\right)_{j k}\right| \leq\left|c_{j k}\right|\left(M_{1} M_{2}+M_{5}\right) t^{\underline{\delta}} \tag{4.3.29}
\end{equation*}
$$

which leads to the conclusion that $\sum_{t_{1}=t}^{\infty} \widetilde{R}\left(t_{1}\right) \rightarrow 0$ as $t \rightarrow \infty$.
Now, consider $\left(\sum_{t_{1}=t+1}^{\infty} \widetilde{R}\left(t_{1}\right)\right) \widetilde{R}(t)$. In this example,

$$
\begin{align*}
\left|\left[\left(\sum_{t_{1}=t+1}^{\infty} \widetilde{R}\left(t_{1}\right)\right) \widetilde{R}(t)\right]_{j k}\right| & =\left|\sum_{v=1}^{n}\left[\left(\sum_{t_{1}=t+1}^{\infty} \widetilde{r}_{j v}\left(t_{1}\right)\right) \widetilde{r}_{v k}(t)\right]\right| \\
& \leq \sum_{v=1}^{n}\left|\sum_{t_{1}=t+1}^{\infty} \widetilde{r}_{j v}\left(t_{1}\right)\right| \cdot\left|\widetilde{r}_{v k}(t)\right| \\
& \leq \sum_{v=1}^{n}\left|c_{j v}\right|\left(M_{1} M_{2}+M_{5}\right) t^{\underline{\delta}} \cdot\left|\left(c_{v k} \sin t \cdot t^{\underline{\delta}}\right) \frac{\prod_{l=1}^{t-1} \lambda_{k}(l)}{\prod_{l=1}^{t} \lambda_{v}(l)}\right| \\
& \leq n \cdot c^{2}\left(M_{1} M_{2}+M_{5}\right) M_{2}\left(t^{\underline{\delta}} \cdot t^{\underline{\delta}}\right), \tag{4.3.30}
\end{align*}
$$

where $c=\max \left\{\left|c_{j k}\right|\right\}$.
Since $\delta<-\frac{1}{2}$, we have that $\left(\sum_{t_{1}=t+1}^{\infty} \widetilde{R}\left(t_{1}\right)\right) \widetilde{R}(t) \in l^{1}[1, \infty)$. Therefore, the system (4.3.9) is right almost diagonal.

We can obtain stronger results if we narrow our discussion to the case $n=2$.
Example 4.3.2. Consider a difference system on the interval $[1, \infty)$,

$$
Y(t+1)=\left(\left[\begin{array}{cc}
\lambda_{1}(t) & 0  \tag{4.3.31}\\
0 & \lambda_{2}(t)
\end{array}\right]+\left[\begin{array}{cc}
0 & c_{12}(\sin t) \cdot t \underline{\delta_{1}} \\
c_{21}(\sin t) \cdot t_{\underline{\delta_{2}}} & 0
\end{array}\right]\right) Y(t)
$$

Let,
(1) the system is potentially oscillatory and $\left|\lambda_{j}(t)\right| \geq \mu>0$ for some positive $\mu$,
(2) $\delta_{j}<0,\left|\frac{\lambda_{k}(t)}{\lambda_{j}(t+1)}-1\right|<M, \frac{1}{t-\delta_{j}+1}\left(\frac{\lambda_{k}(t)}{\lambda_{j}(t+1)}-1\right) \in l^{1}[1, \infty), \triangle\left(\frac{\lambda_{k}(t)}{\lambda_{j}(t+1)}-1\right) \in l^{1}[1, \infty)$, $\left(\frac{\lambda_{k}(t+1)}{\lambda_{j}(t+2)}-1\right)\left(\frac{\lambda_{k}(t)}{\lambda_{j}(t+1)}-1\right) \in l^{1}[1, \infty)$ for $j, k=1,2$, and $j \neq k$,
(3) $\delta_{1}+\delta_{2}<-1$.

Then (4.3.31) is right almost diagonal.
Proof. In this example,

$$
\begin{equation*}
\widetilde{R}(t)=\left(\left(c_{j k}(\sin t) \cdot t^{\delta_{j}}\right) \frac{\prod_{l=1}^{t-1} \lambda_{k}(l)}{\prod_{l=1}^{t} \lambda_{j}(l)}\right)_{j, k=1}^{n} \tag{4.3.32}
\end{equation*}
$$

Similar to the analysis of Example 4.3.1, conditions (1) and (2) of this example lead to that

$$
\left|\left(\sum_{t_{1}=t}^{\infty} \widetilde{R}\left(t_{1}\right)\right)_{j k}\right| \leq M_{6} t^{\delta_{j}}
$$

for some $M_{6}>0$. Hence, we conclude that $\sum_{t_{1}=t}^{\infty} \widetilde{R}\left(t_{1}\right) \rightarrow 0$ as $t \rightarrow \infty$.
At the same time, notice that

$$
\begin{aligned}
\left|\left(\sum_{t_{1}=t+1}^{\infty} \widetilde{R}\left(t_{1}\right)\right) \widetilde{R}(t)\right| & =\left[\begin{array}{cc}
\left|\left(\sum_{t_{1}=t+1}^{\infty} \widetilde{r}_{12}\left(t_{1}\right)\right) \widetilde{r}_{21}(t)\right| & 0 \\
0 & \left|\left(\sum_{t_{1}=t+1}^{\infty} \widetilde{r}_{21}\left(t_{1}\right)\right) \widetilde{r}_{12}(t)\right|
\end{array}\right] \\
& \leq\left[\begin{array}{cc}
M_{6} t \underline{\delta_{1}} \cdot M_{2}\left|c_{21}(\sin t) \cdot t \underline{\delta_{2}}\right| & 0 \\
0 & \\
M_{6} t \underline{\underline{\delta_{2}}} \cdot M_{2}\left|c_{12}(\sin t) \cdot t \underline{\delta_{1}}\right|
\end{array}\right] \\
& \leq M_{7}\left[\begin{array}{cc}
t \underline{\delta_{1}} \cdot t \underline{\delta_{2}} & 0 \\
0 & t \underline{\delta_{2}} \cdot t \underline{\delta_{1}}
\end{array}\right],
\end{aligned}
$$

for some $M_{7}>0$.
Since $t^{\delta_{j}} \sim t^{\delta_{j}}$ and $\delta_{1}+\delta_{2}<-1$, we get that $\left(\sum_{t_{1}=t+1}^{\infty} \widetilde{R}\left(t_{1}\right)\right) \widetilde{R}(t) \in l^{1}[1, \infty)$. Therefore, the system (4.3.31) is right almost diagonal.

It may be possible to extend the analysis in here to the more general and interesting setting of time scales, see e.g. [5]. However, we cannot see how to give such concrete examples as the Example 4.3.1, 4.3.2 in the setting of time scales.

Theorem 4.2.6 is a more convenient tool, (than Theorem 4.2.4), to apply in order to show that a potentially oscillatory difference system is right almost diagonal. This is due to the conditions of Theorem 4.2.6 imposed directly on $R(t)$ rather than on $\widetilde{R}(t)$. We will demonstrate this in the following example.

Example 4.3.3. Consider a difference system on the interval $[1, \infty)$,

$$
Y(t+1)=\left(\left[\begin{array}{cc}
1+\frac{1}{t} & 0  \tag{4.3.33}\\
0 & 1+\frac{1}{t+1}
\end{array}\right]+\left[\begin{array}{cc}
0 & c_{12} \\
c_{21} & 0
\end{array}\right] \frac{\sin t}{t}\right) Y(t)
$$

We show that it is a right almost diagonal difference system.

Proof. In this example, we can see that for any $1 \leq t_{1}<t_{2} \leq \infty$,

$$
\prod_{l=t_{1}}^{t_{2}} \frac{\lambda_{1}(l)}{\lambda_{2}(l)}=\prod_{l=t_{1}}^{t_{2}} \frac{1+\frac{1}{l}}{1+\frac{1}{l+1}}=\frac{\prod_{l=t_{1}}^{t_{2}} \frac{l+1}{l}}{\prod_{l=t_{1}}^{t_{2}} \frac{l+2}{l+1}}=\frac{\frac{t_{2}+1}{t_{1}}}{\frac{t_{2}+2}{t_{1}+1}}=\left(1+\frac{1}{t_{1}}\right)\left(1-\frac{1}{t_{2}+2}\right),
$$

which leads to $\frac{1}{2}<\left|\prod_{l=t_{1}}^{t_{2}} \frac{\lambda_{1}(l)}{\lambda_{2}(l)}\right|<2$. Therefore, (4.3.33) is a potentially oscillatory difference system. Now we want to apply Theorem 4.2 .6 to show that (4.3.33) is right almost diagonal.

First, consider $\sum_{t_{1}=t}^{\infty} R\left(t_{1}\right)$. We will estimate $\sum_{t_{1}=t}^{\infty} \frac{\sin t_{1}}{t_{1}}$ as follows,

$$
\begin{aligned}
\sum_{t_{1}=t}^{\infty} \frac{\sin t_{1}}{t_{1}} & =\left[-\frac{\cos \left(t_{1}-1 / 2\right)}{2 \sin \frac{1}{2}} \cdot \frac{1}{t_{1}}\right]_{t}^{\infty}+\sum_{t_{1}=t}^{\infty} \frac{\cos \left(t_{1}+1 / 2\right)}{2 \sin \frac{1}{2}} \triangle \frac{1}{t_{1}} \\
& =\frac{\cos (t-1 / 2)}{2 \sin \frac{1}{2}} \cdot \frac{1}{t}-\sum_{t_{1}=t}^{\infty} \frac{\cos \left(t_{1}+1 / 2\right)}{2 \sin \frac{1}{2}} \frac{1}{t_{1}\left(t_{1}+1\right)}
\end{aligned}
$$

Therefore, we get

$$
\begin{equation*}
\left|\sum_{t_{1}=t}^{\infty} \frac{\sin t}{t}\right| \leq\left|\frac{1}{2} \cdot \frac{1}{t}\right|+\frac{1}{2} \sum_{t_{1}=t}^{\infty} \frac{1}{t_{1}\left(t_{1}+1\right)} \leq \frac{1}{t} \tag{4.3.34}
\end{equation*}
$$

and then

$$
\left\|\sum_{t_{1}=t}^{\infty} R\left(t_{1}\right)\right\|=\left\|\sum_{t_{1}=t}^{\infty}\left[\begin{array}{cc}
0 & c_{12}  \tag{4.3.35}\\
c_{21} & 0
\end{array}\right] \frac{\sin t_{1}}{t_{1}}\right\| \leq \frac{2 C}{t},
$$

where $C=\max \left\{\left|c_{12}\right|,\left|c_{21}\right|\right\}$. It is obvious that $\sum_{t_{1}=t}^{\infty} R\left(t_{1}\right) \rightarrow 0$ as $t \rightarrow \infty$.
Second, we see that

$$
D^{-1}(t)=\left[\begin{array}{cc}
\frac{1}{1+\frac{1}{t}} & 0 \\
0 & \frac{1}{1+\frac{1}{t+1}}
\end{array}\right],
$$

which implies that $\left\|D^{-1}(t)\right\|<2$ on $[1, \infty)$. We now obtain

$$
\begin{aligned}
& \left\|D^{-1}(t)\left[(I-D(t))\left(\sum_{t_{1}=t}^{\infty} R\left(t_{1}\right)\right)+\left(\sum_{t_{2}=t+1}^{\infty} R\left(t_{2}\right)\right)(D(t)-I)\right]\right\| \\
\leq & 2\left(\left\|\left[\begin{array}{cc}
-\frac{1}{t} & 0 \\
0 & -\frac{1}{t+1}
\end{array}\right]\right\| \cdot\left\|\sum_{t_{1}=t}^{\infty} R\left(t_{1}\right)\right\|+\left\|\sum_{t_{2}=t+1}^{\infty} R\left(t_{2}\right)\right\| \cdot\left\|\left[\begin{array}{cc}
\frac{1}{t} & 0 \\
0 & \frac{1}{t+1}
\end{array}\right]\right\|\right) \\
\leq & 2\left(\left|\frac{1}{t}+\frac{1}{t+1}\right| \cdot \frac{2 C}{t}+\frac{2 C}{t+1} \cdot\left|\frac{1}{t}+\frac{1}{t+1}\right|\right) \\
\leq & \frac{16 C}{t^{2}}
\end{aligned}
$$

Therefore,

$$
D^{-1}(t)\left[(I-D(t))\left(\sum_{t_{1}=t}^{\infty} R\left(t_{1}\right)\right)+\left(\sum_{t_{2}=t+1}^{\infty} R\left(t_{2}\right)\right)(D(t)-I)\right] \in l^{1}[1, \infty) .
$$

Third,

$$
\left\|D^{-1}(t)\left(\sum_{t_{1}=t+1}^{\infty} R\left(t_{1}\right)\right) R(t)\right\| \leq 2 \cdot \frac{2 C}{t+1} \cdot 2 C\left|\frac{\sin t}{t}\right| \leq \frac{8 C^{2}}{t(t+1)},
$$

which implies that $D^{-1}(t)\left(\sum_{t_{1}=t+1}^{\infty} R\left(t_{1}\right)\right) R(t) \in l^{1}[1, \infty)$.
Fourth, since (4.3.33) is potentially oscillatory and $\left\|D^{-1}(t)\right\|<2$, there exists some $M_{8}>0$ such that

$$
\begin{aligned}
& \|\left\{\sum _ { t _ { 1 } = t + 1 } ^ { \infty } \left[\Phi ^ { - 1 } ( t _ { 1 } ) D ^ { - 1 } ( t _ { 1 } ) \left(\left(I-D\left(t_{1}\right)\right) \sum_{t_{2}=t_{1}}^{\infty} R\left(t_{2}\right)\right.\right.\right. \\
& \left.\left.\left.+\sum_{t_{3}=t_{1}+1}^{\infty} R\left(t_{3}\right)\left(D\left(t_{1}\right)-I\right)\right) \Phi\left(t_{1}\right)\right]\right\} \cdot \Phi^{-1}(t+1) R(t) \Phi(t) \| \\
\leq & M_{8} \sum_{t_{1}=t+1}^{\infty}\left\|D^{-1}\left(t_{1}\right)\left(\left(I-D\left(t_{1}\right)\right) \sum_{t_{2}=t_{1}}^{\infty} R\left(t_{2}\right)+\sum_{t_{3}=t_{1}+1}^{\infty} R\left(t_{3}\right)\left(D\left(t_{1}\right)-I\right)\right)\right\| \cdot\|R(t)\| \\
\leq & M_{8}\left(\sum_{t_{1}=t+1}^{\infty} \frac{16 C}{t_{1}^{2}}\right) \cdot 2 C\left|\frac{\sin t}{t}\right| \leq \frac{32 C^{2} M_{8}}{t} \cdot \sum_{t_{1}=t+1}^{\infty} \frac{1}{t_{1}^{2}} \leq \frac{32 C^{2} M_{8}}{t} \cdot \sum_{t_{1}=t+1}^{\infty} \frac{1}{t_{1}\left(t_{1}-1\right)} \\
= & \frac{32 C^{2} M_{8}}{t^{2}} .
\end{aligned}
$$

Hence, the condition (4.2.44) also holds in this example. We conclude that (4.3.33) is right almost diagonal.

In all the examples of this paper, $\left|\widetilde{R}\left(t_{1}\right)\right| \notin l^{1}[1, \infty)$, therefore, Proposition 2.2 in $[\mathbf{1 6}]$ and Lemma 2.1 in [3] do not apply.
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