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## INTRODUCTION

Negotiation is ubiquitous. From banal exchanges between family members and friends to business transactions involving multi-national corporations to settlement discussions in complex litigation, negotiation is a central aspect of our personal, professional, and public lives. ${ }^{1}$ What we getand what we give up-often depends upon how well we negotiate.

Because of its pervasiveness, negotiation has attracted the attention of teachers, scholars, and practitioners from a variety of disciplines. ${ }^{2}$ In traditional academic departments like economics and psychology; in professional schools of business, law, and public policy; and even in the "real world," negotiation experts have developed a vast prescriptive literature on the subject. ${ }^{3}$ Across these disciplinary divides, ${ }^{4}$ the prescriptive literature exhorts negotiators to generate, evaluate, and select from multiple options at the bargaining table. ${ }^{5}$

For example, the authors of the highly influential Getting to Yes argue that "the key to wise decision making in negotiation lies in selecting from a

[^1]great number and variety of options." ${ }^{6}$ Similarly, the authors of Getting Together argue that " $[t]$ he chance that a negotiation will produce a good substantive agreement improves if the negotiators, without commitment, generate a large number of relevant ideas and suggestions." ${ }^{7}$ Indeed, "[b]eing able to come up with creative alternatives is seen as one of the basic concepts of successful negotiation." ${ }^{8}$

The negotiation literature's "option-generation prescription" receives its fullest expression in "brainstorming." ${ }^{9}$ Designed to "stimulate the free flow of ideas and creativity" ${ }^{10}$ and to uncover "a wide variety of potential solutions," ${ }^{11}$ brainstorming is a structured exercise in which negotiators work with one another to generate options without evaluating or judging them. ${ }^{12}$ In Beyond Winning: Negotiating to Create Value in Deals and Disputes, Robert Mnookin, Scott Peppet, and Andrew Tulumello describe how one negotiator (a job candidate) might propose brainstorming to her counterpart (a prospective employer):

Well, I think I have a good sense of your interests, and you seem to understand mine. Now I'm wondering how we can meet those interests. I'd like to take the job if we can work out these remaining issues, and I've got some ideas. My suggestion is that we take ten minutes and just try to brainstorm as many possible solutions to this problem as we can think of-even crazy solutions. Then we can decide if any of them make sense. ${ }^{13}$
At first glance, the option-generation prescription seems unassailable. After all, negotiators can include in their agreements only those options that they actually consider, and the more options they consider, the more options they will have to choose from at the bargaining table. As the authors of Getting Ready to Negotiate put it, "The more options that are generated, the greater the chance that one of them will effectively reconcile the differing interests of the parties." ${ }^{14}$

[^2]Upon closer inspection, however, the option-generation prescription begins to appear vulnerable, for it rests on a questionable premise about the behavior of negotiators. It assumes that negotiators will make rational decisions when selecting from multiple options. Regardless of the number of options available or the manner in which they are presented, it assumes that negotiators will independently assess the subjective value of each option, rank-order them, and then select the one that offers the most value. ${ }^{15}$ In reality, however, people often have great difficulty selecting the valuemaximizing option when multiple options are on the table; that is, the very presence of multiple options has a tendency to induce people to make suboptimal decisions. ${ }^{16}$

The purpose of this Article is to describe some of the predictable problems that may arise as a consequence of option generation in negotiation. Relying on existing experimental research, new experimental research, and "real-world" empirical evidence, the Article identifies four potential costs associated with option generation: option devaluation, context dependence (both contrast and compromise), non-compensatory decision making, and decision regret. Taken together, these "option costs" stand for the ironic proposition that negotiators who heed the optiongeneration prescription may be more likely than those who ignore it to enter into inferior agreements with which they may be less satisfied. In short, option generation may not be the panacea its proponents imagine, but rather a Pandora's box that can lead negotiators astray.

The purpose of this Article is not to argue that negotiators should cease option generation. As its proponents have observed, option generation may enable negotiators to identify novel alternatives that "effectively reconcile the differing interests of the parties." ${ }^{17}$ The problem, however, is that this very same process can also induce negotiators to make suboptimal decisions at the bargaining table. Thus, this Article's more modest goal is merely to delineate some of the potential pitfalls that can accompany option generation. ${ }^{18}$

Although the aims of this Article are primarily descriptive, the Article does venture into the prescriptive. Because option generation offers potential benefits as well as the potential costs described below, the Article explores whether there is a way for negotiators to reap these benefits without incurring the costs. The Article attempts to determine, in other words, how

[^3]those seeking to resolve a dispute or "do a deal" can put multiple options on the table without falling prey to the decision-making problems they can cause.

The Article argues that lawyer-negotiators, acting on behalf of clients, are more likely than non-lawyer-negotiators, acting on their own behalf, to maximize the benefits and minimize the costs of option generation in negotiation. Specifically, the Article makes a three-part argument about the constructive role that lawyers can play for their clients in complex negotiations. First, lawyers, in contrast to their clients, are likely to assess decision options according to rational principles of choice (and evidence suggests that principals want their agents to evaluate decision options in this fashion). Second, because lawyers can assess decision options rationally, they can help clients faced with multiple options make "better" decisions at the bargaining table. Finally, and perhaps more controversially, sophisticated lawyers can use decision options strategically in negotiation to induce their counterparts to make desired concessions.

In short, this Article adds to a small but growing body of legal scholarship that seeks to identify the specific ways in which lawyers can and do add value for their clients (and society). ${ }^{19}$ The Article contributes to this emerging literature by describing the special role that lawyers can play as "option brokers" in negotiation (and beyond).

The Article proceeds as follows. In Part I, the Article describes each of the option costs identified above, explores experimental evidence documenting their operation, and explains how they can undermine a negotiator's decision making at the bargaining table. In Part II, the Article argues that lawyers are less likely than others to fall prey to the option costs identified in Part I and that they are therefore better situated to capitalize on the option-generation process for their clients. Finally, the Article concludes with some observations about broader descriptive and prescriptive implications.

[^4]
## I. Option Costs

The prescriptive literature on negotiation seeks to help negotiators obtain better outcomes at the bargaining table. To do so, the prescriptive literature advises negotiators to generate as many options as possible to enable them to satisfy their "interests" ${ }^{20}$ in negotiation. ${ }^{21}$ Negotiators who generate multiple options will "open doors and produce a range of potential agreements satisfactory to each side."22 Having done so, they need only decide which of the available options to select.

The prescriptive literature assumes that negotiators will make rational decisions when selecting from these options. What it means to decide "rationally" is a subject of some dispute, ${ }^{23}$ but generally speaking, rational models of choice assume that negotiators will assign a subjective value to each option based solely on the characteristics of that option, rank-order the options in the choice set, and then select the one that they should prefer. ${ }^{24}$ Rational models assume, in other words, that irrelevant options or irrelevant characteristics of a set of options will not induce negotiators to select an option other than the one they most prefer. Unfortunately, however, this assumption is often wrong because the addition of options to a choice set can induce negotiators to make non-value-maximizing decisions. Specifically, the addition of options can give rise to four phenomena that tend to occur in the following order:

The first phenomenon arises when a choice set grows from one option

[^5]to two or more options. When a choice set expands from the original option under consideration to more than one option, negotiators tend to devalue the initial option (assuming that the options in the set have both advantages and disadvantages relative to one another). Thus, the first option cost the Article explores below is option devaluation. ${ }^{25}$

The second phenomenon arises when a choice set consisting of two or more options grows by one. When an option is added to a choice set consisting of two or more options, negotiators tend to reconsider their relative ranking of the options already under consideration even when the additional option sheds no new light on those options. Negotiators do not, in other words, make context-independent decisions. Thus, the second option cost the Article explores below is context dependence. ${ }^{26}$

The third phenomenon arises when a choice set grows to include a large number of options, perhaps ten, fifteen, or twenty options. When a choice set includes a large number of options, negotiators tend to abandon compensatory decision-making strategies that take all options and attributes into account in favor of simplified decision strategies that consider only some of the available information. Thus, the third option cost the Article explores below is non-compensatory or partial decision making. ${ }^{27}$

The fourth and final phenomenon arises after the decision has been made. Following a decision, negotiators tend to feel greater regret when they have selected one option over another than when they have simply selected the sole available option. Thus, the fourth option cost the Article explores below is decision regret. ${ }^{28}$

Although the prescriptive literature on negotiation is certainly correct that option generation offers potential benefits to negotiators, the four phenomena identified above and described below suggest that option generation poses potential costs as well. Negotiators who generate multiple options may be induced by the very availability of those options to make decisions that run contrary to their true preferences and that induce negative post-decision emotions.

## A. Option Cost \#1 (Option Devaluation)

The first phenomenon that may negatively influence decision making in multiple-option negotiation is "option devaluation." That is, negotiators may unwittingly devalue an option once it becomes part of a set of options because options that look attractive by themselves often look less attractive when compared to others.
25. See infra Part I.A.
26. See infra Part I.B.
27. See infra Part I.C.
28. See infra Part I.D.

## 1. Option Devaluation Explained

Rational models of decision making generally assume that people assess the subjective value of an option based solely on the value of that option. ${ }^{29}$ According to the rational model, "an option's attractiveness does not depend on comparisons drawn between it and other alternatives. ${ }^{30}$ Contrary to the rational model, however, some psychologists have found that comparisons do influence the way people evaluate an option. ${ }^{31}$ In fact, "comparisons typically serve to decrease the attractiveness of the options being compared., ${ }^{32}$

To illustrate these contrasting perspectives, suppose that a college student is trying to decide which law school to attend. Consider two scenarios. In the first, suppose she has been admitted to Harvard Law School alone; in the second, suppose she has been admitted not only to Harvard but also to Stanford. Will her assessment of Harvard differ in these two scenarios? According to the rational model, she will evaluate Harvard the same in either situation; if she rates Harvard a seven on a scale of one-to-ten in scenario one, she will rate Harvard a seven in scenario two as well (unless her admission to Stanford has provided new information relevant to her assessment of Harvard). In contrast, psychological research on option devaluation suggests that the presence of Stanford in scenario two is likely to influence her evaluation of Harvard. She may give Harvard a seven when evaluating it on its own, but when evaluating it in light of another viable option, she is likely to drop her rating to a six or five.

Psychologists use "comparative loss aversion" to explain this "option devaluation" phenomenon. ${ }^{33}$ Options, they observe, tend to have both advantages and disadvantages, and the process of comparing options brings to mind the relative advantages and disadvantages of each. ${ }^{34}$ Suppose, for example, that our college student prefers to attend a law school with a large enrollment located in a temperate climate. When she compares the two schools, she will deem Harvard's size to be an advantage relative to Stanford, and Stanford's location to be an advantage relative to Harvard; at the same time, she will perceive Stanford's size to be a disadvantage relative to Harvard, and Harvard's location to be a disadvantage relative to Stanford.

Psychologists have demonstrated that people tend to find disadvantages or "losses" more aversive than they find equivalent advantages or "gains"

[^6]attractive. ${ }^{35}$ In fact, in experimental investigations of this "loss aversion" phenomenon, ${ }^{36}$ psychologists have found that people find disadvantages or losses at least twice as painful as they find advantages or gains of the same magnitude pleasurable. ${ }^{37}$ Because the process of comparison brings to mind the relative advantages and disadvantages of the options under consideration, and because each option's disadvantages are likely to loom larger than its advantages, loss aversion implies that comparisons will decrease the attractiveness of every option under consideration. ${ }^{38}$ When our college student compares Harvard and Stanford Law Schools, for example, Harvard's location in a harsh climate will decrease its attractiveness more than its size will increase its attractiveness; likewise, Stanford's small enrollment will decrease its attractiveness more than its location will increase its attractiveness. In short, both Harvard and Stanford will seem less attractive when compared to one another than when evaluated independently.

To demonstrate this option devaluation phenomenon, Lyle Brenner, Yuval Rottenstreich, and Sanjay Sood gave a series of decision problems to several hundred visitors to a science museum. ${ }^{39}$ The researchers randomly assigned the subjects to three groups. ${ }^{40}$ Subjects assigned to the "isolated" group indicated the maximum price they would pay for a single item (e.g., a one-year subscription to People magazine). ${ }^{41}$ Subjects assigned to the "accompanied" group indicated the maximum price they would pay for each

[^7]> Losses and gains are usually defined in relation to a neutral reference point that corresponds to the status quo. In many choice problems, however, alternatives are evaluated in terms of their advantages and disadvantages defined in relation to other options. To explain the effect of context on choice, we extend the notion of loss aversion and propose that disadvantages are weighted more heavily than corresponding advantages.

Id. Of course, when one option has only advantages relative to another option in the choice set, comparisons will not lead to the devaluation of that option. Brenner et al., supra note 30, at 225. Indeed, comparisons in that case are likely to have the opposite effect. Id.; see also infra Part I.B (discussing context dependent decision-making and choice preferences).
39. Brenner et al., supra note 30, at 225.
40. Id. at 226.
41. Id.
of four items (e.g., one-year subscriptions to Business Week, The New Yorker, People, or Time). ${ }^{42}$ Finally, subjects assigned to the "ranked" group rankordered each of four items (i.e., the aforementioned subscriptions) and then indicated the maximum amount they were willing to pay for each. ${ }^{43}$

The researchers predicted that subjects would rate options more favorably in isolation than when compared to others. ${ }^{44}$ More specifically, they expected "that comparisons would be unlikely in isolated assessments (because only one item was present), more likely in accompanied assessments (because multiple items were present), and essentially required in ranked assessments (because determining one's favorite entails comparison).. ${ }^{95}$ Due to comparative loss aversion, they further expected "isolated prices to exceed ranked prices, with accompanied prices falling somewhere in between." ${ }^{36}$

Consistent with these expectations, the researchers found that subjects devalued options when they appeared alongside other options. ${ }^{47}$ Consider, for example, subjects' valuations of the one-year subscription to People magazine. Subjects were willing to pay $\$ 21.42$ in the "isolated" condition but only $\$ 15.96$ and $\$ 15.09$ in the "accompanied" and "ranked" conditions, respectively. ${ }^{48}$ The researchers found comparable results for the other magazine subscriptions under consideration. For example, subjects were willing to pay $\$ 22.83$ for a one-year subscription to Business Week when assessing it on its own but only $\$ 20.64$ ("accompanied" condition) and $\$ 18.61$ ("ranked" condition) when assessing it in the presence of other options. ${ }^{49}$ Combining the results for each of the four magazine subscriptions, the researchers found that subjects were willing to pay, on average, $\$ 22.60$ when assessing each subscription on its own but only $\$ 19.74$ when assessing each in the "accompanied" condition and $\$ 18.29$ in the "ranked" condition. ${ }^{50}$ The three to four dollar differential between the "isolated" condition on the one hand and the "accompanied" and "ranked" conditions on the other may not seem very large, but on a percentage basis, these results show that subjects devalued each subscription from $12.7 \%$ to $19.1 \%$ when comparing it to the others.

The researchers found similar results in a higher-stakes decision problem involving the purchase of a round-trip airplane ticket from the San
42. Id.
43. Id.
44. Brenner et al., supra note 30, at 226.
45. Id.
46. Id.
47. Id. at 226-27.
48. Id. at 226.
49. Brenner et al., supra note 30 , at 226.
50. Id.

Francisco Bay Area to four different destinations. ${ }^{51}$ Subjects indicated that they were willing to pay $\$ 130.97$ to fly round-trip to Los Angeles when evaluating that trip on its own. ${ }^{52}$ When evaluating it along with round-trips to Seattle, Las Vegas, and San Diego, however, subjects expressed a willingness to pay only $\$ 94.75$ in the "accompanied" condition and $\$ 92.84$ in the "ranked" condition. ${ }^{53}$ Similarly, subjects were willing to pay $\$ 206.27$ to fly round-trip to Seattle when evaluating that trip on its own. ${ }^{54}$ When comparing it to the other three destinations, however, subjects were willing to pay only $\$ 137.67$ in the "accompanied" condition and $\$ 131.00$ in the "ranked" condition. ${ }^{55}$ Across all of the trips, subjects were willing to pay, on average, $\$ 143.14$ when evaluating each trip in isolation but only $\$ 115.58$ in the "accompanied" condition and $\$ 109.05$ in the "ranked" condition. ${ }^{56}$ In other words, subjects devalued each trip from $19.3 \%$ to $23.8 \%$ when comparing it to others.

TABLE 1
Option Devaluation Study of Round-Trip Air Travel

|  | "ISOLATED" | "AcCOMPANIED" | "RANKED" |
| :--- | :--- | :--- | :--- |
| LOS ANGELES | $\$ 130.97$ | $\$ 94.75$ | $\$ 92.84$ |
| SEATTLE | $\$ 206.27$ | $\$ 137.67$ | $\$ 131.00$ |
| Trip AVERAGES | $\$ 143.14$ | $\$ 115.58$ | $\$ 109.05$ |

2. Option Devaluation in Negotiation

This experimental work demonstrates that option devaluation can affect the way consumers evaluate options. When comparing options that have advantages and disadvantages relative to one another, consumers are likely to evaluate options more favorably in isolation than when considered together. Based on this work, I hypothesized that option devaluation might also occur at the bargaining table, where negotiators who heed the advice of the prescriptive negotiation literature are likely to identify options that possess both advantages and disadvantages relative to one another.

To test for this, I constructed a simple problem based on the negotiation and purchase of a small car. I randomly assigned first-year law student subjects at the University of Missouri to one of two groups: a one-car

[^8]group and a three-car group. I instructed each subject in both groups to "[i]magine that you are planning to negotiate with a car dealer to buy the base model of a new small sedan. ${ }^{577}$ I then made the following request of the subjects assigned to the one-car group:

Please indicate the maximum amount of money you would pay for:

Toyota Corolla: $\qquad$ (\$ amount) ${ }^{58}$
I made a similar, though slightly different, request of the subjects assigned to the three-car group:

Please rank order the following from 1 to 3 (with 1 being the most desirable, 2 the second most desirable, and 3 the least desirable) and then indicate next to each the maximum amount of money you would pay for:

| Honda Civic: | (\$ amount) |
| :---: | :---: |
| Toyota Corolla: | (\$ amount) |
| Mazda Protege: | (\$ amount) ${ }^{59}$ |

In both groups, the subjects anticipated negotiating with a seller to purchase one small sedan. I asked the subjects in both groups to indicate how much they would pay for a Toyota Corolla. The only difference between the two groups was that I asked subjects in the three-car group to consider two other small sedans as well, a Honda Civic and a Mazda Protege.

Because the subjects were randomly assigned to the two groups, there was no reason to expect them to evaluate the Toyota Corolla differently. Nonetheless, I found that the mere presence of the additional options prompted subjects in the three-car group to evaluate the Corolla less favorably. Subjects in the one-car group ${ }^{60}$ indicated they would pay an average amount of $\$ 13,125$ for the Corolla, while subjects in the three-car group ${ }^{61}$ indicated that they would pay only $\$ 11,447.37$ for the very same car. ${ }^{62}$ Even though the additional options presented to the three-car group conveyed no information about the value of the Toyota Corolla, their very presence depressed average valuations by $\$ 1,677.63$ or $12.8 \%$.
57. Stimulus materials (on file with the author).
58. Id.
59. Id.
60. $\mathrm{n}=20$.
61. $\mathrm{n}=19$.
62. $t(37)=1.33, p=.096$. To test for statistical significance, I performed a $t$-test. The $t$-test measures the likelihood that any observed difference between the two mean scores is the result of an actual difference between the two groups' responses rather than random error. See generally William L. Hays, Statistics 271-300 (3d ed. 1981). The results indicate that there is a marginally statistically significant difference between the two groups.

In negotiation, as well as consumer decision making, people seem to devalue options when comparing them to others. When the "other" options provide relevant information about the value of the options already under consideration, this is quite reasonable; however, this phenomenon seems to occur even when the added options do not provide relevant contextual information. This is because the very process of comparison "emphasize[s] the advantages and disadvantages of options under consideration" and "disadvantages are given greater weight than advantages" in the evaluation. ${ }^{63}$ Thus, "whenever the options under consideration have both meaningful advantages and meaningful disadvantages, comparisons hurt." ${ }^{64}$

## B. Option Cost \#2 (Context Dependence)

The second phenomenon that can induce suboptimal decision making in multiple-option negotiation arises when a new option is added to an existing choice set. Rational models of choice generally assume that the presence of an additional option will not alter a person's relative valuation of options already under consideration unless the new option conveys relevant information about those other options. ${ }^{65}$ Variously labeled "context independence" ${ }^{66}$ or the "independence of irrelevant alternatives" condition, ${ }^{67}$

[^9]the idea is that a person who prefers A to B will not change that preference upon learning that C is also available. ${ }^{68}$ Of course, if the new option conveys relevant information about the other options, it is perfectly reasonable for people to alter their assessments of the other options in the choice set; ${ }^{69}$ but if the new option does not convey relevant information, people should not adjust their assessments of the other options. ${ }^{70}$ As Mark Kelman, Yuval Rottenstreich, and Amos Tversky explain, a person who prefers chicken over pasta might rationally change her preference from chicken to pasta upon learning that veal parmesan is on the menu because the presence of veal parmesan might indicate that the restaurant specializes in Italian food. ${ }^{71}$ But "[a] person who prefers chicken over pasta should not change this preference on learning that fish is also available. ${ }^{72}$

Psychologists have discovered, however, that people's assessments of initially considered options are often systematically influenced by the emergence of an additional, irrelevant option. ${ }^{73}$ People "make context-based inferences about the worth of alternatives whether or not the context provides a valid basis for such inferences. ${ }^{, 74}$ Researchers have documented two distinct types of "context-dependent" decision effects: "contrast" and "compromise."75
composition of the choice set containing the two is changed."); Tversky \& Simonson, supra note 65 , at 1179 (observing that the independence of irrelevant alternatives principle embodied in rational choice theory "assumes that preference between options does not depend on the presence or absence of other options").
68. See Simonson \& Tversky, supra note 24, at 281. The authors assert:

A major implication of VM [value maximization] is that the preference between alternatives is independent of the context, as defined by the set of alternatives under consideration. Thus, if the consumer prefers brand $x$ to brand $y$ in one context (e.g., when only $x$ and $y$ are available), then $y$ cannot be preferred to $x$ in another context (e.g., when a third brand, $z$, is added to the choice set).

Id. (citation omitted).
69. See, e.g., id. at 292 ("Context effects can sometimes be justified normatively in terms of the information derived from the background or the local context.").
70. See, e.g., sources cited supra note 24.
71. Kelman et al., supra note 66, at 287 n.2.
72. Id at 287.
73. People tend to make context-dependent decisions rather than context-independent decisions. See generally Tversky \& Simonson, supra note 65 (proposing a context-dependent model of choice).
74. Simonson \& Tversky, supra note 24, at 292.
75. For another example of context-dependent decision making, see Donald A. Redelmeier \& Eldar Shafir, Medical Decision Making in Situations That Offer Multiple Alternatives, 273 JAMA 302, 304 (1995) (finding in studies of medical and legislative decision making that "preference between two options shifts due to the availability of a third option that increases the difficulty of making a choice but is itself not chosen").

## 1. Contrast Explained

Research on contrast demonstrates that people are likely to evaluate an existing option more favorably when a similar but inferior option is added to the choice set. ${ }^{76}$ In other words, if C is similar but inferior to A , then people are more likely to select $A$ when it appears alongside both $B$ and $C$ then when it appears alongside $B$ only. Researchers refer to this phenomenon as "contrast,"" "tradeoff contrast," ${ }^{78}$ "attraction,",79 or "asymmetric dominance., ${ }^{80}$

To illustrate, recall our college student. Suppose she hopes to attend a highly ranked law school and has been admitted to Georgetown Law Center and the University of Texas Law School, two schools often ranked comparably. ${ }^{81}$ Finally, suppose American University has just informed her that she has been admitted there as well. Her admission to American should have no effect on her preference for Georgetown or Texas, but psychological research suggests that the American admission might tip the scales in favor of Georgetown because (for her) American is a similar, though inferior, option (i.e., private law school in Washington, D.C. ranked lower than Georgetown ${ }^{82}$ ). Its presence in her choice set may increase the attractiveness of the option that "dominates" it, i.e., Georgetown.

Several psychologists have demonstrated this contrast phenomenon. ${ }^{83}$
76. Joel Huber, John Payne, and Christopher Puto first identified and described this phenomenon in 1982. See Joel Huber et al., Adding Asymmetrically Dominated Alternatives: Violations of Regularity and the Similarity Hypothesis, 9 J. Consumer Res. 90, 90 (1982).
77. Kelman et al., supra note 66, at 288.
78. Simonson \& Tversky, supra note 24, at 281.
79. Itamar Simonson, Choice Based on Reasons: The Case of Attraction and Compromise Effects, 16 J. Consumer Res. 158, 158 (1989).
80. Huber et al., supra note 76, at 90 . Although the terms are used synonymously, "attraction" is a broader category that includes "asymmetric dominance" or "contrast" or "tradeoff contrast." Stated differently, attraction can occur in some circumstances even where there is no asymmetrically dominated alternative. See Douglas H. Wedell, Distinguishing Among Models of Contextually Induced Preference Reversals, 17 J . Exper. Psychol.: Learning, Memory, and COGNITION 767, 768 (1991) (noting that attraction "can occur even when the decoy is not dominated by either of the choice alternatives").
81. In the 2003 U.S. News rankings, Georgetown was ranked 14th (with a peer assessment score of 4.2) and Texas was ranked 15 th (with an academic reputation score of 4.2). U.S. News \& World Report, Best Graduate Schools 60 (2003) [hereinafter U.S. News] (reflecting 2002 data).
82. In the 2003 U.S. News rankings, American University's Washington College of Law was ranked tied for 49 th with a peer assessment score of 2.9. U.S. News, supra note 81 , at 60 .
83. For a meta-analysis of some of the experimental work on contrast or attraction, see generally Timothy B. Heath \& Subimal Chatterjee, Asymmetric Decoy Effects on Lower-Quality Versus Higher-Quality Brands: Meta-Analytic and Experimental Evidence, 22 J. Consumer Res. 268 (1995). Some studies of this phenomenon include Joel Huber \& Christopher Puto, Market Boundaries and Product Choice: Illustrating Attraction and Substitution Effects, 10 J. Consumer Res. 31 (1983); Huber et al., supra note 76; Kelman et al., supra note 66; Donald R. Lehmann \& Yigang Pan, Context Effects, New Brand Entry, and Consideration Sets, 31 J. Marketing Res. 364 (1994); Yigang

In one simple experiment, for example, Itamar Simonson and Amos Tversky randomly assigned subjects to a two-option group or a three-option group and asked the subjects in each group to select either cash or a pen. ${ }^{84}$ The subjects in the two-option group could choose to receive $\$ 6$ or an elegant Cross pen. ${ }^{85}$ Subjects in the three-option group could choose $\$ 6$, the elegant Cross pen, or a lesser known, unattractive pen. ${ }^{86}$ The researchers found that $36 \%$ of the subjects in the two-option group, as compared to $46 \%$ of the subjects in the three-option group, selected the Cross pen. ${ }^{87}$ Despite the fact that subjects in the latter group chose from among three options rather than two, $27.8 \%$ more of them selected the Cross pen. ${ }^{88}$ The availability of the inferior option, i.e., the unattractive pen, substantially increased the likelihood that subjects would select the superior option, i.e., the Cross pen. ${ }^{89}$

## 2. Contrast in Negotiation

Consumers are influenced by contrast effects, so it seems reasonable to speculate that negotiators might be as well. Negotiators who heed the option-generation prescription are likely to find themselves in situations where they have identified a set of options, evaluated them, and then come up with an additional option. Even if that additional option provides no relevant information about the options already under consideration, it might alter their assessments of one or more of the other options.

To test for this effect in negotiation, I asked first-year law student subjects to imagine that they were involved in a dispute with their law partner over a "Rioner" painting. I randomly assigned subjects to a twooption group or a three-option group. Regardless of the group to which they were assigned, all subjects read the following facts about the dispute:

Imagine that you and your law partner have decided to go your separate ways.

There is no personal animosity between you, and you have successfully negotiated all issues but one. Unfortunately,

[^10]however, you find yourselves in conflict over how to resolve that one issue: You can't agree how to handle the "Rioner" painting hanging in the lobby of your former office.

When decorating the office years ago, you jointly selected and purchased an abstract painting created by a young, unknown, local artist named Rioner. In the intervening years, you have both become increasingly fond of the painting, and neither of you really wants to part with it. Because Rioner has achieved some fame, the painting is worth about $\$ 40,000$, much more than you originally paid for it.

In prior discussions, each of you has expressed to the other a desire to own the painting, and neither of you has been willing to budge. Today, your law partner called and proposed the following: ${ }^{90}$
I asked subjects assigned to the two-option group to select one of two options to resolve the dispute:
$\ldots \ldots$ Your partner keeps the painting and pays you $\$ 20,000$ in one lump sum payment.
$\qquad$ You and your partner sell the painting back to Rioner, for whom the painting holds sentimental value. You then split the $\$ 40,000$ proceeds equally.
Like subjects in the two-option group, subjects in the three-option group could choose either to give the painting to the law partner and pocket a $\$ 20,000$ lump sum or sell the painting back to Rioner and pocket $\$ 20,000$. Additionally, subjects in the three-option group could select the following option:
$\qquad$ Your partner keeps the painting and pays you $\$ 20,000$ in four annual installments of $\$ 5,000$ per year.
This third option is similar to the first option but obviously inferior to it. Both options require the subject to give the painting to the law partner. However, subjects selecting the first option receive an immediate $\$ 20,000$, while those selecting the third option get $\$ 20,000$ paid out in four $\$ 5,000$ installments over the course of four years. This latter option is inferior to the former option because of the greater uncertainty associated with a multiyear pay-out and because the time value of money renders $\$ 20,000$ paid now worth more than $\$ 20,000$ paid out over four years.

Rational models of choice assume that the presence of an additional, inferior option will have no influence on the subjects' relative preferences
90. Stimulus materials (on file with the author).
between the initial two options. ${ }^{91}$ If, for example, $50 \%$ of the subjects in the two-option group prefer to give the painting to the law partner and $50 \%$ prefer to sell it to Rioner, that proportion should hold in the three-option condition as well. In fact, however, I found that subjects' preferences were affected rather dramatically by the presence of the third option. In the twooption condition, ${ }^{92} 65 \%$ of the subjects preferred to sell the painting to Rioner, and $35 \%$ preferred to give it to the law partner. In the three-option condition, ${ }^{93}$ the subjects' preferences reversed; that is, only $30 \%$ of the subjects preferred to sell the painting to Rioner, while $70 \%$ of the subjects preferred to give it to the partner. ${ }^{94}$

TABLE 2
Contrast Results

|  | "Give to Partner" | "Sell to Artist" |
| :--- | :--- | :--- |
| Two-Option Group | $35 \%$ | $65 \%$ |
| Three-Option Group | $70 \%$ |  |

For subjects assigned to the three-option group, the " $\$ 20,000$ lump sum" option appeared more attractive because it was accompanied by a similar, though demonstrably inferior, option. Subjects who would otherwise prefer to sell the painting back to the artist were induced to give the painting to their law partner for $\$ 20,000$. The presence of the third optiongiving the painting to the law partner in exchange for four $\$ 5,000$ payments-dramatically increased the attractiveness of the first optiongiving the painting to the law partner in exchange for an immediate $\$ 20,000$. Indeed, the presence of the inferior option induced a "preference reversal" ${ }^{95}$ among the subjects. ${ }^{96}$

[^11]96. It is conceivable-though it seems unlikely-that the presence of the third option

In another recent study, Kelman and his colleagues found evidence of contrast in settlement negotiations between a faculty member and her university. ${ }^{97}$ The researchers asked student-subjects enrolled in a "Psychology of Gender" class to imagine that they were representing the faculty member, an untenured Associate Professor who believed she was denied tenure on the basis of her gender. ${ }^{98}$ They informed the subjects that their client wanted financial compensation, public admission of liability on the part of the university, and a commitment from the university to engage in affirmative action in her department. ${ }^{99}$ They also informed the subjects that she was unsure how to weigh these three interests. ${ }^{100}$

The researchers randomly assigned the subjects to a two-option group or a three-option group. ${ }^{101}$ Subjects in the two-option group learned that the university has offered either (1) to pay $\$ 45,000$ in damages and admit liability, or (2) to impose an affirmative action plan on the department without paying damages or admitting liability. ${ }^{102}$ In the two-option group, $50 \%$ of the subjects expressed a preference for the first option and $50 \%$ for the second. ${ }^{103}$ Subjects assigned to the three-option group learned that the university has offered not only the first two options but also a third: to pay $\$ 35,000$ to the professor's favorite charity and admit liability. This third option seems similar, though inferior, to the first option. Comparing the two options, the researchers explained that "it appears inferior to the proposal in which the university pays $\$ 45,000$ in damages. The professor could always accept the $\$ 45,000$, give $\$ 35,000$ to charity and keep $\$ 10,000$ for herself." ${ }^{104}$

Although the principle of context independence "implies that an option can never be 'more popular' in a three-option offered set than in a corresponding two-option offered set," the researchers observed that "[c]ontrast predicts that subjects are more likely to prefer, and hence recommend, the $\$ 45,000$ proposal over the affirmative action proposal when the third inferior proposal is offered than when it is not."105 In fact, the researchers found that $74 \%$ of the subjects in the three-option group (in contrast to the $50 \%$ in the two-option group) selected the $\$ 45,000$ payment. ${ }^{106}$ That is, $48 \%$ more subjects selected the $\$ 45,000$ payment when

[^12]it appeared alongside the clearly inferior option. The researchers concluded that " $[t]$ he presence of an inferior option leads to a markedly more favorable evaluation of a similar but superior option." 107

This work suggests that negotiators may alter their evaluations in predictably non-normative ways when an inferior option is added to the choice set. Although negotiators are unlikely to select the inferior option, its presence is likely to make the similar, superior option seem more attractive than it appeared before.

## 3. Compromise Explained

Compromise or "extremeness aversion" ${ }^{108}$ is another form of context dependence. Research on compromise suggests that people are likely to evaluate an option more favorably when it appears to be intermediate, rather than extreme, in a choice set. ${ }^{109}$ In other words, B appears more attractive when it lies along a continuum between $A$ and $C$ than when it appears alongside $A$ alone.

To illustrate this phenomenon, suppose our college student has established state residency in Virginia. Suppose further that she has applied to, and been accepted by, the law schools at the University of Virginia and William \& Mary and that the two factors most relevant to her decision are prestige and cost. She knows that Virginia generally ranks higher than William \& Mary (currently 7th versus 32nd in the U.S. News rankings), ${ }^{110}$ but William \& Mary is much less expensive (currently $\$ 10,400$ tuition versus $\$ 18,090$ at Virginia), ${ }^{111}$ so she is not sure which school she prefers.

Now suppose our college student has just learned that she has been admitted to Columbia, which is more prestigious (currently ranked 4th) ${ }^{112}$ but also more expensive ( $\$ 30,868$ tuition). ${ }^{113}$ From a rational perspective, her admission to Columbia should not have any effect on her preference for Virginia or William \& Mary. Research on compromise suggests, however, that her admission to Columbia is likely to make Virginia seem relatively

[^13]more attractive than William \& Mary because it renders Virginia an intermediate or compromise option. Columbia is the most prestigious of the three schools but is also the most expensive; William \& Mary is the least expensive but also the least prestigious; Virginia is in between on both dimensions. Although counterintuitive, the research on compromise suggests that our college student is more likely to select Virginia when she gets into both William \& Mary and Columbia than when she gets into William \& Mary alone.

Psychologists have demonstrated the compromise effect in several experiments. ${ }^{114}$ For example, Itamar Simonson and Amos Tversky asked subjects to make a hypothetical camera purchase. ${ }^{115}$ They asked one group of subjects to select either a lower-quality, lower-priced camera (a $\$ 169.99$ Minolta X-370) or a medium-quality, medium-priced camera (a $\$ 239.99$ Minolta Maxxum 3000i). ${ }^{116}$ They asked another group of subjects to choose either of those two cameras or a higher-quality, higher-priced camera (a $\$ 469.99$ Minolta Maxxum 7000i). ${ }^{117}$ In the two-option group, $50 \%$ of the subjects selected the lower-quality camera and $50 \%$ selected the mediumquality camera. ${ }^{118}$ In the three-option group, in which the medium-quality camera appeared to be a compromise option relative to the lower- and higher-quality cameras, a much larger $72.2 \%$ selected the medium-quality camera. ${ }^{119}$

## 4. Compromise in Negotiation

Like contrast, compromise appears to affect consumer decision making. And, as with contrast, it seems reasonable to suspect that compromise affects negotiation as well. To test for the compromise effect in negotiation, I asked first-year law student subjects to imagine that they were representing a

[^14]property management company in a prospective land deal. I randomly assigned subjects to a two-option group or a three-option group. Regardless of the group to which they were assigned, all subjects read the following facts about this prospective transaction:

Imagine that you are a lawyer representing a property management company that specializes in building and managing apartment complexes located on relatively inexpensive plots of land that target undergraduate and graduate students. The company seeks to build a 200 -unit apartment complex on a 15 -acre plot of land in Columbia and has hired you to negotiate and purchase a plot. You have been in discussions with several property owners and have negotiated the best deals you can with each. You must now choose one of the following to recommend to the company: ${ }^{120}$

I asked subjects assigned to the two-option group to select one of two options, BlueAcre or RedAcre:
___BlueAcre - Located on an open field 7 miles from the university campus, BlueAcre is available for $\$ 150,000$
___RedAcre - Located in a residential neighborhood 1 mile from the university campus, RedAcre is available for $\$ 250,000$
Like subjects assigned to the two-option group, subjects in the threeoption group could choose either BlueAcre or RedAcre. Additionally, subjects in the three-option group could select YellowAcre, an extreme option:
___ YellowAcre - Located in a residential neighborhood one half mile from the university campus, YellowAcre is available for $\$ 580,000$

Subjects in both groups were asked to recommend one plot of land to the property management company, and subjects in both groups were provided information on two criteria: location and price. With respect to the location criterion, the company would prefer for the land to be close to campus because it plans to build apartment housing for university students. With respect to the price criterion, the company would prefer for the land to be cheaper.

For subjects assigned to the two-option group, RedAcre is more attractive than BlueAcre on location (one mile away versus seven miles away), but BlueAcre is more attractive than RedAcre on price ( $\$ 150,000$ versus $\$ 250,000$ ). There is no compromise option. For subjects assigned to the three-option group, YellowAcre is the most attractive on location (one

[^15]half mile away versus one or seven miles away) but the least attractive on price ( $\$ 580,000$ versus $\$ 150,000$ or $\$ 250,000$ ); BlueAcre is the most attractive on price ( $\$ 150,000$ versus $\$ 250,000$ or $\$ 580,000$ ) but the least attractive on location (seven miles away versus half or one mile away); and RedAcre is the intermediate choice on both criteria. In short, the inclusion of YellowAcre in the three-option set renders RedAcre a compromise option for subjects assigned to this group.

Rational models of choice assume that the presence of an additional option like YellowAcre will have no influence on subjects' relative preferences between the initial two options. ${ }^{121}$ If, for example, $50 \%$ of the subjects in the two-option group prefer RedAcre and $50 \%$ BlueAcre, that proportion should hold in the three-option group as well. In fact, however, I found that subjects' preferences were significantly affected by the presence of the third option.

Table 3
Compromise Results

|  | BlueAcre | RedAcre | YellowAcre |
| :--- | :--- | :--- | :--- |
| Two-Option Group | $44.4 \%$ | $55.6 \%$ | $\mathrm{n} / \mathrm{a}$ |
| Three-Option Group | $14.3 \%$ | $77.1 \%$ | $8.6 \%$ |

In the two-option group, ${ }^{122}$ 44.4\% of the subjects recommended BlueAcre and $55.6 \%$ of the subjects recommended RedAcre. In the threeoption group ${ }^{123}$ a much larger percentage of subjects preferred RedAcre: $77.1 \%$ recommended RedAcre, $14.3 \%$ BlueAcre, and $8.6 \%$ YellowAcre. ${ }^{124}$ Excluding those subjects in the three-option group who recommended YellowAcre, ${ }^{125}$ a substantial $84.4 \%$ recommended RedAcre and $15.6 \%$ BlueAcre. ${ }^{126}$

[^16]For subjects assigned to the three-option group, RedAcre seems to have appeared more attractive because it was an intermediate or compromise option. Subjects who would otherwise have preferred to purchase BlueAcre were induced to prefer RedAcre. The presence of the third option, YellowAcre, increased RedAcre's attractiveness vis-à-vis BlueAcre by a substantial $65.9 \%$.

This research suggests that negotiators may alter their evaluations in non-normative ways when an extreme option is added to the choice set. Although negotiators are unlikely to select that option, its presence is likely to make the intermediate option appear more attractive than it appeared before. ${ }^{127}$

## C. Option Cost \#3 (Non-COMPENSATORy DECISION MAKING)

The third phenomenon that may influence negotiators who are choosing from multiple options is partial or "non-compensatory" decision making. When several options are available, negotiators may make decisions based not on an evaluation of all available information (compensatory decision making), but rather on the basis of a simplified decision-making process (non-compensatory decision making). ${ }^{128}$ This, in turn, may decrease the likelihood they will select their preferred option.

## 1. Non-Compensatory Decision Making Explained

Rational models of choice posit that people selecting from multiple options will do so (and should do so) using a "compensatory" ${ }^{129}$ strategy like the "weighted adding" or "multi-attribute utility" strategy. ${ }^{130}$ When using
the proportion of subjects selecting RedAcre and BlueAcre in the two-option condition to the proportion of subjects selecting RedAcre and BlueAcre in the three-option condition. The difference is statistically significant.
127. For an exploration of the impact that compromise effects might have on jurors' grading or sentencing decisions, see Kelman et al., supra note 66, at 290-95.
128. See infra Part I.C.1. Ilan Yaniv and Yaacov Schul have also found that people make different decisions when asked to select from a large set of options than when asked to eliminate from a large set of options. See Ilan Yaniv \& Yaacov Schul, Acceptance and Elimination Procedures in Choice: Nomcomplementarity and the Role of Implied Status Quo, 82 Organizational Behav. \& Hum. Decision Processes 293, 293 (2000).
129. "A compensatory strategy is one in which a good value on one attribute can compensate for a poor value on another. A compensatory strategy thus requires explicit tradeoffs among attributes." Bettman et al., supra note 24, at 190.
130. For discussions of these models, see Jonathan Baron, Thinking and Deciding 34148 (2d ed. 1994) (describing multi-attribute utility theory); Ralph L. Keeney \& Howard Raiffa, Decisions with Multiple Objectives: Preferences and Value Tradeoffs (1976) (developing multi-attribute utility theory); John W. Payne et al., The Adapative Decision Maker 24-25 (1993) (explaining the "weighted additive rule"); DETLOF VON WINTERFELDT \& WARD EdWards, Decision Analysis and Behavioral Research 259-77 (1986) (providing an introduction to multi-attribute utility theory); Bettman et al., supra note 24 , at 190 (explaining the "weighted adding strategy").
such an approach, a decision maker (implicitly, if not explicitly) identifies and evaluates all options and all of the salient attributes of those options ${ }^{131}$ before making a choice. ${ }^{132}$ The compensatory strategy is deemed "rational" precisely because it incorporates all of these factors into the decision process. ${ }^{133}$ Even those who eschew value maximization in favor of other notions of rationality believe that decision making must be compensatory to be rational. ${ }^{134}$ "A decision should reflect the desirability and likelihood of all of the different consequences of different possible actions," Deborah Frisch and Robert Clemen explain. ${ }^{135}$ "One is more likely to achieve desirable outcomes if one's decisions reflect all of the possible consequences of one's actions." ${ }^{136}$

To illustrate the compensatory strategy, consider the following example. Suppose our college student has been admitted to three law schools: Chicago, Duke, and Southern California. Because it will cost her roughly the same amount to attend each school, she plans to base her decision on three criteria: prestige of the school (the more prestigious the better), student/faculty ratio (the lower the better), and location (an interesting city in a temperate climate). After careful consideration, she concludes that the school's location is slightly more important to her than its prestige, but that both prestige and location are much more important to her than student/faculty ratios. Thus, she decides that $50 \%$ of her decision should be

[^17]Bettman et al., supra note 24, at 190 (parenthetical omitted).
133. See, e.g., PAYNE ET AL., supra note 130, at 2 (observing that compensatory models of decision making are "often associated with normative theories of preferential choice" because they involve "the use of all relevant information" and the "making [of] explicit tradeoffs").
134. Frisch \& Clemen, supra note 23, at 51.
135. Id.
136. Id. But see Gerd Gigerenzer \& Daniel C. Goldstein, Betting on One Good Reason: The Take the Best Heuristic, in Simple Heuristics That Make Us Smart 75, 75-95 (Gerd Gigerenzer et al. eds., 1999) (showing how a non-compensatory strategy called the "take the best heuristic" performs as well as compensatory strategies in a simple evaluative problem).
based on the "location" attribute, $40 \%$ on the "prestige" attribute, and $10 \%$ on the "student/faculty ratio" attribute.

Having identified the attributes that matter to her, she then assigns a subjective value to each school on each attribute according to a scale on which "one" is the lowest possible score and "ten" the highest. Because she perceives Chicago to be more prestigious than Duke and Duke more prestigious than Southern Cal, she assigns Chicago a score of ten, Duke an eight, and USC a seven on the "prestige" attribute. ${ }^{137}$ She learns that Chicago has a much lower student/faculty ratio than the other two schools, so she rates it a ten, Duke a three, and USC a four. ${ }^{138}$ Finally, she likes the city of Chicago, but she thinks it is virtually uninhabitable in the winter. Thus, she rates its location a three. She thinks Duke's home-Durham, North Carolina-is boring, but the moderate climate prompts her to give Duke a four. She has mixed feelings about Los Angeles as a city, but she gives USC a six on the "location" attribute because L.A.'s climate is so mild. Thus, her subjective valuations look like this:

Table 4
Law School Decision: Subjective Values of Attributes

|  | Chicago | Duke | USC |
| :--- | :--- | :--- | :--- |
| PRESTIGE | 10 | 8 | 7 |
| StUdent/FACULTY RATIO | 10 | 3 | 4 |
| LOCATION | 3 | 4 | 6 |

To calculate a weighted added value for each attribute for each school, she then multiplies the importance weighting she assigned to each attribute ( $40 \%$ prestige, $50 \%$ location, and $10 \%$ student/faculty ratio) by the rating she gave to each school on each attribute. Chicago obtains the highest overall score ( 6.5 versus 5.5 for Duke and 6.2 for USC):

[^18]Table 5
Law School Decision: Weighted Added Values

|  | Chicago | DUkE | USC |
| :--- | :--- | :--- | :--- |
| Prestige (40\%) | $10(4)$ | $8(3.2)$ | $7(2.8)$ |
| Student/Faculty Ratio (10\%) | $10(1)$ | $3(.3)$ | $4(.4)$ |
| Location (50\%) | $3(1.5)$ | $4(2)$ | $6(3)$ |
| TOTAL | 6.5 | 5.5 | 6.2 |

Assuming she follows the compensatory model to its logical end, she will choose to go to Chicago. Based on a careful assessment of each option (Chicago, Duke, and USC), each salient attribute (prestige, student/faculty ratio, and location), the relative importance of each attribute $(40 \%, 10 \%$, and $50 \%$, respectively), and a subjective valuation of each school on each attribute, Chicago is the value-maximizing choice for her.

Researchers have found that people often follow a compensatory strategy when making simple decisions like this one. ${ }^{139}$ "When faced with decision problems involving just two or three alternatives," John Payne explains, "people often use decision strategies that process all relevant information and require one to decide explicitly the extent to which one is willing to trade off less of one valued attribute or dimension for more of another valued attribute., ${ }^{140}$

[^19]When making more complicated decisions, however, people tend to depart from this rational decision model. ${ }^{141}$ Confronted with multiple options and multiple attributes, people tend to make "non-compensatory" ${ }^{142}$ decisions in which they focus solely on some of the available information. ${ }^{143}$ "When faced with more complex choice problems involving many alternatives," Payne explains, "people often adopt simplifying strategies that are much more selective in the use of information. Further, the strategies adopted tend to be noncompensatory, in that excellent values on some attributes cannot compensate for poor values on other attributes." ${ }^{144}$

Suppose for the sake of argument that our college student is overwhelmed by her law school decision and feels incapable of evaluating all of her options (i.e., Chicago, Duke, and USC) along all of the dimensions that are relevant to her (i.e., prestige, student/faculty ratio, location). In that event, she might employ any number of simplifying, non-compensatory decision strategies, ${ }^{145}$ like a "lexicographic" strategy ${ }^{146}$ or an "elimination-by-aspects" strategy, ${ }^{147}$ to make her law school selection.

[^20]143. Payne et al., supra note 130 , at 2.
144. Id. (parenthetical omitted); see also Bettman et al., supra note 24, at 199 ("Studies of the effects of problem size show that increases in the number of alternatives facing the consumer lead to greater use of noncompensatory strategies that eliminate alternatives."); Robert S. Billings \& Stephen A. Marcus, Measures of Compensatory and Noncompensatory Models of Decision Behavior: Process Tracing Versus Policy Capturing, 31 Organizational Behav. \& Hum. Performance 331, 348 (1983) ("When a subject is faced with a moderate to large number of alternatives, the strategy seems to be to eliminate alternatives quickly. Accordingly, noncompensatory strategies are used and a variable search pattern is produced as alternatives are eliminated when a cutoff is not met."); Eric J. Johnson \& Robert J. Meyer, Compensatory Choice Models of Noncompensatory Processes: The Effect of Varying Context, 11 J. Consumer Res. 528, 539 (1984) (finding that "there was an increase in the tendency for subjects to use elimination strategies when faced with larger set sizes"); Kahn \& Baron, supra note 140, at 306 ("[W]hen the decision-making task increases in complexity, systematic differences are observed between the compensatory model and actual behavior. Many naive decision makers use either simple decision heuristics or no decision rules at all.") (citations omitted); Lussier \& Olshavsky, supra note 140, at 164 (finding that subjects departed from the compensatory model "when the number of alternatives was increased (to six and twelve)"); Payne, Contingent Decisions, supra note 140, at 387 (finding that when subjects were "faced with more complex (multi-alternative) decision tasks," they tended to use non-compensatory decision strategies); Payne, Task Complexity, supra note 140, at 384 (finding that subjects engaged in information search patterns more consistent with non-compensatory decision models when faced with multiple options); Payne \& Braunstein, supra note 140 , at 559 ("[T]he tendency for decision makers to adopt other [i.e., non-compensatory] decision strategies increased as the number of gambles in a choice set increased."); Gunilla A. Sundstrom, Information Search and Decision Making: The Effects of Information Displays, 65 ACTA PSYCHOLOCICA 165, 169 (1987) ("Generally, a greater number of alternatives results in a change from compensatory to noncompensatory strategies.").
145. For discussions of various non-compensatory decision models, see generally PayNe ET AL., supra note 130, at 25-29 (describing the equal weight heuristic, the satisficing heuristic, the lexicographic heuristic, the elimination-by-aspects heuristic, the majority of confirming

Suppose first that she adopts a lexicographic strategy, according to which "the alternative with the best value on the most important attribute is simply selected." ${ }^{148}$ In this instance, our college student would select Southern Cal because it has the highest score (six) on the most important attribute to her (location). Alternatively, suppose she follows an elimination-by-aspects strategy. This strategy "eliminates options that do not meet a minimum cutoff value for the most important attribute. This elimination process is repeated for the second most important attribute, with processing continuing until a single option remains." ${ }^{149}$ Assume she determines that four is her minimum acceptable score on the "location" attribute and eight on the "prestige" attribute. Beginning with the location attribute, she would compare the three schools and eliminate Chicago because it falls below her minimum cutoff score of four. Then, she would compare the remaining two schools on the "prestige" attribute and eliminate USC because it falls below her minimum cutoff score of eight. By following this elimination-by-aspects strategy, she would eventually select Duke.

Decision theorists disagree about whether it is "rational" or "irrational" for people to use non-compensatory decision strategies like the lexicographic strategy or the elimination-by-aspects strategy. Proponents of the "rational" view contend that people deliberately select noncompensatory strategies as a way to balance their desire to reach optimal decisions on the one hand against their desire to minimize cognitive effort on the other. ${ }^{150}$ From this perspective, people are "higher level" ${ }^{151}$ valuemaximizers who decide which decision strategy to employ based on a careful

[^21]analysis of each strategy's costs (i.e., cognitive effort) and benefits (i.e., optimal decision). ${ }^{152}$ Proponents of the "irrational" view contend that when people are faced with complicated decision problems, they have no choice but to use non-compensatory decision strategies because of inherent constraints on their information-processing abilities. ${ }^{153}$ From this perspective, people want to make optimal decisions, but they are unable to do so due to their very human limitations.

Whether "rational" or "irrational," 154 the problem with noncompensatory decision making is that "alternatives may be eliminated (or chosen) based on the value of one attribute without considering the values of other potentially compensating attributes." ${ }^{155}$ This, in turn, means that people employing non-compensatory decision strategies may fail to select their preferred option. Consider, again, our college student. Based on all relevant information, she preferred to attend Chicago over USC or Duke. Thus, when she decided according to a compensatory model, she selected Chicago. When she used a lexicographic strategy, however, she selected Southern Cal, and when she employed an elimination-by-aspects strategy, she selected Duke. Whether it was "rational" for her to engage in either of these non-compensatory decision strategies is immaterial because each led her to select an option other than the one she most preferred based on all of the criteria relevant to her.

## 2. Non-Compensatory Decision Making in Negotiation

Negotiators who heed the advice of the prescriptive literature on negotiation are likely to engage in formal or informal brainstorming

[^22]155. Kahn \& Baron, supra note 140, at 307.
processes that may result in the generation of dozens of potential options. ${ }^{156}$ When confronted with a long list of options, negotiators, like consumers, seem likely to rely on non-compensatory decision strategies that might distract them from their preferred alternative. ${ }^{157}$ Several studies provide indirect support for this proposition.

In one study, Richard Olshavsky recruited forty MBA students to select a vacation condominium from among several options. ${ }^{158} \mathrm{He}$ randomly assigned subjects to different groups based on the number of options available (either three or twelve) and the number of attributes on which information was provided (either six or fifteen), such as rental price, laundry facilities, furnishings, and the like. ${ }^{159} \mathrm{He}$ used a "protocol analysis" methodology to assess subjects' decision-making strategies. ${ }^{160}$ That is, he provided the subjects with written information about the condos and then tape-recorded the subjects as they described their decision-making processes. Thereafter, he transcribed the tapes and coded the subjects' comments according to criteria established by other researchers. ${ }^{161}$ Based on this coding process, he found that subjects tended to use a compensatory strategy when choosing from among three options but a non-compensatory strategy (at least initially) when choosing from among twelve options. ${ }^{162}$

Other researchers have demonstrated that the use of non-compensatory strategies leads people to make choices contrary to what appear to be their actual preferences. In one study, for instance, Naresh Malhotra recruited three hundred male and female heads of households to participate in a

[^23]hypothetical home-purchase study. ${ }^{163}$ He randomly assigned subjects to one of twenty-five groups, which varied based on the number of homes available for purchase (five, ten, fifteen, twenty, or twenty-five) and the number of attributes on which information was provided (five, ten, fifteen, twenty, and twenty-five). ${ }^{164}$ Malhotra asked each subject to rank-order the houses under consideration. ${ }^{165}$ He compared the subjects' rank-ordering to their preferred alternative based on their responses to a series of questions designed to assess their ideal house. ${ }^{166}$ He found that subjects made much less accurate decisions as the number of options under consideration reached ten or fifteen. ${ }^{167}$ Holding the number of attributes constant, $70 \%$ of the subjects selected the preferred house when only five houses were under consideration. ${ }^{168}$ By contrast, when ten houses were under consideration, $48.3 \%$ of subjects selected the house that most closely approximated their true preference. ${ }^{169}$ When twenty-five houses were under consideration, only $36.7 \%$ of subjects made the "correct" choice. ${ }^{170}$

Finally, in a "real-world" empirical study, Judith Hibbard and her colleagues set out to examine how several large companies select health-care plans for their employees and dependents. ${ }^{171}$ The researchers interviewed thirty-three professional "purchasers" employed by companies located in four regions. ${ }^{172}$ On average, each purchaser was responsible for selecting health care plans for nearly 100,000 "covered lives." ${ }^{173}$ The researchers' findings were not encouraging. Half of the purchasers said it was difficult for them to consider all of the attributes that they should consider in selecting the plans; some admitted that they avoided making any trade-offs between the options; and $12 \%$ even admitted "that they made their choices on the

[^24]basis of a single dimension such as cost or geographic access." ${ }^{174}$ Only $20 \%$ of the purchasers appeared to use a compensatory strategy in which they attempted to "mak[e] trade-offs and identify high-performing, cost-effective plans." ${ }^{175}$

Like the hypothetical condo renters in Olshavsky's study, ${ }^{176}$ the hypothetical home purchasers in Malhotra's study, ${ }^{177}$ and the actual health insurance purchasers in the Hibbard study, ${ }^{178}$ negotiators who generate a sizeable list of options are likely to use non-compensatory rather than compensatory strategies to reach conclusions. This means that they are unlikely to consider all relevant information and may therefore make choices that fail to reflect their true preferences.

## D. OPTION COST \#4 (DECISION REGRET)

The fourth phenomenon that may have a negative impact on negotiators who follow the option-generation prescription is regret. Regret is one of our more salient emotions-indeed, researchers conducting a study of everyday conversations found that people mentioned regret more often than any other "negative" emotion. ${ }^{179}$ Regret is implicated in multiple-option negotiations because negotiators are likely to compare the option they have selected to those they have rejected; these comparisons, in turn, are likely to induce post-decision regret. ${ }^{180}$

## 1. Decision Regret Explained

Rational models of choice posit that the value of an option depends solely on properties inherent in the option. ${ }^{181}$ As this Article has shown, however, the value of an option is often influenced by the value of other options in the choice set. ${ }^{182}$ Additionally, the value of an option can be influenced by "feelings invoked by the outcomes of rejected options." ${ }^{\text {" }}$ As

[^25]Irvin Yalom explains in his influential text on existential psychotherapy, the rejection of options is painful:

For every yes there must be a no. To decide one thing always means to relinquish something else. As one therapist commented to an indecisive patient, "Decisions are very expensive, they cost you everything else." Renunciation invariably accompanies decision. One must relinquish options, often options that will never come again. ${ }^{184}$
Researchers in economics, psychology, and law have used this insight to develop decision theories based on the feelings of regret induced by the rejection of decision options. ${ }^{185}$ According to these theories, people experience decision regret when they must select one option at the expense of other available options. ${ }^{186}$ "Regret is created by a comparison between the actual outcome and that outcome that would have occurred had the decision maker made a different choice." ${ }^{187}$ If a decision maker "cannot compare what is with what would have been, there should be no reason for regret." ${ }^{188}$ In short, regret theory predicts that a decision maker who selects one option among multiple options is more likely to feel regret than one who selects the sole available option. ${ }^{189}$

[^26]To illustrate, suppose that our college student decides to attend New York University Law School. Consider two scenarios. In the first, suppose she applied only to NYU, was admitted, and opted to attend; in the second, suppose she chose NYU over Cornell and Penn. Following her decision, she should value NYU the same in either scenario (unless, of course, she has learned new information in one scenario but not in the other that casts her decision in a different light). Work drawn from regret theory suggests, however, that she is likely to feel more negatively toward NYU in the second scenario because of the regret induced by a comparison between NYU and the two schools she rejected.

## 2. Decision Regret in Negotiation

Negotiators who heed the option-generation prescription are likely to encounter decision regret because they must reject all of the options they generate other than the one they ultimately select. To test for this, I constructed two versions of a problem describing a dispute between two airline passengers, John and David, and an airline, Eastern Continental Airways (ECA). All first-year law student subjects learned the following information about this dispute:

> Eastern Continental Airways (ECA) bumped several passengers from Flight 6543 , an early morning flight from St. Louis to New York City, because the flight was oversold. Although ECA flew them to New York late in the day, two of the passengers missed important business meetings in the morning. Each of them contacted different ECA Customer Service Managers at the Airport, expressed frustration over the airline's actions, and asked to be compensated for the inconveniences suffered. ${ }^{190}$

In the "cash payment" version of this problem, the subjects learned that both John and David settled with the airline for $\$ 250$, but their negotiation processes differed. The Customer Service Manager with whom John negotiated offered him a $\$ 250$ cash payment only, while the Customer Service Manager with whom David negotiated offered him a choice of either a $\$ 250$ cash payment or a free round-trip ticket on an ECA flight within the continental United States. Subjects further learned that after "carefully considering the offer," both passengers decided to accept the $\$ 250$ cash

[^27]payment and that neither passenger was aware of the other's negotiation. I then asked the subjects to indicate which of the two passengers would feel more regret about his decision.

Regret may be a product of either the outcome of the negotiation or the negotiation process. With respect to the outcome of this negotiation, both passengers settled for the same amount, so there is no reason to expect either negotiator to feel more regret than the other. With respect to the process, David appears to have had a more successful negotiation than John for two reasons. First, he persuaded the Customer Service Manager to offer two options (i.e., the cash or a voucher) rather than one (i.e., the cash). Second, he persuaded the Customer Service Manager to allow him to choose between those options. It thus seems reasonable to predict that subjects would expect John to feel more regret than David given that David appeared to have had a more successful negotiation. In fact, however, $67 \%$ of the subjects indicated that they believed David, not John, would feel more regret about accepting the cash payment. ${ }^{191}$

In the "free ticket" version of the problem, the subjects learned that John and David both settled with the airline for a free ticket but that their respective negotiation processes differed. The Customer Service Manager with whom John negotiated offered him a free round-trip ticket on an ECA flight within the continental United States, while the Customer Service Manager with whom David negotiated offered him a choice of either the free round-trip ticket or a $\$ 250$ cash payment. Subjects learned that after "carefully considering the offer," both passengers opted to accept the free round-trip ticket. Again, David appears to have had a more successful negotiation than John because the Customer Service Manager offered him a choice between two options. Nonetheless, $60 \%$ of the subjects indicated that they believed David, rather than John, would feel more regret. ${ }^{192}$

In both versions, David and John obtained the same outcome, and in both versions, David appeared to have negotiated more successfully with the Customer Service Manager. Still, $63.5 \%$ of the subjects believed that David, rather than John, would feel more regret. ${ }^{193}$ Why? Regret theory provides a straightforward answer: subjects believe David would feel more regret because he, in contrast to John, had to choose one of two options. ${ }^{194} \mathrm{By}$

[^28]selecting one option, David necessarily rejected the other option. Rejecting that option leaves David to wonder whether he made the right choice. John, who was offered only one option, is not left second-guessing whether he erred by rejecting "the other" option. ${ }^{195}$

Assuming negotiators follow the option-generation prescription, they will develop a lengthy list of options, nearly all of which they will ultimately reject. Unless this process enables the negotiator to identify an option that is clearly preferable to all of the others under consideration (and is acceptable to the other side), it appears likely that decision regret will be a predictable by-product of option generation in negotiation.

## II. The Role of the Lawyer-Negotiator

The prescriptive negotiation literature advises negotiators to generate, evaluate, and select from as many options as possible, ${ }^{196}$ yet this Article has argued that the presence of multiple options in a choice set can lead negotiators to make suboptimal decisions. ${ }^{197}$ Which is right? Is option generation a panacea, as the prescriptive negotiation literature claims, or is it a Pandora's box, as this Article has suggested?

Negotiators can surely benefit from considering and evaluating multiple options. Negotiators can select only those options they actually consider, so the more options they consider, the more likely it seems they will reach an agreement that maximizes their preferences. Moreover, in some circumstances, the emergence of a "new" option can provide relevant information about the other options under consideration so that negotiators might actually make better decisions. ${ }^{198}$ As this Article has sought to

Attitude, 7 J. Behavioral Decision Making 129, 132 (1994) (demonstrating "decision aversion" in certain choice situations); Jennifer Gerarda Brown, The 'Sophie's Choice' Paradox and the Discontinuous Self: Two Comments on Wertheimer, 74 Denv. U. L. Rev. 1255, 1261 (1997) (relying on William Styron's Sophie's Choice to illustrate that sometimes "someone may prefer any alternative to actually having a choice between alternatives"); Eric Rasmusen \& Jeffrey Evans Stake, Lifting the Veil of Ignorance: Personalizing the Marriage Contract, 73 Ind. L.J. 453, 495 (1998) ("Making choices is painful. Some restaurants have no menu, offering only one item for dinner and saving their customers the time and aggravation of deciding what to order.").
195. Negotiators may be able to minimize the regret they feel through several psychological mechanisms. See infra Part II.B.3.
196. See supra text accompanying notes 5-13.
197. Of course, there will be some individual and situational differences among negotiators and negotiations. See generally Gregory Mitchell, Why Law and Economics' Perfect Rationality Should Not Be Traded for Behavioral Law and Economics' Equal Incompetence, 91 Geo. L.J. (forthcoming 2003).
198. See supra notes 71-72; see also Max H. Bazerman et al., Negotiating with Yourself and Losing: Making Decisions with Competing Internal Preferences, 23 ACAD. MGmt. Rev. 225, 230 (1998). The authors explain how alternatives may provide information relevant to the decision making process:

We argue that when we assess options one at a time, we tend to place greater
weight on affective, visceral criteria. In contrast, the more reasoned should will
demonstrate, however, there is a potential downside to option generation. Negotiators who generate and evaluate multiple options are susceptible to decision-making errors that may lead them to enter into agreements that are inferior to those they would have entered into had they not considered multiple options in the first place.

Thus, option generation is neither a panacea nor a Pandora's box; rather, it has the potential to be either a panacea or a Pandora's box. In other words, option generation offers significant potential benefits to negotiators, but it can also impose predictable potential costs. How then can those attempting to settle a dispute or close a deal obtain the benefits of option generation (i.e., identifying creative options that might facilitate the attainment of a better outcome) without incurring the costs (i.e., making non-value maximizing decisions because of the presence of irrelevant options)?

This Article argues that people can maximize the benefits and minimize the costs of option generation by hiring lawyers to negotiate for them. In a seminal article, Ronald Gilson argued that business lawyers can create value for their clients by functioning as "transaction cost engineers" when putting together deals. ${ }^{199}$ In a more recent article, Gilson and Mnookin argued that litigators can use their reputations to build trust in the litigation process and thereby facilitate effective dispute resolution. ${ }^{200}$ In yet another recent article, Richard Painter describes how lawyers representing regulators on the one hand and regulated firms on the other can cooperate and thereby improve the efficiency and efficacy of the regulatory process. ${ }^{201}$ This Article adds to that literature by arguing that lawyers can create value for their clients in deal-making negotiation, dispute-resolution negotiation, and regulatory negotiation by serving as "option brokers" who maximize the benefits and minimize the costs of the option generation and selection process.

The argument proceeds in three parts. First, lawyers are more likely than their clients to evaluate negotiation options "rationally" or "normatively" (and evidence suggests this is what clients often want).

[^29]201. Painter, supra note 19, at 149.

Second, because lawyers are likely to evaluate options rationally, they can help their clients make "better" decisions in negotiation. Finally, lawyers can also use options strategically in negotiation to gain advantage for their clients. ${ }^{202}$

## A. Providing Rational Counsel

Clients want the agents who represent them to evaluate options rationally: ${ }^{203}$
[E]ven though we often don't take a complex approach to personally important topics, we wish our advisors-our physicians, accountants, lawyers, and brokers-to do precisely that for us. When feeling overwhelmed by a complicated and consequential choice, we still want a fully considered, point-by-point analysis of it-an analysis we may not be able to achieve except, ironically enough, through a shortcut: reliance on an expert. ${ }^{204}$
In four "high-stakes" decision-making studies involving cancer treatments, mammography, financial investments, and course selection, Barbara Kahn and Jonathan Baron discovered empirical evidence supporting this claim. ${ }^{205}$ In their mammography study, for example, Kahn and Baron found that $61 \%$ of the subjects thought physicians should use a rational, compensatory rule when deciding for them, but only $32 \%$ indicated that they would use a compensatory rule if deciding for themselves. ${ }^{206}$ Similarly, $68 \%$ of subjects believed that a stockbroker making investment decisions should do so using a compensatory rule, but only $51 \%$

[^30]indicated that they would use a compensatory rule themselves. ${ }^{207}$ Across their studies, Kahn and Baron found that "although subjects were unlikely to use a compensatory rule when making decisions themselves, they were significantly more likely to advocate the use of compensatory decision rules when an agent was to make the decision on their behalf., ${ }^{208}$

Lawyers are more likely than others to use compensatory rules when assessing negotiation options because lawyers are among the more rational and analytical members of society. ${ }^{209}$ Researchers have used psychological tests like the Myers-Briggs Type Indicator (MBTI), ${ }^{210}$ as well as braindominance testing instruments, to demonstrate this analytical orientation. ${ }^{211}$ Indeed, neuroscientists have "selected lawyers when they wished to test an occupational group that is characteristically analytical in its preferred mode of thought." ${ }^{, 212}$ This is not to say, of course, that lawyers are pure "rational actors" who are impervious to the effects of psychological "biases" in decision making; in fact, lawyers, like other novice and expert decision makers, are susceptible to such biases. ${ }^{213}$ However, experimental evidence suggests that lawyers are more likely than others to be able to resist these biases and make decisions rationally.

Recall, for example, the contrast problem I described above. ${ }^{214}$ In it, I asked student-subjects to assume that they were involved in a dispute with their partner over a "Rioner" painting. I presented half of the subjects with two options to resolve the dispute: (1) giving the painting to the other partner for $\$ 20,000$; or (2) selling the painting back to the artist. I presented the other half with those same two options along with a third option that appeared similar but inferior to the first option: (3) giving the painting to

[^31]214. See supra text accompanying notes $90-96$.
the other partner for four annual payments of $\$ 5,000$ per year. Consistent with prior studies of contrast, I found that twice as many students preferred option one in the three-option condition versus the two-option condition ( $70 \%$ versus $35 \%$ )..$^{215}$ This difference is statistically significant. ${ }^{216}$

Jeff Rachlinski and I presented this very same problem to a group of lawyers attending a Continuing Legal Education presentation and obtained quite different results: $50 \%$ of the lawyer-subjects selected option one in the two-option condition, ${ }^{217}$ and $46.7 \%$ did so in the three-option condition. ${ }^{218}$ The difference between the two lawyer groups was not statistically significant. ${ }^{219}$ Although twice as many of the student-subjects selected option one in the three-option condition ( $70 \%$ versus $35 \%$ ), the lawyersubjects appeared impervious to the contrast effect in this negotiation problem ( $46.7 \%$ versus $50 \%$ ). ${ }^{220}$

Likewise, Russell Korobkin and I conducted studies of settlement behavior and found that lawyers were less likely than their clients to be influenced by other, well-known psychological phenomena when making settlement decisions. ${ }^{221}$ Specifically, we found that lawyer-subjects were largely unaffected by framing (whether settlement options appeared to represent "gains" or "losses" relative to an arbitrary reference point), anchoring (the influence of an arguably irrelevant opening offer on acceptance/rejection of final offer), and equity-seeking (relational concerns unrelated to the economic value at issue in the dispute) in the settlement problems we gave them. Based on our experimental work, we concluded that "lawyers, on average, evaluate litigation options differently than litigants, with lawyers' evaluations more likely to be consistent with the expected value analysis presumed by economic models of litigation."222

Finally, because lawyers are "repeat players" ${ }^{223}$ in negotiation, they are likely to have familiarity with the subject matter of the negotiation as well as the negotiation process itself; familiarity, in turn, appears to ameliorate the effects of some of the phenomena described in this Article. In their work on decision making, for example, David Grether and his colleagues argue that familiarity with the subject matter of a transaction increases the likelihood

[^32]that a decision maker will use a rational, compensatory strategy, at least with respect to the options the decision maker considers viable: "Consumers are believed to use only the compensatory choice strategy for products that are purchased frequently. In this case, consumers know what the market offers and focus directly on the subset of market options-'the evoked set'-that is most likely to yield a satisfactory product. ${ }^{224}$ Likewise, James Bettman and his colleagues observe that " $[p]$ eople are most likely to have well-articulated preferences when they are familiar and experienced with the preference object." ${ }^{225}$ Thus, "rational choice theory may be most applicable in such situations," ${ }^{226}$ like the situations lawyers often confront in negotiation. ${ }^{227}$

Collectively, then, this work suggests that lawyers are more likely than their clients to evaluate decision options in a rational manner. ${ }^{228}$ Because

[^33]227. Studies of judicial decision making provide additional support for the proposition that lawyers are more resistant than others to psychological biases that can undermine decision making. In one recent study, for instance, Jeff Rachlinski, Judge Andrew Wistrich, and I tested for the effects of five cognitive illusions-framing, anchoring, hindsight bias, representativeness, and egocentric biases-on federal magistrate decision making. See Chris Guthrie et al., Inside the Judicial Mind, 86 Cornell L. Rev. 777, 816-18 (2001). Although we found that each of these phenomena influenced the judges' decisions, we also found that judges were less susceptible to two of the phenomena-framing and representativeness-than other lay and expert decision makers. We concluded that the judges "were much more attentive than other experts to base-rate statistics," id. at 818 , and were better able to "consider a case from multiple frames." Id. at 822. In two other recent studies, Reid Hastie and Kip Viscusi, found that judges were less susceptible to the hindsight bias. See Reid Hastie \& W. Kip Viscusi, What Juries Can't Do Well: The Jury's Performance as a Risk Manager, 40 ARIz. L. Rev. 901, 904-09 (1998); W. Kip Viscusi, How Do Judges Think About Risk?, 1 Am. L. \& Econ. Rev. 26 (1999). Hastie and Viscusi concluded that judges were "better able to deal with risk judgments made in hindsight," Hastie \& Viscusi, supra, at 916, and that judges "have a sense of rationality in situations believed to create the most irrationality." Id. at 908 . For some questions about the sample of judges used in these studies, see Guthrie et al., supra, at 818 n .201 .
228. However, there is some evidence that suggests that when people must justify their decisions to others, they may be even more prone to the effects of contrast and compromise. See, e.g., Simonson, supra note 79, at 162-66 (finding evidence for amplified contrast effects in two studies and amplified compromise effects in one of two studies where subjects expected that they might have to justify their decisions to the class); Itamar Simonson \& Stephen M. Nowlis, The Role of Explanations and Need for Uniqueness in Consumer Decision Making: Unconventional Choices Based on Reasons, 27 J. Consumer Res. 49, 65 (2000) (arguing that the "expectation of evaluation by others promotes conventional choices, such as compromises").
lawyers are generally better able than their clients to assess decision options rationally, lawyers are in a position to help their clients make better decisions in negotiation.

## B. Facilitating Client Decision Making

To help their clients make sound decisions when multiple options are on the bargaining table, lawyers should strive to provide their clients with "relative evaluative context"; to lead their clients through a structured option selection process; and to help their clients justify to themselves the decisions they reach. ${ }^{229}$

## 1. Providing "Relative Evaluative Context"

Research on decision making demonstrates that people seek comparative information when making choices. In other words, people search for a relative evaluative context ${ }^{230}$ within which to assess the merits of the options under consideration. Often, other options in the choice set will serve this role. When those other options provide relevant information about the options already under consideration, this is quite sensible; unfortunately, however, even irrelevant options can induce clients to make suboptimal decisions.

Fortunately, other options are not the only source of contextual information. Indeed, lawyers often have at their disposal information that can provide clients with a better relative evaluative context within which to assess decision options. ${ }^{231}$ Lawyers negotiating a dispute, for instance, have access to data published in legal newspapers and computerized databases on jury verdicts and settlements. Business lawyers seeking to assist clients with transactions have ready access to information on local market values, similar deals, etc. To minimize the likelihood that irrelevant options in a choice set will lead their clients astray, lawyers should actively seek to discuss with their clients not only the available options but also this other contextual information.

[^34]Recall, for example, the option devaluation problem I described above in which subjects sought to purchase a Toyota Corolla or other small sedan. ${ }^{232}$ For simplicity's sake, suppose that a client unfamiliar with the small sedan market in the U.S. hires a lawyer to represent him in his attempt to select and purchase a sedan. When the lawyer discusses the available options with the client (e.g., Toyota Corolla, Honda Civic, or Mazda Protege), she should provide benchmark information from Consumer Reports or some other reliable reference source about the quality, reliability, invoice prices, dealer prices, etc. of the various cars. By providing the client with this statistical information about the various options, she increases the likelihood that he will identify a "willingness to pay" (or WTP) price for the Toyota Corolla based not on the availability of the Honda Civic and Mazda Protege (as in the problem above), but on the relevant statistical information his lawyer has provided about the car.

This example, though admittedly simplistic, nonetheless illustrates the basic point. Lawyers, who often have access to statistical data that are more reliable than the "noise" provided by the additional options in a choice set, can help their clients make better decisions by sharing this information with them. By providing this information to their clients, lawyers can dampen, if not eliminate, the effects that irrelevant options can have on client decision making.

## 2. Guiding Clients Through the Option Selection Process

Decision researchers generally agree that clients should use compensatory strategies when making choices because such strategies incorporate all information that the decision maker deems relevant. ${ }^{233}$ Unfortunately, however, there is reason to believe that clients faced with a lengthy list of options will adopt simplifying, non-compensatory strategies rather than thorough, compensatory strategies. ${ }^{234}$

Lawyers should guide their clients through a compensatory decision process to help them select options. ${ }^{235}$ To illustrate, recall the compromise problem described above in which a developer seeks to purchase a plot of land for apartments. ${ }^{236}$ Suppose that the developer hires an experienced lawyer to represent him. Suppose, further, that the lawyer has identified three options-BlueAcre, RedAcre, and YellowAcre-and that he has discussed each of those options with the developer. Having identified

[^35]relevant options, the lawyer should then help the developer select his preferred option as follows.

First, the lawyer should ask the developer to identify the attributes that matter to him in the decision. Assume that the client informs the lawyer that the only attributes that matter to him are location and price.

Second, the lawyer should ask the developer how important each of those attributes is to him. After some discussion, suppose that the developer indicates that location is somewhat more important to him than price. Thus, the lawyer and developer decide that the location attribute should make up $60 \%$ of the decision and price $40 \%$.

Third, the lawyer should ask the developer to assign a subjective value to each of the options-BlueAcre, RedAcre, and YellowAcre-on each attribute. On the location attribute, suppose the developer rates BlueAcre (located seven miles from campus) a three on a ten-point scale, RedAcre (located one mile away) a six, and YellowAcre (located one half mile from campus) a ten. On the price attribute, suppose the developer rates BlueAcre $(\$ 150,000)$ a ten, RedAcre $(\$ 250,000)$ a seven, and YellowAcre $(\$ 580,000)$ a four.

Fourth, the lawyer should calculate the weighted added value for each attribute of each option by multiplying its subjective value by the importance weighting the developer assigned. On the location attribute, BlueAcre would get a weighted added value of 1.8 , RedAcre 3.6, and YellowAcre 6 ; on the price attribute, BlueAcre would get a weighted added value of 4, RedAcre 2.8, and YellowAcre 1.6.

Finally, the lawyer should calculate a total by adding up the weighted added value for each of the attributes for each of the options. As shown in Table 6, BlueAcre obtains a total score of 5.8, RedAcre 6.4, and YellowAcre 7.6. Thus, the lawyer should explain to the developer that YellowAcre is his preferred option based on the attributes, importance weights, and subjective values he provided.

| Table 6 <br>  <br> LAND PURCHASE DECISION |  |  |  |
| :--- | :---: | :--- | :--- |
|  | BLUEACRE | REDACRE | YellowACRE |
| LOCATION (60\%) | $3(1.8)$ | $6(3.6)$ | $10(6)$ |
| PRICE (40\%) | $10(4)$ | $7(2.8)$ | $4(1.6)$ |
| TOTAL | 5.8 | 6.4 | 7.6 |

The client, of course, is not bound by the outcome obtained through this compensatory process. However, the virtue of this process is that it
enables lawyers to help their clients identify the option-in this example, YellowAcre-that "reflect[s] the desirability and likelihood of all of the different consequences of different possible actions." ${ }^{237}$

## 3. Helping Clients Justify Their Decisions

Decision researchers have found that clients' assessments of options are often based not only on the value of the options themselves but also on the emotions triggered by rejected options. After selecting one option at the expense of others, clients are likely to experience at least some feelings of regret; this regret, in turn, is likely to have a negative impact on the way clients feel about the process and outcome of the negotiation. ${ }^{238}$ Lawyers can, and should, help their clients make peace with the decisions they have reached at the bargaining table.

The first strategy available to lawyers is to work with their clients to construct a rationale supporting the choices they have made. Decision researchers have long theorized that people seek reasons or justifications for their decisions. ${ }^{239}$ Recently, researchers have argued-and provided evidence supporting the argument-that "decisions supported by good reasons should attenuate postdecision regret." ${ }^{240}$ To the extent lawyers can help their clients develop arguments supporting the decisions they have reached, they may be able to help their clients overcome their initial feelings of regret.

In addition to helping their clients justify their decisions to themselves, lawyers should inform their clients (at least those who admit to feelings of regret) that there is often a "temporal pattern to the experience of regret." ${ }^{241}$ Specifically, researchers have found that "[a]ctions produce

[^36]greater regret in the short-term, whereas inactions generate more regret in the long run." ${ }^{242}$ If true, this means that clients who select an option from among many options may feel short-term regret associated with the foregone options; but in the long run, they may feel less regret than they would have if they had opted not to generate and select from multiple options. ${ }^{243}$

Finally, lawyers should inform their clients that any regret they might feel is likely to diminish due to several empirically established psychological mechanisms. Researchers have found, for instance, that people have a "psychological immune system" that enables them to minimize post-decision dissatisfaction (particularly where decision outcomes are irrevocable). ${ }^{244}$ Moreover, after a decision has been made, people tend to remember favorable information about a selected option and unfavorable information about rejected options. ${ }^{245}$ And people use other mechanisms, such as "dissonance reduction," ${ }^{246}$ "feature matching,","47 "post-decision differentiation,","48 and "cognitive buffering," ${ }^{249}$ to come to terms with feelings of post-decision regret.

To be sure, lawyers are not (or at least not usually) psychotherapists, but they should not ignore their clients' emotions. As noted above, rejecting

PSYCHOL. BULL. 248, 249 (1997) (proposing differential recall of completed and uncompleted tasks as a mechanism underlying the temporal pattern of regret).
242. Gilovich \& Medvec, Temporal Pattern, supra note 241, at 361. For another take on the effects of actions versus inaction on regret, see Marcel Zeelenberg et al., The Inaction Effect in the Psychology of Regret, 82 J. Personality \& Soc. Psychol. 314, 314 (2002) (arguing that prior outcomes can influence whether actions or inactions lead decision makers to experience greater regret).
243. But see Len Lecci et al., Life Regrets and Current Goals as Predictors of Psychological Adjustment, 66 J. Personality \& Soc. Psychol. 731, 737 (1994) (proposing generally that regrets experienced earlier "may turn more decidedly negative as the individual ages").
244. See Daniel T. Gilbert \& Jane E. J. Ebert, Decisions and Revisions: The Affective Forecasting of Changeable Outcomes, 82 J. Personality \& SOC. Psychol. 503, 504 (2002).
245. See Mara Mather et al., Misremembrance of Options Past: Source Monitoring and Choice, 11 Psychol. Sci. 132, 136 (2000); see also Denise Dellarosa \& Lyle E. Bourne, Jr., Decisions and Memory: Differential Retrievability of Consistent and Contradictory Evidence, 23 J. Verbal Learning \& Verbal Behav. 669, 679 (1984).
246. See, e.g., Leon Festinger, Introduction, Conflict, Decision, and Dissonance 1, 5-6 (Leon Festinger ed., 1964) (discussing actions reducing dissonance after a difficult decision); Thomas R. Shultz et al., Free Choice and Cognitive Dissonance Revisited: Choosing "Lesser Evils" Versus "Greater Goods," 25 Personality \& Soc. Psychol. Bull. 40, 40 (1999) (discussing "differences in the specific form of dissonance reduction as a function of the general level of attractiveness of the choice options").
247. See David A. Houston et al., Feature Matching, Unique Features, and the Dynamics of the Choice Process: Predecision Conflict and Postdecision Satisfaction, 27 J. Exper. SOC. PSYCHOL. 411,411 (1991).
248. See Ola Svenson, Differentiation and Comsolidation Theory of Human Decision Making: A Frame of Reference for the Study of Pre- and Post-Decision Processes, 80 ACTA Psychologica 143, 144 (1992).
249. See Shelley E. Taylor et al., Emotions as Psychological Achievements, in Emotions: Essays on Emotion Theory 219, 219 (Stephanie H.M. Van Goozen et al. eds., 1994).
options can be painful. When clients reject attractive options, they are likely to experience feelings of regret. Lawyers can, and should, help them come to terms with the emotional consequences of the decisions they have made.

## C. Bargaining Strategically

Because lawyers are more likely to evaluate options rationally, they can help their clients make better decisions in negotiation. Additionally, lawyers can use options strategically in negotiation to gain advantage over their counterparts. Although well-informed lawyers on the other side may be able to thwart these efforts, lawyers negotiating with less savvy lawyers or nonlawyers may be able to present options in ways that induce their counterparts to select a particular option. ${ }^{250}$

Retailers do this to their customers. For example, Simonson and Tversky describe how Williams-Sonoma increased the sales of one of its bread-makers by capitalizing on the context-dependent decision-making of their customers:

Williams-Sonoma, a mail order and retail business located in San Francisco, used to offer one bread-baking appliance priced at $\$ 275$. Later they added a second bread-baking appliance, which was similar to the first but was somewhat larger. The price of this item was $\$ 429$, more than $50 \%$ higher than that of the original appliance. Not surprisingly, perhaps, Williams-Sonoma did not sell many units of the item. However, the sales of the less expensive appliance almost doubled. ${ }^{251}$
Likewise, Thomas Nagle, a prominent consultant, reports that "Xerox Corp. boosted sales of its high-volume copier to large corporations only after it brought out a higher-priced model with a few extra bells and whistles that purchasing managers could feel good about rejecting." ${ }^{252}$ Indeed, "[a] common tactic used to convince consumers to purchase a given product is to present another product and argue that the former is a bargain in comparison with the latter."253

Similarly, real estate agents use these phenomena to induce potential home buyers to purchase selected homes. Consider, for example, Robert Cialdini's account of contrast in the real estate industry:

I accompanied a salesman on a weekend of showing houses to
prospective home buyers. The salesman-we can call him Phil-

[^37]was to give me tips to help me through my break-in period. One thing 1 quickly noticed was that whenever Phil began showing a new set of customers potential buys, he would start with a couple of undesirable houses. I asked him about it, and he laughed. They were what he called "setup" properties. The company maintained a run-down house or two on its lists at inflated prices. These houses were not intended to be sold to customers but only to be shown to them, so that the genuine properties in the company's inventory would benefit from the comparison. Not all the sales staff made use of the setup houses, but Phil did. He said he liked to watch his prospects' "eyes light up" when he showed the places he really wanted to sell them after they had seen the rundown houses. "The house I got them spotted for looks really great after they've first looked at a couple of dumps." ${ }^{254}$
Politicians also attempt to manipulate options to obtain their political ends. Indeed, political scientist William Riker developed a theory of "heresthetics" ${ }^{255}$ to account for this behavior. Heresthetics is "the manipulation of the structure of tastes and alternatives within which decisions are made." ${ }^{256}$ The "key" ${ }^{257}$ heresthetical maneuver is the "manipulation of dimensions" (or options). This maneuver "involves defining an issue such that it forces the opponent to choose among alternatives in terms of perceptions that place the manipulator's preferred alternative in an advantaged position." ${ }^{258}$ Riker used heresthetics to explain several important political outcomes, including, for example, the decision by participants at the Constitutional Convention of 1787 to elect the president

[^38]through an electoral system (rather than through other options that were actively under consideration). ${ }^{259}$

Like retailers, realtors, and politicians, lawyers can, and should, present options strategically to gain advantage for their clients. To be clear, I am not advocating that lawyers should behave unethically vis-à-vis their counterparts in negotiation. ${ }^{260} \mathrm{I}$ am advocating, however, that lawyers should capitalize on potential strategic advantages that may enable them to help their clients obtain better outcomes. To the extent that a lawyer can present options in ways that induce the other side to make decisions that benefit the lawyer's own client, the lawyer should do so.

## CONClUSION

This Article has focused on the costs that multiple options can impose on decision making in negotiation, but the broader descriptive lesson of the Article is that these option costs can influence decision making in any circumstance where people must make complex choices. Take just three examples, one drawn from corporate law, one from family law, and one from criminal law.

First, consider the argument advanced by several prominent law and economics scholars that legislatures should adopt "menus of options" to govern corporate and bankruptcy law. ${ }^{261}$ Rather than imposing "mandatory rules" on firms, these scholars contend that legislatures should authorize firms to select options from legislatively enacted menus as a way of promoting efficiency. ${ }^{262}$ In the corporate bankruptcy area, for instance, Bob Rasmussen argues that firms should be required to select ex ante one of five options-"no-bankruptcy, a revised Chapter 7-only, Chapter 11, the selective stay, and a custom-designed system"-rather than be subjected ex post to the current, mandatory bankruptcy regime. ${ }^{263}$ Given what we know about the influence of option devaluation, context dependence, and noncompensatory decision making, however, is it clear that the individuals

[^39]263. Rasmussen, Debtor's Choice, supra note 261, at 100-05.
confronted with such a menu will select the options that actually maximize firm value? ${ }^{264}$

Second, two scholars ${ }^{265}$-and some legislatures ${ }^{266}$-have extended the "menu of options" idea from the corporate boardroom to the marital bedroom. Eric Rasmussen and Jeffrey Stake argue that the states should "offer a menu of legislatively approved, alternative, standard-form contracts" ${ }^{267}$ governing marriage and divorce:

Statutes could usefully provide forms with several enforceable and reliable options. In addition to modern, no-fault exit without alimony, premised on both spouses developing careers, the traditional, fault-limited divorce with alimony, premised on efficient division of labor, ought to be an option. The law does not need to provide enforcement for every possible kind of marriage, but it should provide clear and dependable enforcement for a few kinds. . . ${ }^{268}$
Again, given what we know about option devaluation, context dependence, and non-compensatory decision strategies, is it clear that couples (or individual spouses) will choose the options most likely to maximize marital bliss under the proposed "menu" regime?

Finally, consider the impact that charges to juries can have on criminal convictions. Suppose, for example, that a defendant is being tried for murder. Imagine first that the judge instructs the jury to return either an acquittal or a murder conviction; now imagine instead that the judge instructs the jury to return an acquittal, a murder conviction, or a capital murder conviction. Will the inclusion of capital murder as an option in the latter condition increase the likelihood that juries will choose to convict the defendant of murder (i.e., the compromise option)? ${ }^{269}$ Based on their experimental work, Kelman and his colleagues think so:

A legislature that adds capital murder to the list of crimes and attempts to distinguish it from "ordinary" murder (and manslaughter) must understand that it is not only creating a new substantive category-based on the substantive belief that certain killings are morally more reprehensible, or harder to deter in the absence of aggravated punishments, or socially more harmful-but

[^40]it must also understand that it is altering the balance of convictions between murder and manslaughter. This will be true, at least arguably, both because murder will more frequently become a compromise verdict between capital murder and manslaughter and because it may frequently be the case that murder clearly dominates capital murder (or vice versa) and that the "murders" thus benefit (as a result of contrast effects) relative to manslaughter. ${ }^{270}$
In these and other areas of concern to legal policy makers, ${ }^{271}$ decision makers choosing from among multiple options may be led astray by the very presence of those options. And in these and other areas, lawyers can play a valuable role for their clients by helping them navigate the labyrinth of multiple options more successfully than their clients could on their own. Thus, the broader prescriptive lesson of the Article is that lawyers can, and should, help their clients make better decisions not only at the bargaining table but in these and other decision contexts as well.

[^41]
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