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Telecommunication of Stabilizing Signals in Power Systems

Guillaume J. Raux

ABSTRACT

Deregulation of the power industry has occurred at a rapid pace, opening some promising

competition between suppliers. The result of this competition should be to the benefit of

customers.

Telecommunication plays a crucial role in integrating systems and ensuring smooth

operation by way of exchanging data and information between various systems that are

responsible for monitoring and control of the grid. For example, a Power System Stabilizer

(PSS) controller could be placed at one of the generators and requires remote measurements.

All the communication schemes within the network generate delays that are characterized

in this project using OPNET Modeler. OPNET Modeler is also used to characterize the

number of dropped packets.

As a case study, we consider a two-area four-generator (2A4G) and explore the

role of communication delay on system stability. Those delays play an important role

in the design of a controller that can help the damping of electro-mechanical oscillations

between interconnected synchronous generators and therefore maintain the system stability.

The network statistics are then imported into Simulink in order to visualize the speed of

the shaft w2 as a function of time. Additional communication options to the inter-area

oscillation problem are offered at the end of the thesis (use of Virtual Private Network

(VPN), use of fiber optic dedicated network, or the use of IPv6 protocol).
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Chapter 1

Introduction to Deregulated Power

Systems

1.1 Introduction

Electricity is an indispensable commodity. It runs our computers, lights our lamps

and heats our French roast coffee, but mainly allows the industry to run. Whenever we

flip a switch, the electricity we need is instantly supplied. We count on that reliability.

One of the compelling topics currently faced by the electric power industry is the prospect

of substantial change in its structure and organization [1] resulting from more competition

that is supposed to benefit the customers. These coming changes can be easily compared

to the dramatic changes which have taken place in the telecommunications and natural

gas industries [2] years ago. The electric power industry, the last major regulated energy

industry in the United States, is changing to be more competitive [3].

In some states, retail electricity customers already have the opportunity to choose

their electricity provider. New electricity trading markets, which were previously nonexis-

tent, are now operating in all regions of the country.

1.2 Deregulation

The nature of electricity presents unique challenges because it cannot be stored

in large quantity, so it must be produced the moment it is needed. The requirements for
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reliability mean that enough reserves must be available at any time. However, the exact

amount of electric power needed is almost impossible to predict [4].

Deregulation in the power industry is occurring at a rapid pace. Deregulation

promises to stimulate competition between suppliers, to the benefit of the customers, im-

proving the power quality and reliability [5]. The number of independent producers and

power marketers competing in these new retail and wholesale power markets has increased

substantially over the past few years. Different structures have been created in order to

assure a competitive oligopolistic market that would ensure sufficient electricity generation,

distribution and monitoring of power at a competitive price [6]:

• ISO Organization: The Independent System Operator (ISO) (Fig. 1.1) is mainly

responsible for ensuring the stability and availability of power within the grid. It

manages the traffic and provides feedbacks to the participants in the market [6].

• RTO Organization: The Regional Transmission Owner (RTO) structure is respon-

sible for investment in electric transmission and generation infrastructure.

• Power Exchange: The Power Exchange (PX) is responsible for the creation of a com-

petitive spot energy market. The PX structure takes care of scheduling, settlement,

trading platforms and brokerages, market infrastructure systems, and consulting [7].

In most cases, the PX acts as a Scheduling Coordinator (SC). The ISO work is

shown in Fig. 1.1. At a control center of an ISO, an expert staff monitors the grid constantly

adjusting the production to accommodate the changes in demand. The staff works on “what

if” scenarios to be prepared for any event (equipment failure, extreme weather conditions,

and emergency situations). The staff is also in charge of scheduling import and export

transactions. There are two different kinds of markets available to electric suppliers that

work simultaneously: the day-ahead and the real-time energy market (Fig. 1.2). The two

energy markets are discussed below for the California ISO case.

• The day-ahead The ISO receives bids for the sale and purchase of energy for the

next day between 8:00 am and noon [7]. At noon, the window for entering day-ahead
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Figure 1.1: The ISO system at work.
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closes. Between noon and 2:00 pm, the ISO reviews the latest demand forecast, re-

ceives transaction data for imports and exports, and performs initial evaluation of

bids for the next day. Then, from 2:00 pm to 4:00 pm, the ISO performs the final

evaluation of the bids and offers. It issues schedules for the next day by 4:00 pm.

All the schedules indicate the output levels required at each generating plant for each

hour. It also indicates the marginal price that will be paid. The 4:00 pm to 6:00

pm slot period is a rebidding period. All the generators that have not been selected

previously can make a revised offer to supply the next day. The last time slot, from

6:00 pm to 8:00 pm, the ISO evaluates bids and offers to optimize the operating plan

(see Fig. 1.2).

• Real time energy market Throughout the day, the ISO continues to adjust the

electric generation output to match the demand. The real time market is settled based

on deviations between actual demand and the bid supply.

1.3 Telecommunication

Telecommunication plays a crucial role in integrating systems and ensuring smooth

operation by way of exchange of data and information between various systems that are

responsible for monitoring and control of the grid.

1.3.1 Aspects:

• ISO: An ISO structure is a centrally dispatched and coordinated system. One of the

main necessities of the system is transportation of information from remote areas to

the ISO structure. In order for an ISO to ensure neutrality and independence, the

ISO needs information from bidders (market participants) and from generating plants.

The ISO also needs feedback from industries, home, and businesses in order to adjust

the production to match the demand. All the communication is represented by arrows

in Fig. 1.1. Since the ISO is in charge of determining the future expansion of the

electric system, it needs to be able to interact with the board of managers allowing

them to decide on a potential expansion of the grid.
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• Control: Inter-area oscillation is a major problem that can be solved by using ap-

propriate control structure either at the transmission line or at the power plants. The

controller might have to use remote measurements to minimize the inter-area oscilla-

tions. The measurements need to be transported from a remote area to the controller

with minimum delay.

1.3.2 Issues:

The scale of the system makes the transport of information a serious issue. Like ev-

ery large system, delays generated by the links are the most prevalent problems. Controllers,

ISO structure, power plants, all need to be “fed” with information. Because information is

not necessarily local, a communication link needs to be implemented. The communication

needs to be reliable and fast in order for the system to be able to work more efficiently. A

lot of different links (wired, or wireless) can be used to carry the information.

1.4 Theme of Thesis

The purpose of this thesis is to study the delays generated by different communica-

tion links and to use the results obtained for the design of a controller to dampen inter-area

oscillations. One of the tools which we have used to collect the delays is the OPNET Mod-

eler software.

Because communication delays are playing an important role, a special considera-

tion is given to their calculation. Transmission of crucial data can have a negative impact

on control procedures because it might be too late for an action to be initiated to con-

trol power grid instabilities. Various communication links can be utilized for the transport

of data including 56K modem line, DS-1, DS-3, 100BaseT, and OC-12 fiber optic cable.

Each communication link has its own advantages and drawbacks associated with it. This

thesis looks at various communication links and the delays associated with each type of link.

This thesis also looks at the effect that those delays have on the Power System

Stabilizer (PSS) controller. This thesis intends to define the critical delay time (Dc) that

needs to be respected when implementing a control scheme within the Two Area Four

Generator system (2A4G). The end of the thesis is dedicated to the search for the best
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overall link and the exploration of an alternative solution for the transfer of files. The

notion of optimal is subjective and is defined within the thesis as the best ratio delay/cost.

1.5 Conclusion

This chapter discussed the need for deregulation in the power industry and its

consequences. This chapter also highlights the need for an efficient communication link.

Finally the theme of the thesis was presented.
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Chapter 2

Modeling Communication

Networks

2.1 Introduction

In 1969, the Advanced Research Projects Agency (ARPA) a branch of the US

Department of Defense, established the ARPANET (Advanced Research Projects Agency

Network) for the interconnection of computers and terminals. ARPANET was the first

packet-switched network [8], and later became the Internet (Fig. 2.1).

2.2 Definitions

Data communication occurs between two devices that are directly connected by

some form of point-to-point transmission medium [9]. The two major categories into which

communications networks are conventionally classified are wide-area networks (WANs), and

local-area networks (LANs). LANs allow computer systems in a building or within an en-

terprise to be connected together and share common files, sources of information, and/or

applications. Usually LANs are administrated by some type of organization that owns the

devices attached to the network. WANs, on the other hand, have been traditionally con-

sidered to be those that cover a large geographical area. WANs consist of a number of

interconnected switching nodes. A transmission from any device is routed through these

internal nodes to the specified destination device. These nodes provide a switching facility

to move packets of data from node to node until they reach their destination. WANs have
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Figure 2.1: Basic representation of the Internet.

been implemented with two different technologies: packet switching and circuit switching.

Today, two other technologies, asynchronous transfer mode (ATM) and frame relay, are as-

suming those roles [10]. All these different technologies are explained in more detail below.

• Circuit Switching: In this kind of switching, a dedicated communication path is

established between two stations through the nodes of the network (end-to-end com-

munication between two hosts). Data generated at the source are transmitted along

the dedicated path as fast as possible. At each node, incoming data are routed to

the appropriate channel without delay. This technology is mainly used in telephone

networks.
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• Packet Switching: In this case, there is no dedicated transmission capacity along

the path, rather data are sent out in a sequence of small chunks, called packets. A

packet is a small piece of the source message. Each packet is transmitted through the

entire network, via routers, from node to node at a rate equal to the full transmission

rate of the link. At each node, the entire packet is received, stored briefly, and then

transmitted to the next node.

• Frame Relay: The frame relay approach was developed in the early 1980’s and

deployed in the 1990’s throughout North America as a public packet-switching tech-

nology. Frame relay is a fiber-based system that has very low bit error rates (BER)

and high data rates. Frame relay networks have been designed to operate efficiently at

data rates up to 200Mbps [9]. Frame relay uses variable-length packets, and achieve

high data rates by stripping most of the overhead involved with error control (addi-

tional data bits added at the end of each packet).

• ATM: Asynchronous transfer mode, sometimes referred to as cell relay, is a result

of all the developments in circuit switching and packet switching over the past few

decades. ATM is an evolution of frame relay, but ATM technology uses fixed-length

packets called “cells”. ATM technology does not provide too much control overhead

and can easily achieve rates up to 100’s of Mbps [8].

2.3 Protocols and Protocol Architectures

During the process of exchanging data between computers, terminals, and/or other

data processing devices, a “level” of comprehension is required in order for the data to take

the right path. The process of logically dividing the communication process into distinct

steps is called a protocol. A protocol is used for communication between entities in different

systems. There are three key elements in a protocol [9]:

• Syntax: Includes data format and signal levels.

• Semantics: Includes control information for coordination and error handling.

• Timing: Includes speed matching and sequencing.

In order to exchange data between computers a high degree of cooperation is

needed. The logic is implemented not as a single module but instead the task is broken
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down into subtasks, each of which is implemented separately that are referred to as “proto-

col architecture”. The main two architectures are Transmission Control Protocol/Internet

Protocol (TCP/IP) and Open System Interconnections (OSI). Those architectures are com-

posed of 5 and 7 layers respectively, and will be described later in more detail in the chapter.

In very general terms, communications can be said to involve three types of agents

applications (e.g. file transfer), computers, and networks. Computers are connected to

networks, and the network transfers all the data from one computer to another one. This

process involves getting the data to the computer in which the application resides and then

getting it to the intended application within the computer.

2.3.1 Protocol Layering:

Protocol layering is a common technique to simplify networking designs by divid-

ing them into functional layers, and assigning protocols to perform each layer’s task. The

original message is passed along the protocol stack, and the protocols at one layer rely on

and use the services of the layer below.

In order for one layer to inter-operate with the layer below it, the interfaces between

the two layers must be precisely defined. Standard bodies define the interfaces between ad-

jacent layers and allow the person that develops networking hardware and/or software to

implement the interior of a layer as they want. Therefore, if one comes up with an improved

implementation layer, the old layer could be replaced without stopping the inter-operation

between those layers.

In a computer network, each layer can perform a generic set of tasks [10]:

• Error Control: Any technique that will detect or correct errors making the network

communication between two elements more reliable.

• Flow Control: This mechanism avoids overwhelming a slower peer.

• Segmentation and Reassembly: Segmentation is the process of breaking large
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message into small packets. The receiving side is the side that reassembles the pack-

ets into the original large message.

• Media Access Control: The MAC protocol allows multiple users to share the same

media/channel.

• Connection Setup: It provides handshaking with a peer.

Protocol layering has both advantages and drawbacks. The main advantage is that

protocol layering makes it easier to design complex systems, and facilitates the re-use and

design of software/hardware. On the other hand, one of the main drawbacks of layering is

that one of the layers may duplicate lower-layer functionality. For example, many protocol

stacks provide error control recovery on both a link basis and an end-to-end basis. Another

significant drawback is that functionality at one layer could need information from another

layer, violating the purpose of separation of layers.

2.3.2 Open Systems Interconnections:

The OSI protocol [11] shown in Fig. 2.2 was developed in the late 1970s by

the International Standards Organization (ISO) with the association of the International

Telecommunications Union (ITU). The OSI model consists of seven layers. Layers 1 to 3 are

part of the network connection, while layers 4 to 7 are part of the data originator (source)

or recipient (destination) [8]. This kind of configuration allows modifying one layer at a

time without affecting the other layers.

The layers are described as followed:

1. Physical: The physical layer is where the bit is inserted into the network. The phys-

ical layer can be seen as a noisy “bit pipe”. The physical layer includes electrical and

mechanical standards (e.g. 1.430 BISDN, ISO-8877 ISDN Connector, Ethernet 802.3).

2. Data Link: The data link layer structures the data into frames. Frames include

rules controlling information for synchronization, error detection/correction, and the
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Figure 2.2: OSI Architecture.

source’s and destination’s address. The data link layer is also used to send and re-

ceive acknowledgements in order to confirm that the frame was received correctly on

a peer-to-peer basis. The data link layer also makes available the connection between

a “slow” destination and a “fast” source. It also makes sure that proper data rate is

used, and the destination is not overwhelmed by the data flow.

3. Network: The network layer takes care of the routing of data from node to node,

and the logical addressing. The network layer is a MAC independent interface.

4. Transport: The transport layer either breaks the message data from the session layer

into packets or takes the packets from the network layer and connects them to form a

message. The transport layer provides reliable data transfer and manages the flow of

data in case of network congestion. The transport layer is also involved in receiving

and in sending acknowledgments.

5. Session: The session layer establishes connections (or re-established a failed connec-
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tion) between computers. It also takes care of video and audio within an application.

6. Presentation: The presentation layer performs data formatting (e.g. code conver-

sion, encryption/decryption, and compression/decompression).

7. Application: The application layer is used to interface the computer to the OSI

system. It includes file transfer programs, email, and web browsers.

In practice, this seven layers can be integrated at various degrees into a single

piece of hardware.

2.3.3 Transmission Control Protocol/Internet Protocol:

The TCP/IP protocol architecture is the most widely used inter-operable archi-

tecture. It was developed in conjunction with the original ARPANET and preceded the

ISO model. The TCP/IP is not a standard protocol like the ISO one, because it consists of

a large collection of protocols that have been issued as Internet standards by the Internet

Activities Board (IAB) [9].

Despite its OSI-like structure the TCP/IP protocol has no “official” model. It can

be organized into five relatively independent layers (see Fig. 2.3).

• Physical Layer: The physical layer covers the physical interface between the data

transmission device (e.g. workstations, computers) and the transmission medium or

network. This layer is concerned with specifying and the characteristics of the trans-

mission medium, the data rate, and the nature of the signal.

• Network Access Layer: The network access layer is concerned with the exchange

of data between the computers and the attached network. The sending computer

must provide the destination’s address so that the network can route the data in an

efficient manner.
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Figure 2.3: Protocol architectures.

• Internet: The Internet layer provides routing across multiple networks. This proto-

col is implemented at every router used by the message during its transport across

the communication link.

• TCP: The TCP protocol is also called the host-to-host or transport layer. This

mechanism provides reliability to the system (it is independent of the nature of the

application).

• Application Layer: The application layer contains all the logic needed to support

the various user applications. For each different application a particular module is

used.
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In chapter 4, the difference between IPv4 and IPv6 will be discussed in detail.

2.3.4 Discrete Event Simulators:

A discrete event simulator is a piece of software that has the ability to simulate

continuous events as a sequence of discrete events. Numerous discrete event simulators

(free and commercial) are now available on the market. They are designed to be general

enough to serve a wide range of discrete event simulation tasks, like a computer simulation

of a network [12]. Most of these discrete event simulators are easy to use because of a

well-defined interface. All of them include a simulation kernel library and a compiler. Some

popular free network simulators are as follows [13]:

• NS2: NS2 is a discrete event simulator targeted at networking research. NS2 provides

substantial support for simulation of TCP, routing, and multicast protocols over wired

and wireless (local and satellite) networks. NS2 is free, runs on Linux/Unix and it

was made possible due to the collaboration of LBL, Xerox PARC, UCB, and USC/ISI.

• Ptolemy: This discrete event simulator (java based) was developed at the University

of California at Berkeley. It operates mainly under Linux and/or UNIX. The Ptolemy

software helps the modeling, simulation, and design of concurrent, real-time, embed-

ded systems.

• Omnet++: Omnet++ is also a free discrete event simulator software development

environment written in C/C++. It was mainly developed by A. Varga from MIT.

Within the software there is a useful list of modules and workshops. It works under

all Linux, UNIX, and NT.

• Cnet: Cnet network simulator allows experimentation with the data-link layer, net-

work layer, routing, and transport layer networking protocols. This network simulator

works under both Linux and UNIX.
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2.4 OPNET Modeler

2.4.1 What Is OPNET?

OPNET Modeler is a discrete event simulator that allows one to simulate computer

and data networks. OPNET Modeler is mainly an environment for building protocols and

device models [14]. The OPNET Modeler environment is also used to plan changes by

illustrating how the networked environment will perform, and is also an environment that

includes hundreds of pre-built models used to study performance changes of the network.

2.4.2 Why Use OPNET?

The use of OPNET software (based on C/C++ functions) is an easy solution for

network management because of its close tie to companies, service providers, and network

equipment manufacturers. OPNET Modeler provides a suite of vendor module libraries. It

also has the flexibility for the user to create new models or derive models from an existing

database.

2.4.3 OPNET Methodology:

The methodology for a general simulation is first to understand the proposed sys-

tem in order to model it accurately (flow chart, diagram, etc). The next step is to define

what the needed throughputs for the simulation are. By choosing the aspects that need to

be modeled, one will be able to determine better objectives and define the level of detail or

“granularity” required in its model.

OPNET Modeler, through its flexibility, allows some portion of the model to have

fine granularity, while other portions have coarse granularity. The following step in the

simulation is to define the data inputs and outputs. In OPNET Modeler, the input refers

to a predefined aspect of the model (such as connectivity) or may be more parametric (such

as traffic generation rate).

To study the effects on a system when using a discrete event simulator, one needs

to keep most inputs constant and vary one or two over a range. OPNET Modeler allows

one to present the output under different aspects: graphs, animations, tables, numerical
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Figure 2.4: OPNET methodology.

values and/or web reports. The output results should be checked for accuracy, robustness

and, show enough details. A good summary of the methodology is the chart shown in Fig.

2.4.

OPNET Modeler uses a project-and-scenario approach to modeling networks. A

project is a collection of related network scenarios in which each explores a different aspect

of network design. All projects contain at least one scenario. A scenario is a single instance

of a network. Typically, a scenario presents a unique configuration for the network, where

configuration can refer to aspects such as topology, protocols, applications, baseline traffic,

and simulation settings.

The project/scenario workflow is as follows: first create a project, then create a

baseline scenario, and finally duplicate the scenario. When creating a baseline scenario, one

needs to import or create a topology, import or create traffic, choose results and report to

be collected, run the simulation, and view the results. The duplicate of the scenario allows

one to make changes, re-run the simulation, and compare the results.
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Figure 2.5: OPNET network model.

The networks are modeled via the graphical project editor. Several tools are in-

cluded in OPNET Modeler to intuitively map from network specifications to a modeled

network Fig. 2.5. OPNET Modeler includes several maps Fig. 2.6 that can be loaded as

backgrounds for network models.

Map backgrounds, Fig. 2.6, provide a physical context for model specification.

Models are more easily interpreted when set in a proper geographical context. The dis-

tance between nodes can be a factor in affecting simulation results. OPNET Modeler uses

subnets, Fig. 2.7, within the network as a powerful mechanism for breaking down system’s

complexity through abstraction. Subnets can be used to segment networks into distinct

parts based on proximity, connectivity, or architecture. Figure 2.7 represents few elements

(on the right of the figure) contained within a subnet (on the left of the figure).
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Figure 2.6: OPNET Map.

A subnetwork abstracts network components specified within it into a single ob-

ject. A subnetwork represents identical constructs in an actual network. It has no behavioral

aspects, but simplifies representation of large networks. The models formed with OPNET

Modeler are created using published protocol standards and other used vendor implemen-

tations (IEEE specifications -e.g. 802.11a-, ATM Forum Specification -e.g. UNI 3.1- ).

The “model library” contains a variety of objects used to create networks like:

traffic generator (workstations, servers, stations), network devices (hubs, bridges, switches,

routers), links (SONET, PPP, FDDI, 10baseT, DSL), vendor device models (Cisco systems,

3Com, Nortel, Lucent, HP).

2.4.4 A Case Study:

OPNET can be used to model the network reaction when using background uti-

lization. The following network case study helps to visualize those results:

• Link background utilization: Background utilization is used to model existing

traffic on a link instead of explicitly modeling each packet. It is possible to change

the background traffic over the course of the simulation.
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Figure 2.7: OPNET subnet.

In the following case study, the goal is to model an East Coast Company’s WAN.

The company has offices in Philadelphia, Atlanta, Washington D.C., and Boston. The

center of the network will be located in Washington D.C. (see Fig. 2.8). The company is

trying to visualize the effect of background traffic on the performance of FTP. To do this,

we need to first model the performance of the network without any background traffic and

then with background traffic.

The background traffic will consist of the use of database, email, file transfer, file

print, Telnet session, video conference, voice over IP (VoIP), and web browsing. For all

those applications, the user at the workstation will have the option of both heavy and light

use. For the first 2 hours (from 8:00 am to 10:00 am), the background utilization will be

setup to 40%. Then for the next 3 hours, it will be increased to 90%, and finally it will be

decreased again for the next 6 hours to 70%.

Now that the scenarios are configured, we will need to collect statistics (data) in

order to be able to make any type of comparison. The most relevant statistics for this

network are the utilization statistics for the links and the global FTP download time for

the network. Also, it could be interesting to know if at any switch the network will not be
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Figure 2.8: OPNET case study.

able to handle all the packets. Therefore, one should also look at the number of dropped

packets within the network.

• Setting up the scenario: This first step helps to specify the overall context for the

network. Within this step, one will have to specify if one plans on using a map in the

background for the network, and what kind of “tools” one is going to use.

All those “tools” are already pre-defined within a library, and they are available in the

“Object Palette” Fig. 2.9. The “Object Palette” allows you to specify what standard

(model list, e.g. LAN and/or Internet...) and what object you are going to use. For

the example we will need to use different links (e.g. fiber optic links, coaxial cable,...),

servers, and routers. OPNET offers the option of configuring your object palette list

by link models, node models, path models, and demand models.



CHAPTER 2. MODELING COMMUNICATION NETWORKS 23

Figure 2.9: OPNET object palette.

This option makes your research for “components” more effective and it also allow you

to select the exact server and/or router (3Com, Cisco, ACE...) that you are looking

to use in your network.

• Configuring Applications: This step is used to define the profiles and applications

that will be used by the LAN before you even begin constructing your network.

1. A Profile is applied to workstation, server, or LAN. It specifies the applications

used by a particular group of users. You can have multiple profiles (heavy use

of email or light use of file transfer) for multiple groups.

2. An Application may be any of the common applications (email, file transfer...)

or could be an application that you can define yourself. OPNET comes standard

with eight pre-defined applications: database access, email, file transfer, file print,

Telnet session, video conferencing, Voice over IP call, and web browsing.

The next few steps are dedicated to creating that background utilization. The first

model will act as a reference and the second one (with background utilization) will help to

compare the results from the two scenarios. The network study shows that traffic rises Fig.

2.10 gradually over the course of the day as employees arrive and begin to work and then

decrease rapidly as soon as the background utilization decreases.
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Figure 2.10: Traffic over the course of the day.

2.5 Conclusion

OPNET is a very useful tool for modeling of communication networks. Its built-in

library and various pre-defined components allow one to define and study the network in an

effective manner. Furthermore, its interface, speed and its very effective way to represent

results make OPNET Modeler a “must have” tool when studying communication networks.
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Chapter 3

The Two Area Four Generator

System

3.1 Description

Electro-mechanical oscillations between interconnected synchronous generators are

problems inherent to power systems. The oscillations associated within a group of generators

are called “inter-area modes” [15]. The inter-area modes of oscillation are affected by many

factors such as the types of controllers, the loading conditions, etc... Therefore making

them hard to study and control. An easy way to study inter-area modes of oscillations is to

scale down the system from a large and complex power system to a smaller one that keeps

the same characteristics. The complexity of the system model necessary to determine the

stability of the system obscures the nature of the inter-area modes of oscillation. Therefore,

in order to be able to study only those specific effects, one should construct a small but

realistic system. A benchmark system has been suggested in the literature to study inter-

area oscillation. This system is a “two area systems”. A special case of two area system is

the two-area four generator system, also called “2A4G”. The system configuration can be

described as follows [16] [17]:

• Two sets of two generators on each side of the grid separated by a total distance of 220

km. On each side, the generators are 20 km apart from each other. Each generator is

connected to the grid via a tie line. Every single generator is equipped with the same

simple exciter and all the generators have the same configuration.
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• A total of 2 loads are attached, on each side, to the system. The power can be flow-

ing across the system in either direction. A total of 12 buses are used between the

controller, the four generators, and the loads.

• Several control strategies have been proposed, including the use of a Static Var Com-

pensator (SVC) controller, a Power System Stabilizer (PSS) controller, a Unified

Power Flow Controller (UPFC), and Thyristor Controlled Series Capacitor (TCSC)

controller. Placement of these controllers depends on different factors such as trans-

mission capacity, control and stability objectives, etc...

3.2 Why Use The 2A4G System?

The 2A4G (see Fig. 3.1) is a specially designed system that is used to study the

ability of the overall system to withstand the loss of a line and/or unwanted variations

in other operating conditions. The stability of the system has been tested and a control

strategy has been implemented [16]. It appears that one PSS controller by itself or the

combination of one PSS controller and local measurement are not enough to stabilize the

system. This implies that the PSS controller might need remote measurements.
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Figure 3.1: The Two Area System.

There are two different strategies that can be used to control the system. The

first strategy is to place a SVC controller at the center of the grid and “feed” it with

measurements from remote generators. The second strategy, the strategy that is going to
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be implemented later in the chapter, is to place a PSS controller at one generator and “feed”

it with remote measurements. This strategy is implemented later in this chapter because

it is the strategy that generates the longest delays. The main advantage of this method is

that the controller is implemented based on the worst case scenario making it more likely

to work in a better case scenario.

3.3 Case Study with OPNET

In the following case study, the PSS controller will be placed at the first generator

within the grid and will receive remote measurements from all the other generators generat-

ing the longest delays. OPNET Modeler will be used to characterize the delays and number

of packets dropped between each node [14] in order to determine the communication within

the network. The results obtained using OPNET Modeler will later be used to characterize

the effects of those delays on a real-time closed loop system. The complete case study for

the 2A4G is described later in this chapter.

3.3.1 Terminology

Each area is composed of different elements that play a particular role in the

transfer of data within the network [10]. The network is also capable of supporting various

type of applications that generate traffic. All those important terms are defined below:

Elements:

• Router: A router is an intermediate device that connects communication links. A

router takes information arriving on one of its incoming communication links and then

forwards it on one of its outgoing communication link.

• Switch: A switch is a high performance multi-interface bridge. Like a bridge, a

switch forward and filter frames using LAN destination addresses. A switch has a

dozen interfaces that it can interact with.

• FTP: A FTP (File Transfer Protocol) is a protocol used to transfer file between a

client and a server. FTP permits the user to issue two basic commands for transferring



CHAPTER 3. THE TWO AREA FOUR GENERATOR SYSTEM 28

a file: “get” and “put”. The “get” command triggers the transfer of a file from a

remote server. The “put” command sends a file to a remote server. For connection-

oriented transport protocols, (e.g. TCP), a new transport connection is opened for

each file transfer. TCP is the default transport protocol for this application. The

computation of the rate of file transfer is as follows:

Rt =
N

L
(3.1)

where Rt is the transfer rate, N is the number of file transferred, and L is the length

of traffic captured.

• Connection: A connection is an interconnecting circuit between two or more loca-

tions for the purpose of transmitting and receiving data. A link can be either electrical

or fiber optical cable (multiple different connection types and connection speed are

available). For example, the PPP base is a point-to-point link that connects two nodes

running IP (e.g., gateways) at a selectable data rate.

Applications:

• Remote Login: During a remote login application, or Telnet, the users login to

different machines, interact with the operating systems of the remote hosts. The

command they enter and the feedback they receive generate traffic on the network.

The TCP protocol is the default protocol for the remote login application.

• Video Conferencing: A video conferencing application lets users transfer streaming

video frames across the network. UDP is the default protocol used for video confer-

encing.

• Database: A database application enables the user to store information. Database

operations are divided into two categories: a database entry, and a database query.

A database entry results in a fixed amount of data being written into the database.

A database query results in the client issuing a query, and the server responding with

some data. The default transport protocol for the database application is TCP.
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3.3.2 Modeling the Network:

First, one needs to make sure that the distances between the areas are respected.

Then, one needs to define what type of connections are going to be compared in the dif-

ferent scenarios. The different data rates that are going to be used to model the system

are 56 kbps (56K link), 1.544 Mbps (DS1), 44.736 Mbps (DS3), 100 Mbps (100BaseX),

and 594.43 Mbps (OC-12) [18] [19]. Each scenario will serve as a benchmark for the next

one. Comparing the results obtained will help one decide upon the optimal solution for the

2A4G system. The only two assumptions made in the case study are that the power used

to transmit the signal is large enough to avoid the use of repeaters within the network. The

other assumption is the losses over the transmission medium are negligible.

Each area will contain a switch, an FTP server, 25 workstations, connected to

each other in a star configuration, connected with a 1000BaseX (1000 Mbps) connection,

and a router (see Fig. 3.2).

25 Workstations

Switch

Router

FTP Server

Figure 3.2: Detail of an Area.

The PSS controller will be characterized as a combination of a switch connected

to a router and 6 servers (see Fig. 3.3). The servers are divided into 2 different sets that
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can perform the same tasks. The first set will be used as the main servers allowing data to

be transferred from a remote area and back to the controller. The second set of servers will

be used as a backup set.

All the routers will be connected together and then traffic will be added to the

network. The transmitted packets will have the same format and they will use the same

protocol to be transmitted but they will two different lengths (4500 bits and 400 bits).

Having two different length allows to characterize the effect of the size of the packets on

the transmission delays.

The next step is to setup the background utilization. The background utilization

will be the factor that will strain the communication within the network, having a direct

effect on the delays measured. By including background utilization, the case study becomes

very close to a real system. The three different background utilizations compared are as

follows: 10%, 50%, and 90%. The applications available to the engineers are the ones

described in table 3.1.

Table 3.1: Applications.

Application Use
Email heavy

File transfer heavy
Database access heavy

File print light
Telnet session light

Video conferencing light
Voice over IP light
Web browsing heavy

Each application is supported by the network, and is available to every engineer

working in the office. All applications will be executed simultaneously creating more stress

on the network. The network is described in Fig. 3.4.

3.4 Results

The results we are seeking here are the average communication delays, the max-

imum communication delays, and the delay jitter for each communication link and for all

of the three background utilizations (between the PSS controller and each remote area of
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Figure 3.3: OPNET Model for the PSS Controller.
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Figure 3.4: 2A4G OPNET network.

Table 3.2: Number of Packets dropped for each type of connection.

Link Packets Dropped
Area 1 to PSS Controller 0
Area 2 to PSS Controller 0
Area 3 to PSS Controller 0
Area 4 to PSS Controller 0

the network). We are also looking for the number of packets dropped during a day of work

in the office. All those results are important to the project because they will be used later

when implementing a second controller used to stabilize the system.

3.4.1 Packets Dropped:

The results obtained for each type of connection are summarized in table 3.3. It

shows that, despite the background utilization, even the link that has the lowest performance

(e.g. 56K line) still manages not to drop a single packet. This result is due to the fact that

there is not enough strain on the network elements because of its relative small size. The

traffic generated is not significant enough to force the routers to drop packets.

3.4.2 Delays:

The results obtain with OPNET Modeler are summarized in table 3.3 and are ex-

pressed in millisecond. The results obtained indicate that the delays are proportional to the

capacity of the links and also to the background utilization. The length of the packet has

no effect on the delay values. The small size of the network does not generate enough strain
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Table 3.3: Delays between remote generators and the PSS controller.

Utilization 10% 50% 90%
Link Delay (msec) Avg. Jitter Max Avg. Jitter Max Avg. Jitter Max
56K Packet 400 117.2 5.8% 124.1 117.5 7.9% 125.8 129.1 8.8% 158.1

Size 4500 118.0 7.9% 127.8 118.3 7.9% 129.9 131.9 9.1% 152.2
DS-1 Packet 400 83.7 4.9% 88.7 84.5 5.1% 88.9 92.0 5.2% 97.1

Size 4500 84.0 5.0% 89.2 84.4 5.0% 89.6 92.0 5.3% 97.5
DS-3 Packet 400 31.1 4.6% 33.9 31.5 4.7% 32.8 33.9 5.0% 37.5

Size 4500 30.9 4.8% 34.2 31.6 4.7% 33.0 34.2 5.0% 37.8
100 Packet 400 13.2 3.9% 13.9 13.3 4.2% 13.6 15.3 6.9% 18.1

BaseX Size 4500 13.1 4.1% 13.9 13.3 4.1% 13.8 15.9 7.2% 18.5
OC-12 Packet 400 1.3 2.0% 5.9 1.3 2.1% 5.6 1.3 3.3% 5.8

Size 4500 1.2 1.9% 5.5 1.3 2.1% 5.7 1.4 3.2% 6.1

on the router within the network to make the size of the packets a factor that influences

the value of the delays.

The delays are minimum for a fiber optic cable used with 10% of background

utilization (average delay of 1.25msec and maximum delay of 5.9msec). The delays are

maximum for the PPP 56K link used with 90% of background utilization (average delay of

130.5 msec and maximum delay of 158.1 msec). The results obtained are the ones expected.

It is important to emphasize the consistency of the results proving their quality.

A crucial component of end-to-end delay is the random queuing delays in the

routers. Because of these varying delays within the network, the time from when a packet

is generated at the source until it is received at the receiver can fluctuate from packet to

packet. This phenomenon is called jitter. Jitter is the variance in one-way latency and is

calculated based on sending and receiving time stamps of consecutive packets sent out.

Let N be the number of transmitted packets and τi be the delay of the ith packet,

1 ≤ i ≤ N . The average delay, τ is given by:

τ̄ = E[τ ] =
1
N

N∑

i=1

τi (3.2)
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and the equation of the delay jitter σ2 is given by:

σ2 = E[(τ − τ̄)2] =
1

N − 1

N∑

i=1

(τi − τ̄)2 (3.3)

In order to be able to obtain the delay jitter in percent, one needs to normalize

with respect to τ̄ . In OPNET Modeler, the delay jitter is calculated using time stamps of

every two consecutive packets.

Delay and delay jitter are the important measures of Quality of Service (QoS)

particularly for the traffic in the network environment with bursty background traffic. The

network conditions including traffic load, traffic burstiness and burst-length all have signif-

icant effects on delay and delay jitters.

3.5 Real-time closed loop system

In this section, we will see the implementation of a controller for a real-time closed

loop system [17]. This implementation will be based upon the results obtained in the

previous section. The simulation will be executed with Simulink.

3.5.1 System Representation:

The system representation in the Simulink workspace is shown in Fig. 3.5. The

system is first expressed with the state space equation [17].

ẋ(t) = Ax(t) + Bu(t)

y(t) = Cx(t) + Du(t) (3.4)

where A is a matrix of size 40×40, B is 40×1, C is 1×40, and D is 0. A, B, C, and D contain

the generators and exciters dynamics of the whole power system. If one would have decided

to use a SVC controller (located in the center of the grid) instead of a PSS controller, D

would not be composed of zeros. The linear transfer function H(S) of the continuous system

2A4G is obtain by using the SS2TF function into Matlab [17]. The SS2TF function allows
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Table 3.4: Stability of the System.

Delay System
Delay ≤ Dc Stable
Delay > Dc Unstable

one to convert state-space filter parameters to transfer function form.

H(S) = C(sI −A)−1B

=
|(sI −A + BC)| − |(sI −A)|

|(sI −A)| (3.5)

where |(sI −A)| is the determinant of the matrix (sI-A).

3.5.2 Results:

The system is simulated for a time duration of 15 seconds using Simulink. As a

benchmark we will use the system that does not have any delays. The rest of the simulations

use the delays obtained with OPNET Modeler. The results are presented in figure 3.6. The

output obtained is the speed of the shaft, “ω2”, of the second generator as a function of

time. It is obvious that for the delays obtained the system is still controllable. The system

becomes uncontrollable when the delays reach the critical delay value Dc of 0.437 sec (see

fig. 3.7). The value of Dc is almost 2.77 times bigger than the maximum delay value

obtained. The results are summarized in table 3.4. Even if the 56K link is “fast” enough,

it should be a link dedicated to the controller’s information only. The margin between the

maximum delay of the worst scenario and the critical delay is big enough to assume that

even if the network expends, the controller will be able to stabilize the system.

3.6 Conclusion

The Two Area Four Generator system is a benchmark system that can be used to

study the inter-area modes of oscillations. OPNET Modeler as a tool can help modeling

the delays generated within the network and therefore improve the design of the controller

for such a system.
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When designing a controller for the 2A4G system one has to make sure that the

links selected to carry the information from one area to another are fast enough to generate

delays smaller than the critical delay value.

If the network comes to expend, one should expect an increase in the maximum

delay. In order to compensate this problem, one should evaluate the need for the use of a

“fast” link in the design of the expansion of the network of controlled element.
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Figure 3.6: Speed of the Shaft w2 as a function of the delays.
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Figure 3.7: Speed of the Shaft w2 as a function of the delays (when delay bigger than Dc).
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Chapter 4

Other Solutions

4.1 Dedicated Fiber Optic Network

4.1.1 Introduction:

Fiber systems are now very common, and new installations and applications appear

frequently. Fiber optic communications were developed quickly after the first low-loss fibers

were produced in 1970. The growth has been maintaining for many years. Around 1984,

fibers were used mainly to deliver telephone messages between major cities. In 1988, the

land-based long-distance fiber telephone network was nearly complete. The submarine fiber

telephone cables were being installed beneath the oceans. In addition, researchers were

working on fiber optic LANs. A few years after this, the installation of fiber LANs was

increasing at a rapid rate. Also tremendous efforts were realized for bringing fiber to all

homes, holding the promise for extended services to the individual subscriber.

4.1.2 Definitions:

• Fiber Optic Cable: The basic material for glass fibers is silicon dioxide. A fiber

optic cable is a fairly flexible cable, light, and easy to install. Compared to copper

cables, fiber optics have many advantages. A few of them are the immunity to elec-

tromagnetic interferences and a very low fiber-to-fiber cross talk. Optic fibers are

insulators meaning that no current flows through them [18].
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Table 4.1: Power attenuation in dB/km.

Frequency (Hz) Attenuation (db/km)
3.6e14 2.5
2.45e14 0.5
1.8e14 0.2

• Dedicated Fiber Optic Network: A dedicated fiber optic network is a high-speed,

dedicated point-to-point connectivity for voice, data and video applications. Typically

consisting of non-switched communications circuits and the required equipment to

connect two or more locations. The main features of this dedicated network are

high-capacity bandwidth from DS-1 to OC-X, 100% network availability, customized

circuits between locations [20].

4.1.3 Signal Degradation and Delay:

Light rays cannot travel over a very long distance in a fiber optic cable. In order

to maintain a level of BER sufficient, repeaters need to be introduced periodically on the

network. Typical fiber losses are around 4dB/km [19] when operating at wavelength around

0.82m. Nowadays, fiber losses are down to only few tenths of a dB/km, and available for

use around 1.4µ m. Signal degradation in fiber optic communication can take place due to

the following reasons.

• Attenuation: Absorption, scattering and radiative losses of the optical energy are

the main reasons for attenuation of light signal (see table 4.1).

The coefficient of attenuation (in dB/km) [21] is expressed as follows:

α =
10log Pin

Pout

Lf
(4.1)

where Pin is the input optical power, Pout the output optical power and L the length

of the fiber.

• Fiber Materials: The small difference of refractive index (around 1%) between the

core and the cladding allows avoiding losses. In order to do so, the two materials need
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to have almost the same amount of doping material (fluorine and various oxides). The

dopants of the fiber can lead to scattering of light, thus loss of signal power [22].

• Absorption: Absorption is mainly due to the fiber material. It is caused by the

atomic defects in the composition of the glass. Those defects can be characterized in

two different types: intrinsic absorption by the basic constituents of the fiber, extrin-

sic absorption by impurity atoms in the glass.

• Delay: In fiber optic communication most of the delays occur at the repeaters. The

passage of the light through the medium (the fiber) is almost instantaneous (at the

speed of light, around 3.54e8 m/s) but the passage of the information through the

repeaters can take up to few tenths of milliseconds [23].

4.1.4 Technical Data:

• Signal Processor: In the case of analog transmission, signal processor consists of

amplifying and filtering of the signal. All the undesired frequencies should be blocked

in order to obtain better clarity in the transmitted signal. All the frequencies not

carrying any information should be prevented from further travel along the fiber.

Reaching a high quality in filtering allows one to maximize the signal-to-noise ratio

(SNR). Moreover, signal processor could include a decision making circuit. The circuit

helps deciding if the received bit is a 0 or a 1. Because of the presence of noise, and in

order to be able to have a good quality transmission, a very low bit-error-ratio (BER)

needs to be achieved.

• Bandwidth: One of the most important characteristics when transmitting a signal

is the allocated bandwidth. The table 4.2 summarizes the bandwidth requirement of

several analog systems. Fiber optics can easily operate at rates higher than a couple

of GHz [21]. In order to transmit an analog signal one needs to respect the sampling

theorem. The theorem states that for an analog signal that is transmitted digitally,

the bit rate depends on the rate at which the signal has been sample. The sampling
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Table 4.2: Data rates for different fiber optical cables.

Designation Data Rate (Mbps)
OC-1 51.84
OC-3 155.52
OC-12 622.08
OC-24 1244.16
OC-48 2488.32

rate needs to be a least twice as big as the highest frequency that contain the signal.

In order to improve the amount of information transmitted within one signal, one

needs to combine information within the same information channel. This operation

is called multiplexing messages, and could be described as the process of interleaving

the data bits at the transmitter.

4.1.5 Conclusion:

Optic fibers are extremely easy to use and very reliable. Their significant band-

width capacity allows high data rate. This additional bandwidth could be easily sold to a

utility company in order to provide additional services. A dedicated fiber optic network is

a good solution to the 2A4G problem allowing high data rate and good reliability to the

users.

4.2 Virtual Private Network

A Virtual Private Network (VPN) is a secure private network solution that lets

growing and large businesses connect offices, partners, suppliers and remote employees with-

out a heavy investment in infrastructure or personnel. VPN uses the speed and capacity

of the Internet to provide secure connections at a lower cost than other WAN technolo-

gies. A VPN offers a innovative approach to the traditional problem of supplying efficient,

reliable, user-friendly telecommunication tools. Multiple options of configuration and ac-

cess speeds (from X-DSL to T-3) are available (you can even add remote access capabilities).

The main advantage of a VPN is to lease private trunks of a public or private
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network to interconnect all the remote locations [24]. A VPN is like a “pipe within the

pipe” (see Fig. 4.1).

Conceptually, a VPN retains most of the advantages of the private network without the

Figure 4.1: A Virtual Private Netwok: A “pipe within the pipe”.

operation difficulties. The VPN uses, in a time sharing manner with other traffic, the

resources of a public or private network. The maintenance and operating aspects are left to

the charge of the network operator. Additional benefits of the VPN are the increase of the

reliability, flexibility, and performance. The users are free from some of the ties to existing

dedicated technology, and all the new features are available to the user immediately.

4.3 File Transfer Protocol

4.3.1 Introduction:

The IP is the method used to send data from one computer to another on the In-

ternet. Each computer on the Internet has one IP address that uniquely identifies it from all

other computers on the Internet. When you send or receive data, the message gets divided

into smaller chunks called packets. Each of these packets contains both the sender’s Inter-

net address and the receiver’s address. A packet is first sent to a gateway computer that

only understands a small part of the Internet. The gateway computer reads the destination

address and forwards the packet to an adjacent gateway that reads the destination address

and so forth across the Internet until one gateway recognizes the packet as belonging to a

computer within its immediate neighborhood or domain. The gateway at the end of the
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chain forwards the packet directly to the computer whose address is specified. Because a

message is divided into a number of packets, each packet can, if necessary, be sent by a

different route across the Internet. Packets can arrive in a different order than the order

they were sent in. The Internet Protocol just delivers them. It is up to the TCP protocol

to put them back in the right order [10].

IP is a connectionless protocol. There is no continuing connection between the end

points that are communicating. Each packet that travels through the Internet is treated as

an independent unit of data independent to any other unit of data. The TCP is the only

reason why the packets do get put in the right order. The TCP is the connection-oriented

protocol. The TPC protocol keeps track of the packet sequence in a message. In the OSI

communication model, the third layer, the networking layer, is the IP layer.

4.3.2 IPv6:

The most widely used version of IP today is Internet Protocol version 4 (IPv4).

However, IP version 6 (IPv6 is the latest level of the IP) is also beginning to be supported.

The most obvious improvement in IPv6 over the IPv4 is that IP addresses are lengthened

from 32 bits to 128 bits. This extension anticipates considerable future growth of the In-

ternet and provides relief for what was perceived as an impending shortage of network

addresses.

IPv6 has also been called “IP Next Generation” (IPng). IPv6 was designed as

an evolutionary set of improvements to the current IPv4. Network hosts and intermediate

nodes with either IPv4 or IPv6 can handle packets formatted for either level of the Internet

Protocol [24]. Users and service providers can update to IPv6 independently without having

to coordinate with each other.

IPv6 has rules for three different types of addressing: unicast (one host to one

other host), anycast (one host to the nearest of multiple hosts), and multicast (one host to

multiple hosts). The main advantages [24] of IPv6 are:

1. Options are contained in an extension of the header that is examined only at the
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destination, thus speeding up overall network performance.

2. The introduction of an “anycast” address gives the option of sending a message to

the nearest of several possible gateway hosts with the idea that any one of them can

manage the forwarding of the packet to others. Anycast messages can also be used to

update routing tables along the line.

3. Packets can be identified as belonging to a particular flow so those packets can get

assigned a higher priority allowing them to arrive in real time. This process provides

a higher QoS relative to other customers.

4. The IPv6 header includes extensions that allow a packet to specify a mechanism for

authenticating its origin, for ensuring data integrity, and for ensuring privacy and

security.

4.3.3 Conclusion:

IPv6 gives you the ability to assign different QoS and priority classes. Thus, you

could assign highest priority to the control information, be less susceptible to background

applications, and ensure a higher privacy .

4.4 Conclusion

This chapter introduced the concept of dedicated fiber optic network as a solution

to the 2A4G problem. Using the intrinsic qualities of a fiber optic cable one could easily

design a network with short delays. The chapter then introduced the notion of virtual

private network. Virtual private network can be used to provide secure, fast connections

to remote areas that need to be inter-connected. The end of the chapter is dedicated to a

new version of the IP protocol (IPv6). The main characteristics and advantages of the use

of IPv6 are also given.
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Appendix A

List of Variables

Rt Transfer rate

N Number of file transferred

L Length of traffic captured

τ̄ Average Delay

τ Delay

σ2 Delay Jitter

α Coefficient of attenuation

Pin Optical input power

Pout Optical output power

Lf Length of the fiber
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Appendix B

Acronyms

WCRL Wireless Communication Research Laboratory

APERC Advanced Power Engineering Research Laboratory

ISO Independent System Operator

RTO Regional Transmission Owner

PX Power Exchange

SC Schedule Coordinator

PSS Power System Stabilizer

2A4G Two Area Four Generator System

ARPA Advance Research Projects Agency

WAN Wide-Area Network

LAN Local-Area Network

ATM Asynchronous Transfer Mode

BER Bit Error Rate

OSI Open System Interconnections

ISO International Standards Organization
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ITU International Telecommunications Union

IAB Internet Activities Board

TCP/IP Transport Connection Protocol/Internet Protocol

FTP File Transfer Protocol

V oIP Voice over IP

MAC Media Access Control

SV C Static Var Compensator

UPFC Unified Power Flow Controller

TCSC Thyristor Controlled Series Capacitor

QoS Quality of Service

BER Bit Error Ratio

NS2 Network Simulator version 2

IEEE Institute for Electrical and Electronic Engineers

V PN Virtual Private Network

SS2TF State Space Equation to Transfer Function

SNR Signal to Noise Ratio

IPv4 Internet Protocol version 4

IPv6 Internet Protocol version 6

IPng Internet Protocol Next Generation
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