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## ABSTRACT <br> A Study on Graph Coloring and Digraph Connectivity

## Murong Xu

This dissertation focuses on coloring problems in graphs and connectivity problems in digraphs. We obtain the following advances in both directions.

## 1. Results in graph coloring.

For integers $k, r>0$, a $(k, r)$-coloring of a graph $G$ is a proper coloring on the vertices of $G$ with $k$ colors such that every vertex $v$ of degree $d(v)$ is adjacent to vertices with at least $\min \{d(v), r\}$ different colors. The $r$-hued chromatic number, denoted by $\chi_{r}(G)$, is the smallest integer $k$ for which a graph $G$ has a $(k, r)$-coloring.

For a $k$-list assignment $L$ to vertices of a graph $G$, a linear $(L, r)$-coloring of a graph $G$ is a coloring $c$ of the vertices of $G$ such that for every vertex $v$ of degree $d(v), c(v) \in L(v)$, the number of colors used by the neighbors of $v$ is at least $\min \left\{d_{G}(v), r\right\}$, and such that for any two distinct colors $i$ and $j$, every component of $G\left[c^{-1}(\{i, j\})\right]$ must be a path. The linear list $r$-hued chromatic number of a graph $G$, denoted $\chi_{L, r}^{\ell}(G)$, is the smallest integer $k$ such that for every $k$-list $L, G$ has a linear $(L, r)$-coloring. Let $\operatorname{Mad}(G)$ denotes the maximum subgraph average degree of a graph $G$. We prove the following.
(i) If $G$ is a $K_{3,3}$-minor free graph, then $\chi_{2}(G) \leq 5$ and $\chi_{3}(G) \leq 10$. Moreover, the bound of $\chi_{2}(G) \leq 5$ is best possible.
(ii) If $G$ is a $P_{4}$-free graph, then $\chi_{r}(G) \leq \chi(G)+2(r-1)$, and this bound is best possible.
(iii) If $G$ is a $P_{5}$-free bipartite graph, then $\chi_{r}(G) \leq r \chi(G)$, and this bound is best possible.
(iv) If $G$ is a $P_{5}$-free graph, then $\chi_{2}(G) \leq 2 \chi(G)$, and this bound is best possible.
(v) If $G$ is a graph with maximum degree $\Delta$, then each of the following holds.
(i) If $\Delta \geq 9$ and $\operatorname{Mad}(G)<\frac{7}{3}$, then $\chi_{L, r}^{\ell}(G) \leq \max \{\lceil\Delta / 2\rceil+1, r+1\}$.
(ii) If $\Delta \geq 7$ and $\operatorname{Mad}(G)<\frac{12}{5}$, then $\chi_{L, r}^{\ell}(G) \leq \max \{\lceil\Delta / 2\rceil+2, r+2\}$.
(iii) If $\Delta \geq 7$ and $\operatorname{Mad}(G)<\frac{5}{2}$, then $\chi_{L, r}^{\ell}(G) \leq \max \{\lceil\Delta / 2\rceil+3, r+3\}$.
(vi) If $G$ is a $K_{4}$-minor free graph, then $\chi_{L, r}^{\ell}(G) \leq \max \{r,\lceil\Delta / 2\rceil\}+\lceil\Delta / 2\rceil+2$.
(vii) Every planar graph $G$ with maximum degree $\Delta$ has $\chi_{L, 2}^{\ell}(G) \leq \Delta+7$.

## 2. Results in digraph connectivity.

For a graph $G$, let $\kappa(G), \kappa^{\prime}(G), \delta(G)$ and $\tau(G)$ denote the connectivity, the edge-connectivity, the minimum degree and the number of edge-disjoint spanning trees of $G$, respectively. Let $f(G)$ denote $\kappa(G), \kappa^{\prime}(G)$, or $\delta(G)$, and define $\bar{f}(G)=\max \{f(H): H$ is a subgraph of $G\}$. An edge cut $X$ of a graph $G$ is restricted if $X$ does not contain all edges incident with a vertex in
$G$. The restricted edge-connectivity of $G$, denoted by $\lambda_{2}(G)$, is the minimum size of a restricted edge-cut of $G$. We define $\overline{\lambda_{2}}(G)=\max \left\{\lambda_{2}(H): H \subseteq G\right\}$.

For a digraph $D$, let $\kappa(D), \lambda(D), \delta^{-}(D)$, and $\delta^{+}(D)$ denote the strong connectivity, arc-strong connectivity, minimum in-degree, and out-degree of $D$, respectively. For each $f \in\left\{\kappa, \lambda, \delta^{-}, \delta^{+}\right\}$, define $\bar{f}(D)=\max \{f(H): H$ is a subdigraph of $D\}$.

Catlin et al. in [Discrete Math., 309 (2009), 1033-1040] proved a characterization of $\kappa^{\prime}(G)$ in terms of $\tau(G)$. We proved a digraph version of this characterization by showing that a digraph $D$ is $k$-arc-strong if and only if for any vertex $v$ in $D, D$ has $k$-arc-disjoint spanning arborescences rooted at $v$. We also prove a characterization of uniformly dense digraphs analogous to the characterization of uniformly dense undirected graphs in [Discrete Applied Math., 40 (1992) 285 - 302].

For an integer $k>0$, a simple digraph $D$ with $|V(D)| \geq k+1$ is $k$-maximal if every subdigraph $H$ of $D$ satisfies $\lambda(H) \leq k$, but adding a new arc to $D$ results in a subdigraph $H^{\prime}$ with $\lambda\left(H^{\prime}\right) \geq k+1$. We prove that if $D$ is a simple $k$-maximal digraph on $n>k+1 \geq 2$ vertices, then

$$
|A(D)| \geq\binom{ n}{2}+(n-1) k+\left\lfloor\frac{n}{k+2}\right\rfloor\left(1+2 k-\binom{k+2}{2}\right)
$$

This bound is best possible. Furthermore, all extremal digraphs reaching this lower bound are characterized.

Matula in [SIAM J. Appl. Math. 22 (1972) 459-480] initiated the study of $\bar{f}(G)$. He proved two minimax theorems related to $\bar{\delta}(G)$ and $\bar{\kappa}^{\prime}(G)$. We obtain analogous minimax duality results for $\overline{\lambda_{2}}(G)$.
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## Chapter 1

## Introduction

### 1.1 Notations and Terminology

We consider finite simple graphs and digraphs without loops but parallel arcs. Undefined terms and notations will follow [11] for graphs and [9] for digraphs. Throughout this dissertation, $G$ denotes an (undirected) graph with vertex set $V(G)$ and edge set $E(G) ; D$ denotes a digraph with vertex set $V(D)$ and arc set $A(D) ; \Delta(G)$ and $\delta(G)$ denote the maximum degree and the minimum degree of a graph $G$, respectively.

For a graph $G$, if $X \subseteq V(G)$, then $G[X]$ is the subgraph induced by $X$. For $v \in V(G)$, let $N_{G}(v)$ denote the set of vertices adjacent to $v$ in $G$, and $d_{G}(v)=\left|N_{G}(v)\right|$. This is called the neighborhood of $v$. When $G$ is understood from this context, we often use $N(v)$ and $d(v)$ for $N_{G}(v)$ and $d_{G}(v)$, respectively. We also define $N_{G}[v]=N_{G}(v) \cup\{v\}$, which is often called the closed neighborhood of $v$. For each integer $i \geq 0$, let $D_{i}(G)$ denote the vertex set with $d_{G}(v)=i$. A vertex in $D_{i}$ is often called an $i$-vertex of $G$. For an integer $n \geq 3$, let $C_{n}$ denote a cycle on $n$ vertices and $P_{n}$ denote a path on $n$ vertices. If $S \subseteq V$ or $S \subseteq E$, then $G[S]$ is the subgraph of $G$ induced by $S$. Let $G-S=G[V(G) \backslash S]$ (if $S \subseteq V(G)$ ) or $G-S=G[E(G) \backslash S]$ (if $S \subseteq E(G)$ ). If $S \subseteq V(G)$, then let $N_{S}(v)=S \cap N_{G}(v)$. If $E(G[S])=\emptyset$, then $S$ is a stable set (or an independent set) of $G$; we also called $S$ an independent $|S|$-set. Following [11], we define a clique of a graph $G$ to be a set of mutually adjacent vertices of $G$. A clique $K$ of a graph $G$ is maximal if $K$ is not properly contained in another clique of $G$. The clique number of $G$, denoted by $\omega(G)$, is the maximum size of a clique of $G$. Let $H$ be a graph. A graph $G$ is $H$-free if $G$ does not have an induced subgraph isomorphic to $H$. In particular, a $K_{1,3}$-free graph is also called a claw-free graph. For any integer $k>0$, we denote $\bar{k}=\{1,2, \ldots, k\}$.

### 1.2 Background on Graph Coloring

Definition 1.2.1. Let $k$ and $r$ be positive integers. $A(k, r)$-coloring of a graphs $G$ is a mapping $c: V(G) \mapsto \bar{k}$ satisfying both the following:
(C1) $c(u) \neq c(v)$, for every edge $u v \in E(G)$;
(C2) $\left|c\left(N_{G}(v)\right)\right| \geq \min \left\{d_{G}(v), r\right\}$, for every $v \in V(G)$.
The $r$-hued chromatic number of $G$, denoted by $\chi_{r}(G)$, is the smallest $k$ such that $G$ has a $(k, r)$-coloring. When $r=2, \chi_{2}(G)$ is also called the dynamic chromatic number of $G$. The study of $r$-hued colorings was initiated in [76] and [58]. Later, it was extended to 2-hued list colorings in [2]. It has now drawn lots of attention, as seen in [3], [2], [19], [24], [32], [51], [62], [67], [85], [86], among others. By the definition of $\chi_{r}(G)$, it follows immediately that $\chi(G)=\chi_{1}(G)$, and so $r$-hued is a generalization of the classical graph coloring. For any integers $i>j>0$, any $(k, i)$-coloring of $G$ is also a $(k, j)$-coloring of $G$, and so if $1 \leq j<i \leq \Delta$, then $\chi(G) \leq \chi_{j}(G) \leq \chi_{i}(G) \leq \chi_{\Delta}(G)=\chi\left(G^{2}\right)$, where $\Delta=\Delta(G)$.

In [62], it was shown that (3,2)-colorability remains NP-complete even when restricted to planar bipartite graphs with maximum degree at most 3 and with arbitrarily high girth. This differs considerably from the well-known result that the classical 3 -colorablity is polynomially solvable for graphs with a maximum degree of at most 3 . Nevertheless, there have been quite a few studies on the upper bounds of the $r$-hued chromatic number of planar graphs.

For a positive integer $h$, denote $2^{\bar{h}}$ to be the power set of $\bar{h}$. Let $L: V(G) \mapsto 2^{\bar{h}}$ be an assignment with $L(v)$ being a list of available colors at $v$. An $L$-coloring is a proper coloring $c$ such that $c(v) \in L(v)$, for every $v \in V(G)$. When such a $c$ exists, we say that $G$ is $L$-colorable. For any $v \in V(G)$, if $|L(v)|=k$, then $L$ is a $k$-element list. For a given assignment $L$ of $G$, an ( $L, r$ )-coloring of $G$ is an L-coloring, as well as an $r$-hued coloring. The list r-hued chromatic number of $G$, denoted by $\chi_{L, r}(G)$, is the least $k$ such that for every $k$-element list $L, G$ has a (L, r)-coloring.

The concept of linear coloring was introduced by Yuster [98]. Let $c: V(G) \mapsto \bar{k}$ be a $(k, r)-$ coloring of a graph $G$. If for all $i, j \in \bar{k}$ with $i \neq j$,

$$
\begin{equation*}
\text { every component of } G\left[c^{-1}(i) \cup c^{-1}(j)\right] \text { is a path, } \tag{1.1}
\end{equation*}
$$

then $c$ is a linear $(k, r)$-coloring of $G$. The linear $r$-hued chromatic number of $G$, denoted by $\chi_{r}^{\ell}(G)$, is the smallest $k$ such that $G$ admits a linear $(k, r)$-coloring. By definition, if $c$ is a linear coloring of $G$, then for each vertex $v$, every color occurs in $c\left(N_{G}(v)\right)$ at most twice, and so we always have $\chi^{\ell}(G) \geq\lceil\Delta / 2\rceil+1$. There is also a rich history of studies on linear colorings, as seen in $[22,25,33,59,65,94,95,97,98]$, among others.

Esperet et al. in [33] extended the notion to linear list colorings. The linear list chromatic number of G, denoted by $\chi_{L}^{\ell}(G)$, is the smallest $k$ such that $G$ admits a linear $L$-coloring for every
$k$-element list $L$. For a given assignment $L$ of $G$, a linear $(L, r)$-coloring $c$ of $G$ is an $L$-coloring as well as a linear r-hued coloring. The linear list r-hued chromatic number of $G$, denoted by $\chi_{L, r}^{\ell}(G)$, is the smallest $k$ such that for every $k$-element list $L, G$ always admits a linear $(L, r)$ coloring. It follows from the definition that $\chi_{L, r}^{\ell}(G) \geq \max \{\lceil\Delta / 2\rceil, r\}+1, \chi_{L}^{\ell}(G)=\chi_{L, 1}^{\ell}(G)$, and $\chi_{L, \Delta}^{\ell}(G)=\chi_{L}^{\ell}\left(G^{2}\right)$, where $G^{2}$ is the square graph of $G$. For any integer $i>j>0$, any linear $(L, i)$-coloring of $G$ is also a linear $(L, j)$-coloring of $G$, and so $\chi_{L}^{\ell}(G)=\chi_{L, 1}^{\ell}(G) \leq \chi_{L, 2}^{\ell}(G) \leq$ $\cdots \leq \chi_{L, \Delta}^{\ell}(G)=\chi_{L, \Delta+1}^{\ell}(G)=\cdots=\chi_{L}^{\ell}\left(G^{2}\right)$.

There have been many fascinating conjectures related to graph coloring problems. Among them are the following.

Wegner in [92] posed the following conjecture.
Conjecture 1.2.1. (Wegner [92]) If $G$ is a planar graph, then

$$
\chi_{\Delta}(G) \leq \begin{cases}\Delta(G)+5, & \text { if } 4 \leq \Delta(G) \leq 7 \\ \lfloor 3 \Delta(G) / 2\rfloor+1, & \text { if } \Delta(G) \geq 8\end{cases}
$$

For each integer $r \geq 1$, define

$$
f(r)= \begin{cases}r+3, & \text { if } 1 \leq r \leq 2 \\ r+5, & \text { if } 3 \leq r \leq 7 \\ \lfloor 3 r / 2\rfloor+1, & \text { if } r \geq 8\end{cases}
$$

Motivated by Wegner's conjecture, Song et al. raised a more general one on the upper bounds of $\chi_{r}(G)$ when $G$ is a planar graph.

Conjecture 1.2.2. (Song et al. [85]) Let $G$ be a planar graph. Then we have $\chi_{r}(G) \leq f(r)$.
Thus Wegner's conjecture is a special case when $r=\Delta$.
Define

$$
K(r)= \begin{cases}r+3, & \text { if } 2 \leq r \leq 3 \\ \lfloor 3 r / 2\rfloor+1, & \text { if } r \geq 4 .\end{cases}
$$

Lih et al. proved the following towards Wegner's conjecture.
Theorem 1.2.1. (Lih, Wang and Zhu [66]) Let $G$ be a $K_{4}$-minor free graph. Then

$$
\chi_{\Delta}(G) \leq K(\Delta(G))
$$

Song et al. extended Theorem 1.2.1 to the following theorem.
Theorem 1.2.2. (Song et al. [85]) Let $G$ be a $K_{4}$-minor free graph with $\Delta=\Delta(G)$, and $r \geq 2$ be an integer. Then
(i) $\chi_{r}(G) \leq K(r)$.
(ii) $\chi_{L, r}(G) \leq K(r)+1$.

When $r=1$, Conjecture 1.2.2 is justified by the four color theorem. It is of interest to study the case when $r \geq 2$ for Conjecture 1.2.2.
Theorem 1.2.3. (Chen et al. [19]) If $G$ is a planar graph, then $\chi_{2}(G) \leq 5$.
They conjectured that $\chi_{2}(G) \leq 4$ if $G$ is a connected planar graph other than $C_{5}$. Kim et al. [51] proved this conjecture by using the four color theorem.

Theorem 1.2.4. (Kuratowski's Theorem) A graph is planar if and only if it contains no subdivision of either $K_{5}$ or $K_{3,3}$.

By Kuratowski's Theorem, it is natural to consider the upper bound of 2-hued chromatic numbers of graphs having no $K_{5}$ minors or no $K_{3,3}$ minors. For a connected graph $G$ without a $K_{5}$ minor, Kim et al. proved the following theorem.

Theorem 1.2.5. (Kim, Lee and Oum [52]) If $G$ is a connected graph other than $C_{5}$ having no $K_{5}$ minor, then $\chi_{2}(G) \leq 4$.

In [58, 76], it has been indicated that $\chi_{2}(G)-\chi(G)$ can be arbitrarily large. It is of interest to understand, for an integer $r \geq 2$, the relationship between $\chi_{r}(G)$ and $\chi(G)$ in different families of graphs. There have been investigations on the relationship between $\chi_{r}(G)$ and $\chi(G)$ in different families of graphs. Among them are the following.

Theorem 1.2.6. (Lai et al. , Theorem 4.2 of [57]) Let $G$ be a claw free graph. Each of the following holds.
(i) $\chi_{2}(G) \leq \chi(G)+2$.
(ii) If $G$ is connected, then $\chi_{2}(G)=\chi(G)+2$ if and only if $G$ is a cycle of length 5 or an even cycle of length not a multiple of 3.

Theorem 1.2.7. (Li and Lai [60]) Let $G$ be a claw-free graph. Then $\chi_{3}(G) \leq \max \{\chi(G)+3,7\}$. This bound is best possible.

Theorem 1.2.8. (Alishahi, Theorem 3 of [4]) Let $k \geq 35$ be an integer, and let $G$ be a $k$-regular $C_{4}$-free graph. Then $\chi_{2}(G) \leq \chi(G)+2\lceil 4 \ln (k)+1\rceil$.
Theorem 1.2.9. (Ahadi et al. [1]) If $G$ is a $P_{4}$-free graph, then $\chi_{2}(G) \leq \chi(G)+2$.
The maximum subgraph average degree of $G$, denoted by $\operatorname{Mad}(G)$, is defined by

$$
\operatorname{Mad}(G)=\max \left\{\frac{2|E(H)|}{|V(H)|}, H \subseteq G\right\}
$$

It is noted that if $G$ is a planar graph, then $\operatorname{Mad}(G)<6$. Therefore, it is natural to investigate $\chi_{r}(G)$ and $\chi_{L, r}^{\ell}(G)$ for graphs $G$ with bounded values of $\operatorname{Mad}(G)$.

Song et al. in [86] proved the following theorem.
Theorem 1.2.10. (Song et al. [86]) If $r \geq 3$ and $G$ is a planar graph with $g(G) \geq 6$, then $\chi_{r}(G) \leq r+5$.

### 1.3 Background on Digraph Connectivity

For a graph $G$, let $\kappa^{\prime}(G)$ and $\tau(G)$ denote edge-connectivity and the number of edge-disjoint spanning trees of $G$, respectively. For a digraph $D, \kappa(D)$ and $\lambda(D)$ denote the strong connectivity and the arc-strong connectivity of $D$, respectively. For any disjoint subsets $X, Y \subseteq V(D)$, define $(X, Y)_{D}$ to be the set of all arcs in $D$ with tail in $X$ and head in $Y$, and let

$$
\partial_{D}^{+}(X)=(X, V(D)-X)_{D} \text { and } \partial_{D}^{-}(X)=(V(D)-X, X)_{D},
$$

and let $d_{D}^{+}(X)=\left|\partial_{D}^{+}(X)\right|$ and $d_{D}^{-}(X)=\left|\partial_{D}^{-}(X)\right|$. When $X=\{v\}$, we write $d_{D}^{+}(v)=\left|\partial_{D}^{+}(\{v\})\right|$ (called the out degree of $v$ in $D$ ) and $d_{D}^{-}(v)=\left|\partial_{D}^{-}(\{v\})\right|$ (called the in degree of $v$ in $D$ ). A digraph $D$ is $k$-arc-strong if for any nonempty proper subset $X \subset V(D), d_{D}^{+}(X) \geq k$. Thus $\lambda(D)$ is the largest integer $k$ such that $D$ is $k$-arc-strong.

Catlin et al. in [16] proved a characterization of $\kappa^{\prime}(G)$ in terms of $\tau(G)$.
Theorem 1.3.1. (Catlin et al., Theorem 1.1 of [16]) Let $G$ be a connected graph and let $k \geq 1$ be an integer. Each of the following holds.
(i) $\kappa^{\prime}(G) \geq 2 k$ if and only if $\forall X^{\prime} \subseteq E(G)$ with $\left|X^{\prime}\right| \leq k, \tau\left(G-X^{\prime}\right) \geq k$.
(ii) $\kappa^{\prime}(G) \geq 2 k+1$ if and only if $\forall X^{\prime} \subseteq E(G)$ with $\left|X^{\prime}\right| \leq k+1, \tau\left(G-X^{\prime}\right) \geq k$.

An arborescence is an oriented tree $T$ such that for some $r \in V(T)$, we have $d_{T}^{-}(r)=0$, and for any $v \in V(T)-r$, we have $d_{T}^{-}(v)=1$. The vertex $r$ is the root of $T$ and $T$ is an $r$-arborescence. Let $\tau(D)$ be the maximum number of arc-disjoint spanning arborescences in $D$. It is natural to investigate whether there is a similar relationship in digraphs. One such attempt was made in Theorem 1.4 of [16]. It is unfortunately that, due to the misunderstanding of a result of Frank (mistakenly quoted as a result of Edmonds in Theorem 3.1 of [16]), the proof of Theorem 1.4 of [16] is false. Therefore, the problem of investigating the relationship between $\lambda(D)$ and $\tau(D)$ remains unanswered.

For a graph $G$, we follow [11] to use $c(G)$ to denote the number of components of $G$. Following Cunningham [23], the strength $\eta(G)$ and fractional arboricity $\gamma(G)$ of $G$ are defined as

$$
\eta(G)=\min _{X \subseteq E(G)}\left\{\frac{|X|}{c(G-X)-c(G)}\right\}, \text { and } \gamma(G)=\max _{X \subseteq E(G)}\left\{\frac{|X|}{|V(G[X])|-c(G[X])}\right\}
$$

where the minimum and maximum are taken over all subsets $X$ such that the corresponding denominators are not zero. In [15], it has been indicated that the well-known spanning tree packing theorem of Nash-Williams [77] and Tutte [91] can be restated as the following.

Theorem 1.3.2. A nontrivial graph $G$ has $k$ edge-disjoint spanning trees if and only if $\eta(G) \geq k$.
In [15], an attempt to obtain a fractional version of Theorem 1.3.2 was made, and the following characterization was proven.

Theorem 1.3.3. (Catlin et al. , Theorem 6 of [15]) Let $G$ be a connected graph. The following are equivalent.
(i) $\gamma(G)(|V(G)|-1)=|E(G)|$.
(ii) $\eta(G)(|V(G)|-1)=|E(G)|$.
(iii) $\eta(G)=\gamma(G)$.
(iv) For any integers $s \geq t>0$ with $\gamma(G)=\frac{s}{t}, G$ has spanning trees $T_{1}, T_{2}, \cdots, T_{s}$ such that every edge $e \in E(G)$ is in exactly $t$ members in the multiset $\left\{T_{1}, T_{2}, \cdots, T_{s}\right\}$.
(v) For any integers $s \geq t>0$ with $\eta(G)=\frac{s}{t}$, $G$ has $s$ spanning trees $T_{1}, T_{2}, \cdots, T_{s}$ such that every edge $e \in E(G)$ is in exactly $t$ members in the multiset $\left\{T_{1}, T_{2}, \cdots, T_{s}\right\}$.

A graph $G$ satisfying Theorem 1.3.3(i) is called a uniformly dense graph. These results have been applied in [20] to give short proofs for some results on the higher-order edge toughness of a graph in [18]; and to obtain characterization of minimal graphs whose edge-connectivity equals the spanning tree packing number in [42]. The characterizations of uniformly dense graphs have also been applied to many other studies, such as cyclic base orderings [46] and the problem of packing hypertrees [41]. It is natural to consider the study on uniformly dense digraphs analogous to those characterizations in [15].

Given a graph $G$, Matula [73, 74, 75] first studied the quantity

$$
\bar{\kappa}^{\prime}(G)=\max \left\{\kappa^{\prime}(H): H \subseteq G\right\}
$$

He called $\bar{\kappa}^{\prime}(G)$ the strength of $G$. Mader [71] considered an extremal problem related to $\bar{\kappa}^{\prime}(G)$. For an integer $k>0$, a simple graph $G$ with $|V(G)| \geq k+1$ is $k$-maximal if $\bar{\kappa}^{\prime}(G) \leq k$ but for any edge $e \in E\left(G^{c}\right), \bar{\kappa}^{\prime}(G+e)>k$. In [71], Mader proved the following.

Theorem 1.3.4. (Mader [71]) If $G$ is a $k$-maximal graph on $n>k \geq 1$ vertices, then

$$
|E(G)| \leq(n-k) k+\binom{k}{2}
$$

Furthermore, this bound is best possible.
It has been noted that being a $k$-maximal graph requires a certain level of edge density. Towards this direction, the following was proven in 1990.

Theorem 1.3.5. (Lai, Theorem 2 of [53]) If $G$ is a $k$-maximal graph on $n>k+1 \geq 2$ vertices, then

$$
|E(G)| \geq(n-1) k-\binom{k}{2}\left\lfloor\frac{n}{k+2}\right\rfloor .
$$

Furthermore, this bound is best possible.
It is natural to consider extending the theorems above to digraphs.

## Chapter 2

## On $r$-hued Coloring of Graphs without $K_{3,3}$-minors

### 2.1 Main Results

The main purpose of this study is to consider the $r$-hued coloring of $K_{3,3}$-minor free graphs and $K_{4}$-minor free graphs. Without using the four color theorem, we obtain the following results.

Theorem 2.1.1. Let $G$ be a connected graph without $K_{3,3}$ minor, then $\chi_{2}(G) \leq 5$.
Theorem 2.1.2. Let $G$ be a $K_{4}$-minor free graph, then $\chi_{2}(G) \leq 4$ except for $G \cong C_{5}$.
Theorem 2.1.2 improves Theorem 1.2.2, in which every $K_{4}$-minor free graph $G$ satisfying $\chi_{2}(G) \leq 5$ is also characterized.

## $2.2 r$-hued Chromatic Number of Graphs without $K_{3,3}$-minors

In this section, we first build some reduction propositions, which will be utilized to prove Theorem 2.1.1. A vertex cut $S$ of $G$ is called $t$-cut if $|S|=t$.

Definition 2.2.1. Let $G$ be a graph, and $S \subseteq V(G)$ be a t-cut of $G$. $H_{i}(i=1,2)$ are two vertex-disjoint subgraphs of $G-S$ with $G-S=H_{1} \cup H_{2}$. Let $K_{t}$ be the complete graph on vertex set $S$, and $G_{i}=G\left[V\left(H_{i}\right) \cup S\right] \cup K_{t}(i=1,2)$. We call $G$ the $t$-sum of $G_{1}$ and $G_{2}$, denoted by $G=G_{1} \oplus_{t} G_{2}$, in which edges in $K_{t}$ but not in $G$ will be deleted.

We first consider the case when $t=1$.
Proposition 2.2.2. Let $G=G_{1} \oplus_{1} G_{2}$. Then $\chi_{r}(G) \leq \max \left\{\chi_{r}\left(G_{1}\right), \chi_{r}\left(G_{2}\right), r+1\right\}$.

Proof. Let $V\left(G_{1}\right) \cap V\left(G_{2}\right)=\{w\}$ and let $k=\max \left\{\chi_{r}\left(G_{1}\right), \chi_{r}\left(G_{2}\right), r+1\right\}$. So for $i \in\{1,2\}$, there exists a proper ( $k, r$ )-coloring of $G_{i}$ with $c_{i}: V\left(G_{i}\right) \mapsto \bar{k}$. Without loss of generality (w.l.o.g. in short), we can permute the color of $w$ in $G_{1}$ so that $c_{1}(w)=c_{2}(w)$. Define $c: V(G) \mapsto \bar{k}$ as

$$
c(v)= \begin{cases}c_{1}(v), & \text { if } v \in V\left(G_{1}\right)  \tag{2.1}\\ c_{2}(v), & \text { if } v \in V\left(G_{2}\right) .\end{cases}
$$

Then for any $v \in V(G)-\{w\}$, both hued conditions (C1) and (C2) are satisfied at $v$ by definition, and so $c(w) \neq c(u)$ for any $u \in N(w)$. Let $h_{1}=\left|N_{G_{1}}(w)\right|$ and $h_{2}=\left|N_{G_{2}}(w)\right|$. If $\max \left\{h_{1}, h_{2}\right\} \geq r$ or $|c(N(w))| \geq r$, then $w$ satisfies the hued condition (C2) under the coloring $c$. So we assume that $\max \left\{h_{1}, h_{2}\right\} \leq r-1$ and $|c(N(w))| \leq r-1$. Thus, $\left|c\left(N_{G_{1}}(w)\right)\right|=\left|N_{G_{1}}(w)\right|=h_{1}$ and $\left|c\left(N_{G_{2}}(w)\right)\right|=\left|N_{G_{2}}(w)\right|=h_{2}$, respectively.

Let $t=\min \left\{h_{2}, r-h_{1}\right\}$. Since $k \geq r+1$, we can choose $t$ colors $\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{t}\right\}$ from $\bar{k}-$ $c\left(N_{G_{1}}[w]\right)$. As $t \leq h_{2}$, we can pick $t$ vertices $\left\{u_{1}, u_{2}, \ldots, u_{t}\right\}$ from $N_{G_{2}}(w)$. Define a permutation of $V\left(G_{2}\right)$ on $\bar{k}$ by

$$
\pi=\left(\begin{array}{llllll}
c_{2}(w) & c_{2}\left(u_{1}\right) & c_{2}\left(u_{2}\right) & \ldots & c_{2}\left(u_{t}\right) & \ldots \\
c_{2}(w) & \alpha_{1} & \alpha_{2} & \ldots & \alpha_{t} & \ldots
\end{array}\right)
$$

and define a new coloring $c^{\prime}$ of $V(G)$ such that

$$
c^{\prime}(v)= \begin{cases}c_{1}(v), & \text { if } v \in V\left(G_{1}\right)  \tag{2.2}\\ \pi\left(c_{2}(v)\right), & \text { if } v \in V\left(G_{2}\right)-\{w\} .\end{cases}
$$

Then $\left|c^{\prime}(w)\right|=\left|c_{G_{1}}^{\prime}(w)\right|+\left|c_{G_{2}}^{\prime}(w)\right| \geq h_{1}+t=\min \left\{h_{1}+h_{2}, r\right\}$. Thus, $c^{\prime}$ is a proper $(k, r)$-coloring of $G$. This implies the Proposition 2.2.2 holds.

By definition 2.2.1, when $G=G_{1} \oplus_{t} G_{2}, K_{t}=G_{1} \cap G_{2}$ may not be a subgraph of $G$. For our purpose, we give the different propositions for different cases.

Proposition 2.2.3. Let $G=G_{1} \oplus_{2} G_{2}$ be a 2-connected graph, where $V\left(G_{1}\right) \cap V\left(G_{2}\right)=\{x, y\}$. If $x y \in E(G)$, then each of the followings holds.
(i) Let

$$
k= \begin{cases}\max \left\{\chi_{r}\left(G_{1}\right), \chi_{r}\left(G_{2}\right)\right\}, & \text { if } 1 \leq r \leq 2 ; \\ \max \left\{\chi_{r}\left(G_{1}\right), \chi_{r}\left(G_{2}\right), 2 r-1\right\}, & \text { if } r \geq 3 .\end{cases}
$$

Then $\chi_{r}(G) \leq k$;
(ii)If $G_{2}=C_{5}$, then $\chi_{2}(G) \leq \max \left\{\chi_{2}\left(G_{1}\right), 3\right\}$. In particular, $\chi_{2}\left(C_{5} \oplus_{2} C_{5}\right)=4$.

Proof. (i) As it is well-known when $r=1, \chi(G) \leq \max \left\{\chi\left(G_{1}\right), \chi\left(G_{2}\right)\right\}$, we assume $r \geq 2$. For $k \geq \max \left\{\chi_{r}\left(G_{1}\right), \chi_{r}\left(G_{2}\right)\right\}$, $G_{i}$ permits a $(k, r)$-coloring $c_{i}$ for $i \in\{1,2\}$. Since $r \geq 2$, by Proposition 2.1 of [57], $k \geq 3$. Hence, for $i \in\{1,2\}$, there exists a $(k, r)$-coloring $c_{i}: V\left(G_{i}\right) \mapsto \bar{k}$ satisfying $c_{1}(x)=c_{2}(x)$ and $c_{1}(y)=c_{2}(y)$ so that

$$
\begin{equation*}
\min \left\{\left|c_{i}\left(N_{G_{i}}(x)\right)\right|, r\right\}+\min \left\{\left|c_{i}\left(N_{G_{i}}(y)\right)\right|, r\right\} \tag{2.3}
\end{equation*}
$$

is maximized. Define $c: V(G) \mapsto \bar{k}$ as

$$
c(v)= \begin{cases}c_{1}(v), & \text { if } v \in V\left(G_{1}\right) ;  \tag{2.4}\\ c_{2}(v), & \text { if } v \in V\left(G_{2}\right) .\end{cases}
$$

We denote the coloring $c$ in (2.4) by $c=c_{1} \cup c_{2}$. As $c_{1}(x)=c_{2}(x)$ and $c_{1}(y)=c_{2}(y), c$ is well-defined. Since $c_{i}$ is a $(k, r)$-coloring of $G_{i}$, we conclude that $c$ is a proper $k$-coloring of $G$ such that every vertex in $V(G)-\{x, y\}$ satisfies the hued condition ( $C 2$ ). If both $x$ and $y$ satisfy the hued condition ( $C 2$ ), then $c$ is a $(k, r)$-coloring of $G$. In the following, w.l.o.g., we argue by contradiction and always assume that $c(x)=1, c(y)=2$ and $x$ does not satisfy the hued condition (C2). For any vertex $w \in\{x, y\}$, let $D c(w)$ denote the set of colors which appears in both $N_{G_{1}}(w) \backslash\{x, y\}$ and $N_{G_{2}}(w) \backslash\{x, y\}, A c(w)$ denote the set of colors which is absent from $N_{G_{1}}[w] \cup N_{G_{2}}[w]$. By definition, $D c(x) \cap A c(x)=\emptyset$. As $x$ does not satisfy the hued condition $(C 2), 1,2 \notin D c(x) \cup A c(x)$, and $D c(x) \neq \emptyset$.

Since $x y \in E(G)$, for any $w \in\{x, y\}$, if $\max \left\{d_{G_{1}}(w), d_{G_{2}}(w)\right\} \geq r$, then $w$ satisfies the hued condition ( $C 2$ ) under the coloring $c=c_{1} \cup c_{2}$. Since $\kappa(G) \geq 2$, it follows by definition that $c=c_{1} \cup c_{2}$ is an $r$-hued coloring of $G$ when $r=1,2$. Now we only consider the case when $r \geq 3$, and assume that $\max \left\{d_{G_{1}}(x), d_{G_{2}}(y)\right\} \leq r-1$.

Since $k \geq r+2$ and $\max \left\{d_{G_{1}}(x), d_{G_{2}}(y)\right\} \leq r-1, A c(x) \neq \emptyset$. Pick arbitrarily an $\alpha \in A c(x)$ and a $\beta \in D c(x)$ such that $\beta \in D c(x) \cap D c(y)$ whenever $D c(x) \cap D c(y) \neq \emptyset$. If $\left|c\left(N_{G}(y)\right)\right| \geq r+1$ or $D c(x) \cap D c(y) \neq \emptyset$, permute colors $\alpha$ and $\beta$ in $c_{2}$ to get a $(k, r)$-coloring $c_{2}^{\prime}$ of $G_{2}$; if there exists one of the colors in $\{\alpha, \beta\}$ not appearing in $N_{G}(y)$, or both $\alpha$ and $\beta$ appear in the same neighborhood $N_{G_{i}}(y)$ for some $i\left(i=2\right.$, say), permute colors $\alpha$ and $\beta$ in $c_{2}$ to get a new $(k, r)$-coloring $c_{2}^{\prime}$ of $G_{2}$. In the cases above, the resulting coloring $c^{\prime}=c_{1} \cup c_{2}^{\prime}$ of $G$ satisfies $\min \left\{\left|c^{\prime}\left(N_{G}(x)\right)\right|, r\right\}+\min \left\{\left|c^{\prime}\left(N_{G}(y)\right)\right|, r\right\}>\min \left\{\left|c\left(N_{G}(x)\right)\right|, r\right\}+\min \left\{\left|c\left(N_{G}(y)\right)\right|, r\right\}$ contrary to (2.3). Hence we must have $\left|c\left(N_{G}(y)\right)\right| \leq r$ and $D c(x) \cap D c(y)=\emptyset$. Furthermore, as $\alpha$ and $\beta$ are picked arbitrarily, we have $A c(x) \cup D c(x) \subseteq c\left(N_{G}(y)\right),(A c(x) \cup D c(x)) \cap D c(y)=\emptyset$, and both $A c(x)$ and $D c(x)$ are located in such a way that one set is in $G_{1}$, another is in $G_{2}$. We have $\left|c\left(N_{G}(y)\right)\right| \geq|A c(x)|+|D c(x)|+1$. When $r=3,|A c(x)| \geq 2$; when $r \geq 4,|A c(x)| \geq r-1$. It follows that $\left|c\left(N_{G}(y)\right)\right| \geq r+1$, a contradiction.
(ii) Let $G_{2}=C_{5}=v_{1} v_{2} v_{3} v_{4} v_{5} v_{1}, V\left(G_{1}\right) \cap V\left(G_{2}\right)=\left\{v_{1}, v_{2}\right\}$. Let $k=\max \left\{\chi_{2}\left(G_{1}\right), 3\right\}, c$ be a $(k, 2)$-coloring of $G_{1}$ such that $c\left(v_{1}\right)=1, c\left(v_{2}\right)=2$. Since $\kappa(G) \geq 2$, if $\min \left\{d_{G_{1}}\left(v_{1}\right), d_{G_{1}}\left(v_{2}\right)\right\} \geq$ 2 , then both $v_{1}$ and $v_{2}$ satisfy the hued condition $(C 2)$ under $c$ which can be looked as a partial $(k, 2)$-coloring of $G$. Now we extend the coloring $c$ to $\left\{v_{3}, v_{4}, v_{5}\right\}$ by letting $c\left(v_{3}\right)=1, c\left(v_{4}\right)=3$ and $c\left(v_{5}\right)=2$. Thus, the resulting coloring $c$ is a $(k, 2)$-coloring of $G$. It is easy to check that $\chi_{2}\left(C_{5} \oplus_{2} C_{5}\right)=4$.

Proposition 2.2.4. Let $G=G_{1} \oplus_{2} G_{2}$ be a 2-connected graph, where $V\left(G_{1}\right) \cap V\left(G_{2}\right)=\{x, y\}$.
(i)Let

$$
k= \begin{cases}\max \left\{\chi_{r}\left(G_{1}\right), \chi_{r}\left(G_{2}\right)\right\}, & \text { if } r=1 \\ \max \left\{\chi_{r}\left(G_{1}\right), \chi_{r}\left(G_{2}\right), r+3\right\}, & \text { if } r \geq 2\end{cases}
$$

If $d_{G_{i}}(x), d_{G_{i}}(y) \geq r(i=1,2)$, then $\chi_{r}(G) \leq k$.
(ii) When $r \geq 3$, $\chi_{r}(G) \leq \max \left\{\chi_{r}\left(G_{1}\right), \chi_{r}\left(G_{2}\right), 2 r+1\right\}$.

Proof. It is trivial when $r=1$. Suppose $r \geq 2$. By Proposition 2.2 .3 and by the fact $d_{G_{i}}(x), d_{G_{i}}(y) \geq r(i=1,2)$ when considering $(i)$, we may assume that $x$ is not adjacent to $y$ in $G$. Since $k \geq \max \left\{\chi_{r}\left(G_{1}\right), \chi_{r}\left(G_{2}\right)\right\}$, each $G_{i}$ permits a $(k, r)$-coloring $c_{i}$. Similar to the proof of Proposition 2.2.3, there exist colorings $c_{1}$ and $c_{2}$ such that $c_{1}(x)=c_{2}(x)$ and $c_{1}(y)=c_{2}(y)$. Choose such colorings $c_{1}$ and $c_{2}$ so that (2.3) is satisfied. Define $c=c_{1} \cup c_{2}$ as in (2.4). By definition of $c, c$ is a proper $k$-coloring of $G$ such that every vertex in $V(G)-\{x, y\}$ satisfies the hued condition ( $C 2$ ). If both $x$ and $y$ satisfy the hued condition $(C 2)$, then $c$ is a $(k, r)$-coloring of $G$. In the following, w.l.o.g., we always assume that $x$ do not satisfy the hued condition ( $C 2$ ) and $c(x)=1, c(y)=2$. For any vertex $w \in\{x, y\}$, let $D c(w)$ denote the set of colors which appears in both $N_{G_{1}}(w) \backslash\{x, y\}$ and $N_{G_{2}}(w) \backslash\{x, y\}, A c(w)$ denote the set of colors which is absent from $N_{G_{1}}[w] \cup N_{G_{2}}[w]$. By definition, $D c(x) \cap A c(x)=\emptyset$. Since $k \geq r+3$ when $r \geq 2$, $D c(x) \neq \emptyset$ and $A c(x) \neq \emptyset$.

As $x$ does not satisfy the hued condition $(C 2), 1,2 \notin D c(x) \cup A c(x)$. Similar to the proof of Proposition 2.2.3, we have $\left|c\left(N_{G}(y)\right)\right| \leq r, D c(x) \cap D c(y)=\emptyset, A c(x) \cup D c(x) \subseteq c\left(N_{G}(y)\right)$, $(A c(x) \cup D c(x)) \cap D c(y)=\emptyset$, and $A c(x)$ and $D c(x)$ are located in such a way that one set is in $G_{1}$, another is in $G_{2}$. We have $\left|c\left(N_{G}(y)\right)\right| \geq|A c(x)|+|D c(x)|$.
(i) Assume that $d_{G_{i}}(x), d_{G_{i}}(y) \geq r$, for $i \in\{1,2\}$. As $c_{i}$ is a $(k, r)$-coloring of $G_{i}$ and $\left|N_{G_{i}}(x)-y\right| \geq r-1$ for $i \in\{1,2\}, c\left(N_{G_{1}}(x)-y\right)=c\left(N_{G_{2}}(x)-y\right)$ and $|D c(x)|=r-1$. Since $k \geq r+3,|A c(x)| \geq 2$. So $\left|c\left(N_{G}(y)\right)\right|=r+1$. It is a contradiction.
(ii) When $r \geq 3, k \geq 2 r+1$. Thus, $|A c(x)| \geq r$. So $\left|c\left(N_{G}(y)\right)\right| \geq r+1$. It is a contradiction.

Theorem 2.2.5. (Hall [45]) Let $G$ be a graph without $K_{3,3}$ minor. One of the followings must hold:
(i) $G$ is a planar graph;
(ii) $G \cong K_{5}$, or
(iii) $G$ can be constructed recursively by the $i$-sum of planar graphs and copies of $K_{5}$ where $i \in\{1,2\}$.

Theorem 2.2.6. Let $k$ and $r$ be integers with $r \geq 2$ and $k \geq 2 r+1$. If for any planar graph $H, \chi_{r}(H) \leq k$, then for any $K_{3,3}$-minor free graph $G$, $\chi_{r}(G) \leq k$.

Proof. We argue by induction on $n=|V(G)|$. If $G$ is a planar graph, then by assumption, $\chi_{r}(G) \leq k$. If $G \cong K_{5}$, then as $r \geq 2$, and so $k \geq 2 r+1 \geq 5, \chi_{r}(G) \leq k$. Assume that the

Theorem holds for smaller value of $n$. By Theorem $2.2 .5, G=G_{1} \oplus_{i} G_{2}$, where $i \in\{1,2\}, G_{1}$ is a $K_{3,3}$-minor free graph and $G_{2}$ is either planar or is a $K_{5}$. If $G=G_{1} \oplus_{1} G_{2}$, by Proposition 2.2 .2 and $k \geq 2 r+1 \geq r+1, \chi_{r}(G) \leq \max \left\{\chi_{r}\left(G_{1}\right), \chi_{r}\left(G_{2}\right), r+1\right\} \leq k$. If $G=G_{1} \oplus_{2} G_{2}$, by Propositions 2.2.3 and 2.2.4, $\chi_{r}(G) \leq \max \left\{\chi_{r}\left(G_{1}\right), \chi_{r}\left(G_{2}\right), 2 r-1, r+3,2 r+1\right\} \leq k$ as $r \geq 2$. Thus, the Theorem 2.2.6 is proved by induction.

The following corollary follows immediately from Theorem 1.2.3 and Theorem 2.2.6.

Corollary 2.2.7. Let $G$ be a connected graph without $K_{3,3}$ minor. Then $\chi_{2}(G) \leq 5$.
Theorem 2.2.8. (Loeb et al. [69]) If $G$ is a planar graph, then $\chi_{3}(G) \leq 10$.
Corollary 2.2.9. Let $G$ be a connected graph without $K_{3,3}$ minor. Then $\chi_{3}(G) \leq 10$.
Proof. By Theorem 2.2.8 and Theorem 2.2.6, $\chi_{3}(G) \leq 10$.


Figure A: A graph $G$ with $\chi_{3}(G)=7$

The graph presented in Figure A shows that $\chi_{3}(G)=7$ for a planar graph $G$. To the best of our knowledge, it is not known whether the upper bound of Corollary 2.2 .9 is best possible or not.

### 2.3 Dynamic Chromatic Number of Graphs without $K_{4}$-minors

Definition 2.3.1. Let $G$ be a graph, $G=G_{1} \cup G_{2}$ where $G_{1}$ and $G_{2}$ are two subgraphs of $G$ such that $G_{1} \cap G_{2}=P_{k}$. We call $G$ the $k$-arc-sum of $G_{1}$ and $G_{2}$.

Theorem 2.3.2. (Lai [54]) Let $G$ be a nontrivial 2-edge-connected graph without $K_{4}$ minor. Then either $G$ is a cycle or $G$ is a proper $k$-arc-sum of some graphs $G_{1}$ and $G_{2}$, for some $k \geq 0$, with $\kappa^{\prime}\left(G_{i}\right) \geq 2,(1 \leq i \leq 2)$.

Proposition 2.3.3. (Lai et al. [57]) Let $n \geq 3$ be an integer and $C_{n}$ denote a cycle of $n$ vertices. Then

$$
\chi_{2}\left(C_{n}\right)= \begin{cases}5, & \text { if } n=5 ; \\ 3, & \text { if } n \equiv 0(\bmod 3) ; \\ 4, & \text { otherwise }\end{cases}
$$

Proposition 2.3.4. Let $G$ be a connected graph. If $G$ contains a vertex $v$ with $d_{G}(v)=1$, then $\chi_{2}(G) \leq \chi_{2}(G-v)$ expect for $G=P_{1}, G=P_{2}$, or $G-v \cong C_{5}$. If $G-v \cong C_{5}$, then $\chi_{2}(G)=4$.

Proof. Let $G_{1}=G-v, G_{2}=K_{2}$, then $G=G_{1} \oplus_{1} G_{2}$. By Proposition 2.2.2 and $\chi_{2}\left(K_{2}\right)=2$, then $\chi_{2}(G) \leq \max \left\{\chi_{2}\left(G_{1}\right), \chi_{2}\left(G_{2}\right), 3\right\}=\chi_{2}(G-v)$ when $\chi_{2}(G-v) \geq 3$. It is easy to check that $\chi_{2}(G)=4$ when $G-v \cong C_{5}$.

Proposition 2.3.5. Let $P=v_{0} v_{1} \ldots v_{k}$ be a path of length $k>0$ and $\alpha \in\{3,4\}$. Then there exists a (4,2)-coloring $c$ of $P$ such that $c\left(v_{0}\right)=1, c\left(v_{k}\right)=2$ and $c\left(v_{1}\right)=\alpha$.

Proof. We will consider three cases for $k$, which are $k \equiv 0(\bmod 3), k \equiv 1(\bmod 3)$ and $k \equiv 2$ $(\bmod 3)$.
Case 1. $k \equiv 0(\bmod 3)$.
Define $c$ be a coloring such that

$$
c\left(v_{i}\right)= \begin{cases}1, & \text { if } i=0 ; \\ \alpha, & \text { if } i=1 ; \\ \{3,4\}-\alpha, & \text { if } i=2 ; \\ 2, & \text { if } i \bmod 3=0 \text { and } i \geq 3 \\ \alpha, & \text { if } i \bmod 3=1 \text { and } i \geq 3 ; \\ 1, & \text { if } i \bmod 3=2 \text { and } i \geq 3\end{cases}
$$

Then $c$ is a $(4,2)$-coloring of $P$ with $c\left(v_{0}\right)=1, c\left(v_{k}\right)=2$ and $c\left(v_{1}\right)=\alpha$.
Case 2. $k \equiv 1(\bmod 3)$.
If $k=1$, we can color $v_{0}$ with 1 and $v_{1}$ with $\alpha$. When $k \geq 4$, define $c$ be a coloring such that

$$
c\left(v_{i}\right)= \begin{cases}1, & \text { if } i \bmod 3=0 \\ 2, & \text { if } i \bmod 3=1 \text { and } i \geq 2 \\ \alpha, & \text { if } i=1 ; \\ \{3,4\}-\alpha, & \text { otherwise }\end{cases}
$$

Then $c$ is a (4, 2)-coloring of $P$ with $c\left(v_{0}\right)=1, c\left(v_{k}\right)=2$ and $c\left(v_{1}\right)=\alpha$.
Case 3. $k \equiv 2(\bmod 3)$.
Define $c$ be a coloring such that

$$
c\left(v_{i}\right)= \begin{cases}1, & \text { if } i \bmod 3=0 \\ \alpha, & \text { if } i \bmod 3=1 \\ 2, & \text { otherwise }\end{cases}
$$

Then $c$ is a $(4,2)$-coloring of $P$ with $c\left(v_{0}\right)=1, c\left(v_{k}\right)=2$ and $c\left(v_{1}\right)=\alpha$.
Theorem 2.3.6. Let $G$ be a $K_{4}$-minor free graph, then $\chi_{2}(G) \leq 4$ except for $G \cong C_{5}$.

Proof. By induction, assume that the Theorem holds for $|V(G)| \leq 4$. Assume it holds for $|V(G)|<n(n \geq 5)$. Let $G$ be a graph with $|V(G)|=n$ and $G \neq C_{5}$. W.l.o.g., assume $G$ is connected. If $G$ has a cut vertex, this theorem holds by Proposition 2.2.2. Thus we assume $G$ is 2 -connected. If $G$ is a cycle, the theorem holds by Proposition 2.3.3.

By Theorem 2.3.2, $G$ is a proper $k$-arc-sum of some graphs $G_{1}$ and $G_{2}$, for some $k \geq 1$, with $\kappa^{\prime}\left(G_{i}\right) \geq 2,(1 \leq i \leq 2)$. Let $P_{i}$ be the corresponding path in $G_{i}$ with endpoints $x_{i}, y_{i}$ and $\left|E\left(P_{i}\right)\right|=k$. Let $G_{i}^{\prime}$ be the graph obtained from $G_{i}$ by shrinking $P_{i}$ into a single edge $x_{i} y_{i} .(i=1,2)$. Denote $G^{\prime}=G_{1}^{\prime} \oplus_{2} G_{2}^{\prime}$ with $x y \in E\left(G^{\prime}\right)$, where $x(y)$ is obtained by identifying $x_{1}\left(y_{1}\right)$ and $x_{2}\left(y_{2}\right)$. Thus, $\chi_{2}\left(G^{\prime}\right) \leq 4$ by Proposition 2.2.3 and induction hypothesis. Let $c^{\prime}$ be a $(4,2)$-coloring of $G^{\prime}$. W.l.o.g., assume $c^{\prime}(x)=1$ and $c^{\prime}(y)=2$. Notice that $G$ can be obtained from $G^{\prime}$ by replacing $x y$ with $P_{1}$. Let $P_{1}=v_{0} v_{1} \ldots v_{k}$ with $v_{0}=x$ and $v_{k}=y$. We assume $k \geq 2$ since $k=1$ is trivial. We are to extend $c^{\prime}$ to $V\left(P_{1}\right)-\{x, y\}$ in order to get a $(4,2)$-coloring $c$ of $G$.

Case 1. $N_{G}(x)-v_{1}$ receives at least 2 colors under coloring $c^{\prime}$ and so does for $N_{G}(y)-v_{k-1}$.
By Proposition 2.3.5, $c^{\prime}$ can be extended to $V\left(P_{1}\right)-\{x, y\}$ such that each vertex of $G$ satisfies the hued condition ( $C 2$ ).
Case 2. Only one of $N_{G}(x)-v_{1}$ and $N_{G}(y)-v_{k-1}$ receives one color under coloring $c^{\prime}$.
W.l.o.g., assume $c\left(N_{G}(x)-v_{1}\right)=\{\alpha\}$. Color $v_{1}$ with $\gamma^{\prime} \in\{3,4\}-\{\alpha\}$. By Proposition 2.3.5, we can extend $c$ to be a $(4,2)$-coloring of $G$.

Case 3. Both $N_{G}(x)-v_{1}$ and $N_{G}(y)-v_{k-1}$ receive one color under coloring $c^{\prime}$.
Let $c^{\prime}\left(N_{G}(x)-v_{1}\right)=\alpha$ and $c\left(N_{G}(y)-v_{k-1}\right)=\beta$. Then $\alpha, \beta \notin\{1,2\}$. In $G_{2}^{\prime}$, permute the color $\alpha$ and $\gamma$ where $\gamma \notin\{1,2, \alpha\}$ when $\alpha=\beta$; Permute the color $\alpha$ and $\beta$ in $G_{2}^{\prime}$ when $\alpha \neq \beta$. So the resulting coloring of $G^{\prime}$ is a partial (4,2)-coloring of $G$ where every vertex of $V(G)-\left\{v_{1}, \ldots, v_{k-1}\right\}$ satisfies the hued condition (C2). By Proposition 2.3.5, we can extend $c$ to be a $(4,2)$-coloring of $G$.

## Chapter 3

## On $r$-hued Coloring of Graphs without Short Induced Paths

### 3.1 Main Results

We study the dependency of $\chi_{r}(G)$ and $\chi(G)$ among $P_{4}$-free graphs and $P_{5}$-free graphs. The main results are the following.

Theorem 3.1.1. Let $G$ be a connected $P_{4}$-free graph. Each of the following holds.
(i) $\chi_{r}(G) \leq \chi(G)+2(r-1)$, and
(ii) $\chi_{r}(G)=\chi(G)+2(r-1)$ if and only if $G=K_{s, t}$ for some integers $s \geq r$ and $t \geq r$.

Theorem 3.1.2. Let $r \geq 2$ be integers and $G$ be a connected $P_{5}$-free bipartite graph. Then $\chi_{r}(G) \leq r \chi(G)$.

Theorem 3.1.3. Let $G$ be a connected $P_{5}$-free graph. Then $\chi_{2}(G) \leq 2 \chi(G)$.
Theorems 3.1.2 and 3.1.3 are best possible in the sense that there exists infinitely many $P_{5}$-free bipartite graphs reaching the bounds. In fact, For any integers $m \geq n \geq r \geq 2$, the complete bipartite graph $K_{m, n}$ is $P_{5}$-free and by Theorem 2.3 of [57] (see Lemma 3.2.3 in Section 3.2 below), $\chi_{r}\left(K_{m, n}\right)=r \chi\left(K_{m, n}\right)$. Theorem 3.1.1 will be proved in Section 3.2, and Theorems 3.1.2 and 3.1.3 will be justified in the last section.

### 3.2 On $r$-hued Colorings of $P_{4}$-free Graphs

We start with a few more notations and terms to be used in this section. If $G$ is a simple graph, then $\bar{G}$ denote the complement of $G$. Let $A$ and $B$ be disjoint nonempty vertex sets. We use $K(A, B)$ to denote a complete bipartite graph with vertex bipartition $A$ and $B$. Thus
$K(A, B) \cong K_{|A|,|B|}$. Now we assume that $A, B$ are two disjoint vertex subsets of a graph $G$, Following [11], we define $E[A, B]=\{u v \in E(G) \mid u \in A$ and $v \in B\}$. If $|E[A, B]|=|A||B|$, we say that $A$ is complete to $B$; if $E[A, B]=\emptyset$, then we say that $A$ is anti-complete to $B$; in any other cases, we say $A$ is mixed to $B$.

A graph $G$ is perfect if for any induced subgraph $H$ of $G, \chi(H)=\omega(H)$. The famous Strong Perfect Graph Theorem characterizes all perfect graphs.

Theorem 3.2.1. (Chudnovsky, Robertson, Seymour and Thomas [21]) A graph is perfect if and only if it contains no $C_{k}$ nor $\overline{C_{k}}$ as an induced subgraph, for any odd integer $k \geq 5$.

To proceed our proof, we display some properties of $P_{4}$-free graphs. As when $k \geq 5$ is an odd integer, every $C_{k}$ and every $\overline{C_{k}}$ contains an induced $P_{4}$. It follows from the Strong Perfect Graph Theorem that

$$
\begin{equation*}
\text { every } P_{4} \text {-free graph must be perfect. } \tag{3.1}
\end{equation*}
$$

Next, it is known that $k$-coloring problem of $P_{4}$-free graphs can be solved in polynomial time since a $P_{4}$-free graph has a special structural property, as stated below.

Theorem 3.2.2. (Seinsche, Auxiliary Theorem of [84]) Let $G$ be a $P_{4}$-free graph, then $V(G)$ can be divided into two disjoint subsets $A, B$ such that either $A$ is complete to $B$ or $A$ is anti-complete to $B$.

By Theorem 3.2.2, it follows that if $G$ is a connected $P_{4}$-free graph, then $V(G)$ can be divided into two disjoint subsets $A$ and $B$ such that $A$ is complete to $B$. Then we have

$$
\begin{equation*}
\chi(G)=\chi(G[A])+\chi(G[B]) . \tag{3.2}
\end{equation*}
$$

By (3.1), $\chi(G)=\omega(G)$. However, if $G=K(A, B)$, then for any $r \geq 2$, we have $\chi_{r}(G[A])=$ $\chi_{r}(G[B])=1$. We also note that

Lemma 3.2.3. (Lai et al. , Theorem 2.3 of [57]) For any integer $r \geq 1$, we have $\chi_{r}\left(K_{s, t}\right)=$ $\min \{2 r, s+t, r+s, r+t\}$.

Thus when $r \geq 2$, the approach mentioned in (3.2) is not applicable as $\chi_{r}(G)$ and $\chi_{r}(G[A])+$ $\chi_{r}(G[B])$ may be different. Following [11], a subset $S \subseteq V(G)$ is a stable set if $E(G[S])=\emptyset$.

Lemma 3.2.4. Let $H$ be a nontrivial $P_{4}$-free graph with $\omega(H)=k$. Let $\mathcal{F}(H)=\left\{L_{1}, L_{2}, \ldots, L_{\ell}\right\}$ be the collection of all maximum cliques of $H$. Then $H$ has a stable set $S \subseteq V(G)$ such that for any $L_{i} \in \mathcal{F}(H), V\left(L_{i}\right) \cap S \neq \emptyset, i \in\{1,2, \ldots, \ell\}$.

Proof. It suffices to prove Lemma 3.2.4 for each connected component of $H$ which contains at least one maximum clique of $H$. Hence we assume that such $H$ is connected. Let $k=1$, then the set $S=V(H)$. Therefore we assume that $k \geq 2$. Let $S$ be a subset of $V(H)$ such that

$$
\begin{equation*}
E(H[S])=\emptyset \text { and } \mid\left\{i: 1 \leq i \leq \ell \text { and } V\left(L_{i}\right) \cap S \neq \emptyset\right\} \mid \text { is maximized. } \tag{3.3}
\end{equation*}
$$

If $\left\{L_{i}: V\left(L_{i}\right) \cap S \neq \emptyset\right\}=\mathcal{F}(H)$, then the lemma is proved. Therefore, without loss of generality, we may assume that $V\left(L_{1}\right) \cap S=\emptyset$. Thus $\left|V\left(L_{1}\right)\right|=k \geq 2$. Let $V\left(L_{1}\right)=\left\{v_{1}, v_{2}, \ldots\right\}$.

By (3.3), there must be a $u_{1} \in S$ and a $v_{1} \in V\left(L_{1}\right)$ such that $u_{1} v_{1} \in E(H)$, as otherwise, $S \cup\left\{v_{1}\right\}$ is a stable set and maximality of $S$ in (3.3) is violated.

Since $L_{1}$ is a maximum clique, $V\left(L_{1}\right) \cup\left\{u_{1}\right\}$ is not a clique in $H$, and so there must be a vertex $v_{2} \in V\left(L_{1}\right)-\left\{v_{1}\right\}$ such that $u_{1} v_{2} \notin E(H)$.

Assume that for some $t \geq 2$, we have found two sequences of distinct vertices $v_{1}, v_{2}, \ldots, v_{t} \in$ $V\left(L_{1}\right)$ and $u_{1}, u_{2}, \ldots, u_{t} \in S$ satisfying each of the following:
(S1) For each $i$ with $1 \leq i \leq t-1, u_{i} v_{i} \in E(H)$.
(S2) For each $i$ with $2 \leq i \leq t, u_{i-1} v_{i} \notin E(H)$.
(S3) For each $i$ with $2 \leq i \leq t$, and for each $j$ with $1 \leq j \leq i$, we have $u_{i} v_{j} \in E(H)$.
(S4) Subject to (S1), (S2) and (S3), $t$ is maximized.
By $(\mathrm{S} 3), u_{t}$ is adjacent to each of $v_{1}, v_{2}, \ldots, v_{t}$. Since $V\left(L_{1}\right)$ is a maximum clique, $V\left(L_{1}\right) \cup\left\{u_{t}\right\}$ is not a clique. Hence there must be a $v_{t+1} \in V\left(L_{1}\right)-\left\{v_{1}, \ldots, v_{t}\right\}$ such that $u_{t} v_{t+1} \notin E(H)$. By the maximality of $S$ in (3.3), there must be a $u \in S$ such that $u v_{t+1} \in E(H)$. Assume that $u \notin\left\{u_{1}, \ldots, u_{t}\right\}$. Since $u_{t} v_{t+1} \notin E(H)$ and since $H$ is $P_{4}$-free, $\left\{u_{t}, v_{t}, v_{t+1}, u\right\}$ does not induces a $P_{4}$ and so $u v_{t} \in E(H)$. Similarly, for each $h$ with $1<h \leq t$, we have $u v_{h-1} \in E(H)$. By induction on $h$ starting from $t$ to 2 , as $\left\{u_{h-1}, v_{h-1}, v_{h}, u\right\}$ does not induces a $P_{4}$, and by (S1) and $(\mathrm{S} 2), u_{h-1} v_{h-1} \in E(H)$ and $u_{h-1} v_{h} \notin E(H)$, it follows that $u v_{h-1} \in E(H)$. Thus, $u$ is adjacent to every vertex in $v_{1}, v_{2}, \ldots, v_{t}, v_{t+1}$. Thus with $u=u_{t+1}$, this is a violation to the maximality of $t$. Therefore, we must have $u=u_{i^{\prime}} \in\left\{u_{1}, u_{2}, \ldots, u_{t-1}\right\}$. By (S2) and (S3), we have $u_{i^{\prime}} v_{i^{\prime}+1} \notin E(H)$ and $u_{t} v_{i^{\prime}+1} \in E(H)$. It follows from $u_{t} v_{t+1} \notin E(H)$ and $u_{i^{\prime}} v_{t+1} \in E(H)$ that $\left\{u_{i^{\prime}}, v_{t+1}, v_{i^{\prime}+1}, u_{t}\right\}$ induces a $P_{4}$ of $H$, contrary to the assumption that $H$ is $P_{4}$-free. This proves the lemma.
Proof of Theorem 3.1.1. Observed that by Lemma 3.2.3, if $G$ is a complete bipartite graph, then $\chi_{r}\left(K_{s, t}\right) \leq 2 r=\chi(G)+2(r-1)$, where equality holds if and only if $\min \{s, t\} \geq r$. Thus it suffices to prove that if $G$ is a connected $P_{4}$-free graph, then $\chi_{r}(G) \leq \chi(G)+2(r-1)$, where equality holds only if $G$ is a bipartite graph.

To show this, let $G$ be a nontrivial and connected $P_{4}$-free graph, let $n=|V(G)|$ and $k=\chi(G)$. By Theorem 3.2.2, $V(G)$ can be partitioned into two subsets $A$ and $B$ such that $A$ is complete to $B$, or $A$ is anti-complete to $B$. Denote $G_{1}=G[A], G_{2}=G[B], \omega_{1}=\omega\left(G_{1}\right)$ and $\omega_{2}=\omega\left(G_{2}\right)$. Since $G$ is $P_{4}$-free, both $G[A]$ and $G[B]$ are $P_{4}$-free graphs.

Let $c: V(G) \mapsto \bar{k}$ be a proper coloring of $G$. By $(3.1)$, we have $\chi\left(G_{1}\right)=\omega_{1}$ and $\chi\left(G_{2}\right)=\omega_{2}$, and so. By (3.2),

$$
\begin{equation*}
\chi(G)=\chi\left(G_{1}\right)+\chi\left(G_{2}\right)=\omega_{1}+\omega_{2},|c(A)|=\omega_{1} \text { and }|c(B)|=\omega_{2} \tag{3.4}
\end{equation*}
$$

If $\max \{|A|,|B|\} \leq r-1$, then we use $|V(G)|=|A|+|B| \leq 2(r-1)$ colors so that distinct vertices
will be colored differently. Hence this is an $(n, r)$-coloring of $G$ with $n \leq 2(r-1)$. Hence we assume that $\max \{|A|,|B|\} \geq r$. Thus, we have either $\min \{|A|,|B|\} \geq r$, or $r>\min \{|A|,|B|\}$.

Claim 1. If $\min \{|A|,|B|\} \geq r$, then $\chi_{r}(G) \leq \chi(G)+\max \left\{\left(r-\omega_{1}\right), 0\right\}+\max \left\{\left(r-\omega_{2}\right), 0\right\}$.
Proof. If both $\omega_{1} \geq r$ and $\omega_{2} \geq r$, then as $A$ is complete to $B$, it follows from Definition 1.2.1 that any proper $k$-coloring $c$ is also a $(k, r)$-coloring of $G$. Hence in this case, we have $\chi_{r}(G)=\chi(G)$.

Case 1. $\omega_{1}<r \leq \omega_{2}$ or $\omega_{2}<r \leq \omega_{1}$.
By symmetry, we assume that $\omega_{1}<r \leq \omega_{2}$. Let $h_{1}=r-\omega_{1} \leq|A|-\omega_{1}, a_{1}, a_{2}, \ldots, a_{\omega_{1}} \in$ $A$ such that $c\left(\left\{a_{1}, a_{2}, \ldots, a_{\omega_{1}}\right\}\right)=c(A)$. Randomly choose $h_{1}$ vertices $a_{\omega_{1}+1}, \ldots, a_{\omega_{1}+h_{1}}$ from $A-\left\{a_{1}, a_{2}, \ldots, a_{\omega_{1}}\right\}$. Define $c^{\prime}: V(G) \mapsto \overline{k+h_{1}}$ by

$$
c^{\prime}(x)=\left\{\begin{array}{ll}
c(x) & \text { if } x \in\left(A-\left\{a_{\omega_{1}+1}, \ldots, a_{\omega_{1}+h_{1}}\right\}\right) \cup B \\
k+j & \text { if } x=a_{\omega_{1}+j}, \text { where } 1 \leq j \leq h_{1}
\end{array} .\right.
$$

Since $c$ is a proper $k$-coloring, $c^{\prime}$ is also a proper $\left(k+h_{1}\right)$-coloring. As $A$ is complete to $B$, for each $y \in B, A \subseteq N(y)$ and so $\left|c^{\prime}(N(y))\right| \geq\left|c^{\prime}(A)\right|=\omega_{1}+h_{1}=r$. If $x \in A$, then as $\omega_{2} \geq r$, $\left|c^{\prime}(N(x))\right| \geq\left|c^{\prime}(B)\right| \geq r$. Thus by definition, $c^{\prime}$ is a proper $\left(k+h_{1}, r\right)$-coloring of $G$, and so $\chi_{r}(G) \leq k+h_{1}=\chi(G)+\left(r-\omega_{1}\right)$. This proves that Claim 1 holds in this case.

Case 2. Both $\omega_{1}<r$ and $\omega_{2}<r$.
Let $h_{1}=r-\omega_{1}, h_{2}=r-\omega_{2}$ and $\ell_{2}=k+h_{1}+h_{2}$. Let $a_{1}, a_{2}, \ldots, a_{\omega_{1}} \in A$ such that $c\left(\left\{a_{1}, a_{2}, \ldots, a_{\omega_{1}}\right\}\right)=c(A)$, and choose $h_{1}$ vertices $a_{\omega_{1}+1}, \ldots, a_{\omega_{1}+h_{1}}$ from $A-\left\{a_{1}, a_{2}, \ldots, a_{\omega_{1}}\right\}$; and let $b_{1}, b_{2}, \ldots, b_{\omega_{2}} \in B$ such that $c\left(\left\{b_{1}, b_{2}, \ldots, b_{\omega_{2}}\right\}\right)=c(B)$, and choose $h_{2}$ vertices $b_{\omega_{2}+1}, \ldots, b_{\omega_{2}+h_{2}}$ from $B-\left\{b_{1}, b_{2}, \ldots, b_{\omega_{2}}\right\}$. Define $c^{\prime \prime}: V(G) \mapsto \overline{\ell_{2}}$ by

$$
c^{\prime \prime}(x)=\left\{\begin{array}{ll}
c(x) & \text { if } x \in\left(A-\left\{a_{\omega_{1}+1}, \ldots, a_{\omega_{1}+h_{1}}\right\}\right) \cup\left(B-\left\{b_{\omega_{2}+1}, \ldots, b_{\omega_{2}+h_{2}}\right\}\right) \\
k+i & \text { if } x=a_{\omega_{1}+i}, \text { where } 1 \leq i \leq h_{1} \\
k+h_{1}+j & \text { if } x=b_{\omega_{2}+j}, \text { where } 1 \leq j \leq h_{2}
\end{array} .\right.
$$

Since $c$ is a proper $k$-coloring, $c^{\prime \prime}$ is also a proper $\ell_{2}$-coloring. If $x \in A$, then $\left|c^{\prime \prime}(N(x))\right| \geq$ $\left|c^{\prime \prime}(B)\right|=\omega_{2}+h_{2}=r$. If $y \in B$, then $\left|c^{\prime \prime}(N(y))\right| \geq\left|c^{\prime \prime}(A)\right|=\omega_{1}+h_{1}=r$. Hence in this case, $c^{\prime \prime}$ is a proper $\left(\ell_{2}, r\right)$-coloring of $G$. Thus $\chi_{r}(G) \leq k+h_{1}+h_{2}=\chi(G)+\left(r-\omega_{1}\right)+\left(r-\omega_{2}\right)$. This proves that Claim 1 holds in this case as well, and completes the proof of Claim 1.

Claim 2. If $r>\min \{|A|,|B|\}$, then $\chi_{r}(G) \leq \chi(G)+2 r-3$.
Proof. Without loss of generality, we assume that $|A| \geq|B|$, and so $|B|=\min \{|A|,|B|\} \leq r-1$. We proceed by induction on $\omega(G)$. Since $G$ is nontrivial and connected, $\omega(G) \geq 2$. When $\omega(G)=2, G$ is a complete bipartite graph. By Lemma 3.2.3, $\chi_{r}(G) \leq r+|B| \leq r+r-1=$
$2 r-1=2+2 r-3=\chi(G)+2 r-3$. Assume that $\omega(G) \geq 3$ and Claim 2 holds for smaller value of $\omega(G)$.

Case 1. $\omega_{1} \geq 2$.
Let $\mathcal{F}\left(G_{1}\right)$ denote the collection of all maximum cliques of $G_{1}$. By Lemma 3.2.4, $G_{1}$ has a stable set $S$ such that for any $L \in \mathcal{F}\left(G_{1}\right), V(L) \cap S \neq \emptyset$. It follows that $G-S$ is also $P_{4}$-free and $\omega\left(G_{1}-S\right)=\omega_{1}-1$. If $|A-S| \geq r$, by induction, $G-S$ has a $\left(k_{1}, r\right)$-coloring $c_{1}$ with $k_{1} \leq \chi(G-S)+2 r-3$. As $A-S$ and $B$ are two disjoint subsets of $G-S$ so that $A-S$ is complete to $B, \chi(G-S)=\chi(G[A-S])+\chi(G[B])=\omega\left(G_{1}-S\right)+\omega\left(G_{2}\right)=\left(\omega_{1}-1\right)+\omega_{2}$ by (3.2). Thus, $k_{1} \leq\left(\omega_{1}-1\right)+\omega_{2}+2 r-3$. Extend $c_{1}$ to a $\left(k_{1}+1, r\right)$-coloring of $G$ by coloring vertices in $S$ with a new color. Thus $\chi_{r}(G) \leq \omega_{1}+\omega_{2}+2 r-3=\chi(G)+2 r-3$. If $|A-S| \leq r-1$, then we use $|V(G-S)|=|A-S|+|B| \leq 2(r-1)$ colors so that distinct vertices will be colored differently. Let $c_{2}$ be a $\left(k_{2}, r\right)$-coloring of $G-S$ with $k_{2} \leq 2(r-1)$. Extend $c_{2}$ to a ( $k_{2}+1, r$ )-coloring of $G$ by coloring vertices in $S$ with a new color. Thus, as $\chi(G)=\omega(G) \geq 3$, $\chi_{r}(G) \leq 1+2(r-1)<\chi(G)+2 r-3$.

Case 2. $\omega_{2} \geq 2$.
Similarly, let $\mathcal{F}\left(G_{2}\right)$ denote the collection of all maximum cliques of $G_{2}$. By Lemma 3.2.4, $G_{2}$ has a stable set $S^{\prime}$ such that for any $L^{\prime} \in \mathcal{F}\left(G_{2}\right), V\left(L^{\prime}\right) \cap S^{\prime} \neq \emptyset$. It follows that $G-S^{\prime}$ is also $P_{4}$-free and $\omega\left(G_{2}-S^{\prime}\right)=\omega_{2}-1$. By induction, $G-S^{\prime}$ has a $\left(k_{3}, r\right)$-coloring $c_{3}$ with $k_{3} \leq \chi\left(G-S^{\prime}\right)+2 r-3$. As $A$ and $B-S^{\prime}$ are two disjoint subsets of $G-S^{\prime}$ so that $A$ is complete to $B-S^{\prime}, \chi\left(G-S^{\prime}\right)=\chi(G[A])+\chi\left(G\left[B-S^{\prime}\right]\right)=\omega\left(G_{1}\right)+\omega\left(G_{2}-S^{\prime}\right)=\omega_{1}+\left(\omega_{2}-1\right)$ by (3.2). Thus, $k_{3} \leq \omega_{1}+\left(\omega_{2}-1\right)+2 r-3$. Extend $c_{3}$ to a $\left(k_{3}+1, r\right)$-coloring of $G$ by coloring vertices in $S^{\prime}$ with a new color. Thus, $\chi_{r}(G) \leq \omega_{1}+\omega_{2}+2 r-3=\chi(G)+2 r-3$.

As both Case 1 and Case 2 lead to the conclusion of Claim 2, Claim 2 is justified by induction.

Since $\omega_{1} \geq 1$ and $\omega_{2} \geq 1$, it follows by Claims 1 and 2 that if $G$ is a $P_{4}$-free graph, then $\chi_{r}(G) \leq \chi(G)+2(r-1)$. Thus Theorem 3.1.1(i) follows. Furthermore, equality $\chi_{r}(G)=$ $\chi(G)+2(r-1)$ holds if and only if $\omega_{1}=\omega_{2}=1$, which implies that $G=K(A, B)$. This completes the proof of Theorem 3.1.1.

### 3.3 On $r$-hued Colorings of $P_{5}$-free Graphs

In this section, we investigate the relationsp between $\chi_{r}(G)$ and $\chi(G)$ for a $P_{5}$-free graph $G$. We start with some examples.

Example 1. Let $k \geq 2$ and $r \geq 1$ be integers. There exists a family $\mathcal{F}$ of connected $P_{5}$-free graphs, such that every $G \in \mathcal{F}$ satisfies $\chi_{r}(G)=r \chi(G)$.

For convenience, in this example, we often use $\bar{k}$ for $\mathbb{Z}_{k}$, the additive group of integers modulo $k$. For positive integers $n_{1}, n_{2}, \ldots, n_{k}$, let $K=K_{n_{1}, n_{2}, \ldots, n_{k}}$ denote a complete $k$-partite graph such that the vertex parti-sets are $V_{1}, V_{2}, \ldots, V_{k}$ with $\left|V_{i}\right|=n_{i} \geq r, 1 \leq i \leq k$. Let $U=\left\{u_{1}, u_{2}, \ldots, u_{k}\right\}$ be a set of vertices with $U \cap V(K)=\emptyset$; and let $n=n_{1}+n_{2}+\ldots+n_{k}+k$. Obtain a graph $G=G(n, k)$ from $K$ and $U$ by joining $u_{i}$ to every vertex in $V_{i}$ but not to any other vertices, for each $i$ with $1 \leq i \leq k$. Thus $n=|V(K)|+|U|=|V(G)|$. Let $\mathcal{F}$ be the collection of all graphs $G(n, k, r)$ for some values $n, k, r$ with $n \geq k \geq r$ and $r \geq 1$.

Proposition 3.3.1. For any graph $G \in \mathcal{F}$, each of the following holds.
(i) $\chi(G)=\omega(G)=k$.
(ii) $\chi_{r}(G)=r k$.
(iii) $G$ is $P_{5}$-free.

Proof. Let $G \in \mathcal{F}$. Then for some integers $n$ and $k$, we have $G=G(n, k, r)$. We shall use the same notation above in our arguments. For each $i$ with $1 \leq i \leq k$, fix a vertex $w_{i} \in V_{i}$; and let $W=\left\{w_{1}, w_{2}, \ldots, w_{k}\right\}$. Since $K$ is a complete $k$-partite graph, $G[W] \cong K_{k}$.
(i) By definition of $G, G[W] \cong K_{k}$ is a clique of $G$ and so $\chi(G) \geq \omega(G)=k$. Let $c: V(G) \mapsto \bar{k}$ be so defined that $c\left(V_{i}\right)=i$ and $c\left(u_{i}\right)=i+1(\bmod k)$ Since $K$ is a $k$-partite graph, each $V_{i}$ is a stable set; since $N_{G}\left(u_{i}\right)=V_{i}$, it follows that $c$ is a proper $k$-coloring of $G$. This proves (i).
(ii) Suppose that $\ell=\chi_{r}(G)$ and let $c: V(G) \mapsto \bar{\ell}$ be a $(k, r)$-coloring of $G$. Since $G[W] \cong K_{k}$, we may assume that for each $i$ with $1 \leq i \leq k, c\left(w_{i}\right)=i$.

Fix an $i$ with $1 \leq i \leq k$. Since $n_{i} \geq r$ and $N_{G}\left(u_{i}\right)=V_{i}$, there must be a vertex subset $Z_{i} \subseteq V_{i}$ such that $\left|c\left(Z_{i}\right)\right|=\left|Z_{i}\right|=r$. Randomly pick a vertex $z_{i} \in Z_{i}$, and let $Z=\left\{z_{1}, z_{2}, \ldots, z_{k}\right\}$. As $K$ is a complete $k$-partite graph, $G[Z] \cong K_{k}$ and so $|c(Z)|=k$. It follows that $\ell \geq\left|c\left(\cup_{i=1}^{k} Z_{i}\right)\right|=r k$.

To justify (ii), it suffices to present a $(r k, r)$-coloring of $G$. Construct a mapping $c: V(G) \mapsto$ $\mathbb{Z}_{r k}$ as follows. Fix an $i$ with $i \in \mathbb{Z}_{k}$ and define $c\left(V_{i}\right)=\{(i-1) r,(i-1) r+1, \ldots,(i-1) r+r-1\} \subseteq$ $\mathbb{Z}_{r k}$. As $K$ is a complete $k$-partite graph with $k \geq r$, the restriction of $c$ to $V(K)$ is a $(r k, r)$ coloring. Since $N_{G}\left(u_{i}\right)=V_{i}$, and since $\left|c\left(V_{i}\right)\right|=r$, it follows that $c$ is indeed a $(r k, r)$-coloring. This proves that $\ell=\chi_{r}(G) \leq r k$, and so completes the proof of (ii).
(iii) Let $P=x_{1} x_{2} x_{3} \ldots x_{t}$ be a longest induced path in $G$. Since $K$ is a complete $k$-partite graph, and since $P$ is induced, we must have $|V(P) \cap V(K)| \leq 3$ and $|V(P) \cap V(K)|=3$ if and only if $V(P) \cap V(K)=\left\{x_{i-1}, x_{i}, x_{i+1}\right\}$ for some $i$ with $1<i<5$ such that $x_{i-1}$ and $x_{i+1}$ are in the same partite set of $K$. If $x_{i-1}$ and $x_{i+1}$ are both in a $V_{j}$, then we must have $t=3$ and $P=x_{i-1} x_{i} x_{i+1}$ since $N\left(u_{j}\right)=V_{j}$. If $|V(P) \cap V(K)|=2$, then as $P$ is a longest induced path, $V(P) \cap V(K)=\left\{x_{i-1}, x_{i}\right\}$. We may assume, without lot of generality, that $x_{i-1} \in V_{1}$ and $x_{i} \in V_{2}$. It follows that $P=u_{1} x_{i-1} x_{i} u_{2}$. Hence in any case, $|V(P)|=4$ and so $G$ must be
$P_{5}$-free.
Theorem 3.1.1 indicates that $f(k, r, 4)=k+2(r-1)$, answering the problem when $t=4$ for any $r$ and $k$. In this section we will prove Theorems 3.1.2 and 3.1.3. Theorem 3.1.3 suggests $c(2,5)=2$, providing evidences for $c(r, 5)=r$.

A subgraph $H$ of $G$ is dominating if every vertex of $G$ is either in $V(H)$ or is adjacent to a vertex in $H$. A subset $V^{\prime} \subseteq V(G)$ is dominating if $G\left[V^{\prime}\right]$ is dominating. Bacso and Tuza ([8]) indicated that a $P_{5}$-free graph always contains a dominating maximal clique or a $P_{3}$.

Theorem 3.3.2. (Bacso and Tuza [8]) If $G$ is a connected $P_{5}$-free graph, then $G$ has a dominating clique or a dominating $P_{3}$.

Using Theorem 3.3.2, Hoang et al. in [47] indicated that for $P_{5}$-free graphs, the $k$-coloring problem can be solved in polynomial time. We will also apply this structural property of $P_{5}$-free graphs to investigate the relationship between $\chi_{r}(G)$ and $\chi(G)$ for a $P_{5}$-free graph $G$.

Lemma 3.3.3. Let $r$ and $s$ be integers with $r \geq 2$ and $s \geq 3, G$ be a connected graph with a dominating subgraph $K$ where $K$ is isomorphic to a $K_{s}$. Let $k=\chi_{r-1}(G-V(K))+s$. The $G$ has a $(k, 1)$-coloring $c: V(G) \mapsto \bar{k}$ such that for any vertex $v \in V(G)-V(K)$,

$$
\begin{equation*}
\left|c\left(N_{G}(v)\right)\right| \geq \min \left\{d_{G}(v), r\right\} . \tag{3.5}
\end{equation*}
$$

Proof. Let $k_{1}=\chi_{r-1}(G-V(K))$ and $k=k_{1}+s$. We first let $c_{1}: V(G-V(K)) \mapsto \overline{k_{1}}$ be a $\left(k_{1}, r-1\right)$-coloring of $G-V(K)$. Extend $c_{1}$ to a $(k, 1)$-coloring $c: V(G) \mapsto \bar{k}$ by coloring $V(K)$ with $s=|V(K)|$ new colors in $\left\{k_{1}+1, k_{1}+2, \ldots, k_{1}+s\right\}$.

For each vertex $v \in V(G)-V(K)$, since $c_{1}$ is a $\left(k_{1}, r-1\right)$-coloring of $G-V(K)$,

$$
\left|c_{1}\left(N_{G-V(K)}(v)\right)\right| \geq \min \left\{r-1, d_{G-V(K)}(v)\right\} .
$$

As $\left|c\left(N_{G}(v) \cap V(K)\right)\right|=\left|N_{G}(v) \cap V(K)\right|$ and $K$ is a dominating subgraph of $G$, it follows that (3.5) must hold. This proves the lemma.

Corollary 3.3.4. Let $r$ and $s$ be integers with $r \geq 2$ and $s \geq 3, G$ be a connected graph with a dominating subgraph $K$ where $K$ is isomorphic to $a K_{s}$. If $r \leq s$ and if $\chi_{r-1}(G-V(K)) \leq$ $(r-1) \chi(G)$, then $\chi_{r}(G) \leq r \chi(G)$.

Proof. By Lemma 3.3.3, $G$ has a $(k, 1)$-coloring $c: V(G) \mapsto \bar{k}$ such that for any vertex $v \in V(G)-V(K)$, (3.5) holds. Since $K$ is a complete graph on $s \geq r$ vertices, we have $\chi(G) \geq|V(K)|=s$, and every vertex $v \in V(K)$ also satisfies (3.5). Hence $c$ is a ( $k, r$ )-coloring of $G$, and so $\chi_{r}(G) \leq \chi_{r-1}(G-V(K))+s \leq(r-1) \chi(G)+\chi(G)$.

### 3.3.1 On $r$-hued Colorings of $P_{5}$-free Bipartite Graphs

For a subset $S \subseteq V(G)$, define $N_{G}(S)=\cup_{v \in S} N_{G}(v)$. Recall that $K(A, B)$ to denote the complete bipartite graph with vertex bipartition $(A, B)$. We start with a few definitions and lemmas.

Definition 3.3.5. Let $P_{3}=w_{1} w_{2} w_{3}$ be a dominating path of a connected graph $G$. For $i=$ $1,2,3$, define $V_{i}=\left\{v \in V(G): v w_{i} \in E(G)\right\}$.

With the notation in Definition 3.3.5, we have the following observations, which follow from Definition 3.3.5 and from the fact that a bipartite graph contains no cycles of odd length.

Observation 1. Let $G$ is bipartite and $P_{5}$-free with $w_{1} w_{2} w_{3}$ being a dominating path. Each of the following holds.
(i) Either $V_{1} \subseteq V_{3}$ or $V_{3} \subseteq V_{1}$.
(ii) $E\left(G\left[V_{1} \cup V_{3}\right]\right)=\emptyset$, and $E\left(G\left[V_{2}\right]\right)=\emptyset$.
(iii) For any $v \in V_{1} \cup V_{3}, N_{G}(v) \subseteq V_{2}$.
(iv) For any $v \in V_{2}, N_{G}(v) \subseteq V_{1} \cup V_{3}$.

Lemma 3.3.6. Let $G$ be a connected $P_{5}$-free graph with a dominating $P_{3}=w_{1} w_{2} w_{3}$. If $G$ is bipartite, then either $V_{2}=\left\{w_{1}, w_{3}\right\}$, or $\left|V_{2}\right| \geq 3$ and for any $v \in V_{2}-\left\{w_{1}, w_{3}\right\}$, one of the followings holds.
(i) $N_{G}(v)=\left\{w_{2}\right\}$.
(ii) For any $u \in V_{1}-V_{3}$, if $u v \in E(G)$, then $V_{3} \subseteq N_{G}(v)$.
(iii) For any $u \in V_{3}-V_{1}$, if $u v \in E(G)$, then $V_{1} \subseteq N_{G}(v)$.

Proof. As $w_{1}, w_{3} \in V_{2}$, we have $\left|V_{2}\right| \geq 2$. Assume that $\left|V_{2}\right| \geq 3$ and (i) does not hold, we are to show that one of (ii) and (iii) must hold. By symmetry, it suffices to justify (ii).

Suppose that there exists a vertex $u \in V_{1}-V_{3}$ with $u v \in E(G)$. For any $u^{\prime} \in V_{3}-\left\{w_{2}\right\}$, $P=u v w_{2} w_{3} u^{\prime}$ is a path on 5 vertices in $G$. Since $G$ is bipartite, then $u w_{2}, w_{2} u^{\prime}, v w_{3}, u u^{\prime} \notin$ $E(G)$. Also $u w_{3} \notin E(G)$ and since $G$ is $P_{5}$-free, we must have $u^{\prime} v \in E(G)$. This implies that $V_{3} \subseteq N_{G}(v)$.

Lemma 3.3.7. Let $G$ be a connected $P_{5}$-free bipartite graph on $n=|V(G)|$ vertices with a dominating $P_{3}=w_{1} w_{2} w_{3}$ such that $\left|V_{2}\right| \geq 3$. Adopting the notation in Definition 3.3.5 and defining $V_{21}=\left\{v \in V_{2}: N_{G}(v) \cap\left(V_{1}-V_{3}\right) \neq \emptyset\right\}$, each of the followings holds.
(i) If $V_{1}=V_{3}$, then for any $u, u^{\prime} \in V_{3}$, if $d_{G}\left(u^{\prime}\right) \leq d_{G}(u)$, then $N_{G}\left(u^{\prime}\right) \subseteq N_{G}(u)$; and for any $v, v^{\prime} \in V_{2}$, if $d_{G}\left(v^{\prime}\right) \leq d_{G}(v)$, then $N_{G}\left(v^{\prime}\right) \subseteq N_{G}(v)$.
(ii) If $V_{3} \subset V_{1}$ and $V_{1}-V_{3} \neq \emptyset$, then each of the following holds.
(ii-1) $G\left[V_{21} \cup V_{3}\right]=K\left(V_{21}, V_{3}\right)$ is a complete bipartite graph.
(ii-2) For any $u, u^{\prime} \in V_{1}$, if $d_{G}\left(u^{\prime}\right) \leq d_{G}(u)$, then $N_{G}\left(u^{\prime}\right) \subseteq N_{G}(u)$; for any $v, v^{\prime} \in V_{2}$, if $d_{G}\left(v^{\prime}\right) \leq d_{G}(v)$, then $N_{G}\left(v^{\prime}\right) \subseteq N_{G}(v)$.

Proof. (i). By Observation 1 (iii), for any vertex $u \in V_{3}-\left\{w_{2}\right\}, d\left(w_{2}\right) \geq d(u)$ and $N_{G}(u) \subseteq$ $N_{G}\left(w_{2}\right)$. And by Observation 1 (iv), if $V_{1}=V_{3}$, then $d\left(w_{1}\right)=d\left(w_{3}\right) \geq d(v)$ and $N_{G}(v) \subseteq$ $N_{G}\left(w_{1}\right)=N_{G}\left(w_{3}\right)=V_{3}$ for any vertex $v \in V_{2} \backslash\left\{w_{1}, w_{3}\right\}$.

Suppose that $u, u^{\prime} \in V_{3} \backslash\left\{w_{2}\right\}$ with $d_{G}(u) \geq d_{G}\left(u^{\prime}\right)$. By contradiction, we assume that $N_{G}\left(u^{\prime}\right)-N_{G}(u) \neq \emptyset$. Since $d_{G}(u) \geq d_{G}\left(u^{\prime}\right)$ and $N_{G}\left(u^{\prime}\right)-N_{G}(u) \neq \emptyset$, we also have $N_{G}(u)-$ $N_{G}\left(u^{\prime}\right) \neq \emptyset$. Pick a vertex $v^{\prime} \in N_{G}\left(u^{\prime}\right)-N_{G}(u)$ and a vertex $v \in N_{G}(u)-N_{G}\left(u^{\prime}\right)$, where $v, v^{\prime} \in V_{2} \backslash\left\{w_{1}, w_{3}\right\}$. Then $P=u v w_{2} v^{\prime} u^{\prime}$ is a path on 5 vertices in $G$. Since $G$ is bipartite, $u w_{2}, u u^{\prime}, w_{2} u^{\prime} \notin E(G)$. Since $G$ is $P_{5}$-free, one of $u v^{\prime}, u^{\prime} v$ must be in $E(G)$, contrary to the assumptions that $v^{\prime} \in N_{G}\left(u^{\prime}\right)-N_{G}(u)$ and $v \in N_{G}(u)-N_{G}\left(u^{\prime}\right)$. Hence we must have $N_{G}\left(u^{\prime}\right) \subseteq$ $N_{G}(u)$.

Similarly, assume that there exist vertices $v, v^{\prime} \in V_{2} \backslash\left\{w_{1}, w_{3}\right\}$ with $d_{G}(v) \geq d_{G}\left(v^{\prime}\right)$ and $N_{G}\left(v^{\prime}\right)-N_{G}(v) \neq \emptyset$. Since $d_{G}(v) \geq d_{G}\left(v^{\prime}\right)$ and $N_{G}\left(v^{\prime}\right)-N_{G}(v) \neq \emptyset$, we also have $N_{G}(v)-$ $N_{G}\left(v^{\prime}\right) \neq \emptyset$. Pick a vertex $u^{\prime} \in N_{G}\left(v^{\prime}\right)-N_{G}(v)$ and a vertex $u \in N_{G}(v)-N_{G}\left(v^{\prime}\right)$, where $u, u^{\prime} \in V_{3}$. Thus $Q=u v w_{2} v^{\prime} u^{\prime}$ is a path on 5 vertices in $G$. Since $G$ is bipartite, $u w_{2}, v v^{\prime}, w_{2} u^{\prime} \notin$ $E(G)$. Since $G$ is $P_{5}$-free, one of $u v^{\prime}, u^{\prime} v$ must be in $E(G)$, contrary to the assumptions that $u \in N_{G}(v)-N_{G}\left(v^{\prime}\right)$ and $u^{\prime} \in N_{G}\left(v^{\prime}\right)-N_{G}(v)$. This completes the proof of (i).
(ii). Suppose that $V_{3} \subset V_{1}$ and $V_{1}-V_{3} \neq \emptyset$. By Lemma 3.3.6(ii), for any $v \in V_{21}, V_{3} \subseteq N_{G}(v)$. Hence $G\left[V_{21} \cup V_{3}\right]=K\left(V_{21}, V_{3}\right)$, and so (ii-1) follows.

By Observation 1 (iv), if $V_{3} \subset V_{1}$, then $d\left(w_{1}\right) \geq d(v)$ and $N_{G}(v) \subseteq N_{G}\left(w_{1}\right)=V_{1}$ for any $v \in V_{2} \backslash\left\{w_{1}\right\}$. If $v \in V_{21}$, then by (ii-1), we have $N_{G}\left(w_{3}\right)=V_{3} \subset N_{G}(v)$. If $v \in V_{2} \backslash V_{21}$, then $N_{G}(v) \subset V_{3}=N_{G}\left(w_{3}\right)$. Suppose $v, v^{\prime} \in V_{2} \backslash\left\{w_{1}, w_{3}\right\}$ with $d_{G}(v) \geq d_{G}\left(v^{\prime}\right)$, the proof for $N_{G}\left(v^{\prime}\right) \subseteq N_{G}(v)$ is similar to that for (i), so it will be omitted. As for any two vertices $u, u^{\prime} \in V_{1}$ with $d_{G}(u) \geq d_{G}\left(u^{\prime}\right)$, the proof for $N_{G}\left(u^{\prime}\right) \subseteq N_{G}(u)$ is also similar to that for (i). Thus (ii-2) is justified.

Lemma 3.3.8. Let $G$ be a bipartite $P_{5}$-free graph with a vertex bipartition ( $U, V$ ). If $G$ has a dominating $P_{3}$, then $G$ has a $(2 r, r)$-coloring $c: V(G) \mapsto \overline{2 r}$ in such a way that $c(U) \subseteq \bar{r}$ and $c(V) \subseteq \overline{2 r}-\bar{r}$. In particular, $\chi_{r}(G) \leq 2 r$.

Proof. It suffices to prove Lemma 3.3 .8 for connected graphs. Hence we assume that $G$ is a connected bipartite $P_{5}$-free graph with a dominating $P_{3}$. Let $V\left(P_{3}\right)=\left\{w_{1}, w_{2}, w_{3}\right\}$ and define $V_{i}=\left\{v \in V(G) \mid v w_{i} \in E(G)\right\}$, for $i=1,2,3$ as in Definition 3.3.5. Set $U=V_{1} \cup V_{3}$ and $V=V_{2}$. By Observation 1 (ii) - (iv), $G$ is a bipartite graph with ( $U, V$ ) being its vertex bipartition. By Lemma 3.3.6, either $V_{2}=\left\{w_{1}, w_{3}\right\}$, or $\left|V_{2}\right| \geq 3$ and for any $v \in V_{2}-\left\{w_{1}, w_{3}\right\}$, one of the Lemma 3.3 .6 (i), (ii) and (iii) must hold.

Assume first that $V_{2}=\left\{w_{1}, w_{3}\right\}$. Then $V(G)=\left\{w_{1}, w_{3}\right\} \cup V_{1} \cup V_{3}$. Without loss of generality, we may assume $V_{3} \subseteq V_{1}$. Then $G$ is a bipartite graph with partite sets $\left\{w_{1}, w_{3}\right\}$ and $V_{1}$. Let $c: V(G) \mapsto \overline{r+2}$ be a $(r+2,1)$-coloring of $G$ so that $c\left(V_{1}\right) \subseteq \bar{r}$ with $\left|c\left(V_{i}\right)\right|=\min \left\{\left|V_{i}\right|, r\right\}$ for
$i \in\{1,3\}$ and $c\left(V_{2}\right)=c\left(\left\{w_{1}, w_{3}\right\}\right)=\{r+1, r+2\}$. Thus Lemma 3.3.8 holds.
Next we assume that $\left|V_{2}\right| \geq 3$. In the rest of the proof, we shall adopt the notation in Definition 3.3.5 and in Lemma 3.3.7. By Observation 1 (i) and by symmetry, we may assume either $V_{1}=V_{3}$ or $V_{3} \subset V_{1}, V_{1} \backslash V_{3} \neq \emptyset$.

Denote $V_{1}=\left\{u_{1}, u_{2}, \ldots, u_{h}\right\}$ and $V_{2}=\left\{v_{1}, v_{2}, \ldots, v_{\ell}\right\}$ such that

$$
d_{G}\left(u_{1}\right) \geq d_{G}\left(u_{2}\right) \geq \ldots \geq d_{G}\left(u_{h}\right), \text { and } d_{G}\left(v_{1}\right) \geq d_{G}\left(v_{2}\right) \geq \ldots \geq d_{G}\left(v_{\ell}\right)
$$

Then by Lemma 3.3.7 (i) and (ii), we have

$$
\begin{equation*}
V_{1} \supseteq N_{G}\left(v_{1}\right) \supseteq N_{G}\left(v_{2}\right) \supseteq \ldots \supseteq N_{G}\left(v_{\ell}\right), \text { and } V_{2} \supseteq N_{G}\left(u_{1}\right) \supseteq N_{G}\left(u_{2}\right) \supseteq \ldots \supseteq N_{G}\left(u_{h}\right) . \tag{3.6}
\end{equation*}
$$

By (3.6), it is possible to relabel $V_{1}=\left\{x_{1}, x_{2}, \ldots, x_{h}\right\}$ so that for each $i$ with $1 \leq i \leq \ell$, there exists a subscript $n_{i} \leq h$ such that $N_{G}\left(v_{i}\right)=\left\{x_{1}, x_{2}, \ldots, x_{n_{i}}\right\}$. Similarly, we can relabel $V_{2}=\left\{y_{1}, y_{2}, \ldots, y_{\ell}\right\}$ so that for each $j$ with $1 \leq j \leq h$, there exists a subscript $k_{j} \leq \ell$ such that $N_{G}\left(u_{j}\right)=\left\{y_{1}, y_{2}, \ldots, y_{k_{j}}\right\}$. Define $c: V(G) \mapsto \overline{2 r}$ to be a mapping satisfying the following.
(M1) For $i=1,2, \ldots, h$, choose $j=j(i)$ with $1 \leq j \leq r$ and $i \equiv j(\bmod r)$, and define $c\left(x_{i}\right)=j$. Thus $c\left(V_{1}\right) \subseteq \bar{r}$ and $\left|c\left(V_{1}\right)\right| \geq \min \left\{\left|V_{1}\right|, r\right\}$.
(M2) For $i=1,2, \ldots, \ell$, choose $j=j(i)$ with $r+1 \leq j \leq 2 r$ and $i \equiv j(\bmod r)$, and define $c\left(y_{i}\right)=j$. Thus $c\left(V_{2}\right) \subseteq \overline{2 r}-\bar{r}$ and $\left|c\left(V_{2}\right)\right| \geq \min \left\{\left|V_{2}\right|, r\right\}$.

To see that $c$ is a $(2 r, 1)$-coloring of $G$, we take any edge $x y \in E(G)$. Since $G$ is a bipartite graph with vertex bipartition $\left(V_{1}, V_{2}\right)$, we may assume that $x \in V_{1}$ and $y \in V_{2}$. Then by (M1) and (M2), we have $c(x) \neq c(y)$ and so $c$ is a $(2 r, 1)$-coloring of $G$. To see that $c$ is indeed a (2r,r)-coloring of $G$, we pick an arbitrary vertex $z \in V(G)$. If $z \in V_{1}$, then $z=x_{i}$ for some $i$ with $1 \leq i \leq h$. By (M1), either $n_{i} \leq r$ and $\left|c\left(N_{G}\left(x_{i}\right)\right)\right|=\left|N_{G}\left(x_{i}\right)\right|$, or $n_{i} \geq r$ and $\left|c\left(N_{G}\left(x_{i}\right)\right)\right| \geq r$. Similarly, if $z \in V_{2}$, then using (M2), we also conclude that $\left|c\left(N_{G}(z)\right)\right| \geq \min \left\{\left|N_{G}(z)\right|, r\right\}$. Thus $c$ is a $(2 r, r)$-coloring of $G$ satisfying $c(U) \subseteq \bar{r}$ and $c(V) \subseteq \overline{2 r}-\bar{r}$. This completes the proof of Lemma 3.3.8.

Lemma 3.3.9. Let $G$ be a connected $P_{5}$-free bipartite graph. If $G$ has a dominating $K_{2}$, then $\chi_{r}(G) \leq 2 r$.

Proof. Throughout the proof of this lemma, let $(U, V)$ denote the vertex bipartition of $G$. We shall prove the lemma arguing by induction on $r$. Since $G$ is bipartite, Lemma 3.3.9 holds for $r=1$. We assume that $r>1$ and that Lemma 3.3.9 holds for smaller values of $r$.

Since $G$ has a dominating $K_{2}$, there exist a pair of adjacent vertices $u_{0}, v_{0}$ such that $V(G)=N_{G}\left(u_{0}\right) \cup N_{G}\left(v_{0}\right)$ and such that $N_{G}\left(u_{0}\right)=V$ and $N_{G}\left(v_{0}\right)=U$. Define $G^{\prime}=G-\left\{u_{0}, v_{0}\right\}$. Then $G^{\prime}$ is also a $P_{5}$-free bipartite graph. Let $H_{1}, H_{2}, \ldots, H_{t}$ be the connected components of $G^{\prime}$. Then each $H_{i}$ is a connected $P_{5}$-free bipartite graph. By Theorem 3.3.2 and since $H_{i}$ is bipartite, if $\left|E\left(H_{i}\right)\right|>0$, then $H_{i}$ has a dominating $P_{2}$ or a dominating $P_{3}$. Thus by induction
and by Lemma 3.3.8, $G^{\prime}$ has a $(2 r-2, r-1)$-coloring $c^{\prime}: V\left(G^{\prime}\right) \mapsto \overline{2 r-2}$ satisfying the following properties:
(R1) For each $i$ with $1 \leq i \leq t$, if $\left|E\left(H_{i}\right)\right|>0$, then $c^{\prime}\left(U \cap V\left(H_{i}\right)\right) \subseteq \overline{r-1}$ and $c^{\prime}\left(V \cap V\left(H_{i}\right)\right) \subseteq$ $\overline{2 r-2}-\overline{r-1}$.
(R2) Both $\left|c^{\prime}(U)\right| \geq \min \left\{\left|U-\left\{u_{0}\right\}\right|, r-1\right\}$ and $\left|c^{\prime}(V)\right| \geq \min \left\{\left|V-\left\{v_{0}\right\}\right|, r-1\right\}$.

We extend $c^{\prime}$ to $c: V(G) \mapsto \overline{2 r}$ as follows:

$$
c(v)= \begin{cases}c^{\prime}(v) & \text { if } v \in V\left(G^{\prime}\right)=V(G)-\left\{u_{0}, v_{0}\right\} \\ 2 r-1 & \text { if } v=u_{0} \\ 2 r & \text { if } v=v_{0}\end{cases}
$$

Since $c^{\prime}$ is a $(2 r-2, r-1)$-coloring of $G^{\prime}$ satisfying (R1) and (R2), and since $N_{G}\left(u_{0}\right)=V$ and $N_{G}\left(v_{0}\right)=U$, it follows by the definition of $c$ that $c$ is a $(2 r, r)$-coloring of $G$.

Theorem 3.3.10. If $G$ is a bipartite $P_{5}$-free graph. Then for any $r \geq 2$,

$$
\chi_{r}(G) \leq 2 r
$$

Proof. By Theorem 3.3.2 and since $G$ is bipartite, $G$ has a dominating path $P_{t}$ with $t=2$ or 3. Therefore, Theorem 3.3.10 follows from Lemmas 3.3.8 and 3.3.9.

### 3.3.2 On 2-hued Colorings of $P_{5}$-free Graphs

In this section, we shall prove Theorem 3.1.3.
Proof of Theorem 3.1.3. It suffices to prove Theorem 3.1.3 for connected $P_{5}$-free graphs. By Theorem 3.3.2, $G$ has a dominating clique $K_{s}$ for some $s \geq 1$ or a dominating $P_{3}$. Let $J$ be a dominating maximal clique $K_{s}$ or a dominating $P_{3}$ of $G$. By Theorem 3.3.10, we may assume that $G$ is not bipartite. If $J=K_{1}$, then $E(G)=\emptyset$ and $G=K_{1}$, and so nothing needs to be proved. If $J=K_{s}$ for some $s \geq 3$, then by Corollary 3.3.4, we have $\chi_{2}(G) \leq 2 \chi(G)$. Hence we assume that $J \in\left\{K_{2}, P_{3}\right\}$.

Let $k=\chi(G)$ and let $c_{1}: V(G) \mapsto \bar{k}$ be a $(k, 1)$-coloring of $G$. We also use $c_{1}: V(G)-V(J) \mapsto$ $\bar{k}$ be the restriction of $c_{1}$. Let $|V(J)|=\ell$ and $V(J)=\left\{w_{1}, w_{2}, \ldots, w_{\ell}\right\}$. Define $c: V(G) \mapsto \overline{k+\ell}$ as follows.

$$
c(v)= \begin{cases}c_{1}(v) & \text { if } v \in V(G)-V(J) \\ k+j & \text { if } v=w_{j} \in V(J), \quad 1 \leq j \leq \ell\end{cases}
$$

Since $c_{1}$ is a $(k, 1)$-coloring of $G$, we conclude that $c$ is also a $(k, 1)$-coloring of $G$. By the definition of a dominating subgraph, if $v \in V(G)-V(J)$, then either $v$ is of degree one in $G$, or $v$ is adjacent to at least one vertex in $V(G)-V(J)$, or $v$ is adjacent to at least two vertices of $V(J)$. In any case, $\left|c\left(N_{G}(v)\right)\right| \geq \min \left\{d_{G}(v), 2\right\}$. Similarly, for any $v \in V(J)$, we also
have $\left|c\left(N_{G}(v)\right)\right| \geq \min \left\{d_{G}(v), 2\right\}$. It follows by Definition 1.2.1 that $c$ is a $(k+\ell, 2)$-coloring of $G$, and so $\chi_{2}(G) \leq \chi(G)+\ell$. Since $G$ is not bipartite, we have $\chi(G) \geq 3 \geq \ell$, and so $\chi_{2}(G) \leq \chi(G)+\ell \leq 2 \chi(G)$.

### 3.4 Future Studies

Proposition 3.3.1 leads to the following Problem.
Problem 1. For integers $k>0, r \geq 2$ and $t \geq 4$, determine a best possible function $f(k, r, t)$ such that for every connected $P_{t}$-free graph $G$ with $\chi(G)=k$, we have $\chi_{r}(G) \leq f(k, r, t)$. More specifically, is there a best possible value $c=c(r, t)$ such that for every connected $P_{t}$-free graph $G$, we have $\chi_{r}(G) \leq c(r, t) \chi(G)$ ? In particular, can $c(r, 5)=r$ ?

## Chapter 4

## Linear List r-hued Colorings of Graphs with Bounded Maximum Subgraph Average Degrees

### 4.1 Main Results

We determine the linear list $r$-hued chromatic number for trees, complete $k$-partite graphs. In the last section, we also determine the linear list 2-hued chromatic number for graphs with maximum degree at most 4 and graphs whose maximum subgraph average degree and girth are in a certain ranges.

### 4.2 The Linear $r$-hued Chromatic Number of Certain Graph Families

Throughout this section, $r>0$ denotes an integer. In this section, we determine the linear $r$-hued chromatic number of a certain families of graphs, including complete bipartite graphs, and cycles. Proposition 4.2 .1 below follows immediately from the definitions.

Proposition 4.2.1. Let $s \geq 1$ be an integer and $G$ be a nontrivial connected graph with $\Delta=$ $\Delta(G)$. Each of the following holds:
(i) $\chi_{\Delta+s}^{\ell}(G)=\chi_{\Delta}^{\ell}(G) \geq \cdots \geq \chi_{r}^{\ell}(G) \geq \chi_{r-1}^{\ell}(G) \geq \cdots \geq \chi_{2}^{\ell}(G) \geq \chi^{\ell}(G)$ and $\chi_{L, \Delta+s}^{\ell}(G)=$ $\chi_{L, \Delta}^{\ell}(G) \geq \cdots \geq \chi_{L, r}^{\ell}(G) \geq \chi_{L, r-1}^{\ell}(G) \geq \cdots \geq \chi_{L, 2}^{\ell}(G) \geq \chi_{L}^{\ell}(G)$.
(ii) $|V(G)| \geq \chi_{L, r}^{\ell}(G) \geq \chi_{r}^{\ell}(G) \geq \max \left\{\chi_{r}(G), \chi^{\ell}(G)\right\} \geq \chi(G)$.

Lemma 4.2.2. (Lai et al., Theorem 2.2 of [57]) If $G$ is a tree with $|V(G)| \geq 3$, then $\chi_{r}(G)=$ $\min \{r, \Delta(G)\}+1$.

Lemma 4.2.3. (Esperet, Montassier and Raspaud [33]) If $G$ is a tree with maximum degree $\Delta(G)$, then $\chi^{\ell}(G)=\left\lceil\frac{\Delta(G)}{2}\right\rceil+1$.

Lemma 4.2.4. Let $n \geq 2$ be an integer. If $G=K_{1, n-1}$, then $\chi_{r}^{\ell}(G)=\max \left\{\chi_{r}(G), \chi^{\ell}(G)\right\}$.
Proof. By Proposition 4.2.1(ii), $\chi_{r}^{\ell}(G) \geq \max \left\{\chi_{r}(G), \chi^{\ell}(G)\right\}$. We will show that $\chi_{r}^{\ell}(G) \leq$ $\max \left\{\chi_{r}(G), \chi^{\ell}(G)\right\}$ then. By Proposition 4.2.1(i), we may assume that $r \leq n-1$. By Lemmas 4.2.2 and 4.2.3, we observe that $\chi^{\ell}(G)=\left\lceil\frac{n-1}{2}\right\rceil+1$ and $\chi_{r}(G)=\min \{r, n-1\}+1$. Let $k_{1}=\left\lceil\frac{n-1}{2}\right\rceil+1$ and $k_{2}=r+1$.

If $r \leq\left\lceil\frac{n-1}{2}\right\rceil$, then we have $\max \left\{\chi_{r}(G), \chi^{\ell}(G)\right\}=k_{1}$ by Lemmas 4.2.2 and 4.2.3, and so $G$ has a linear $k_{1}$-coloring $c_{1}$. As $r \leq\left\lceil\frac{n-1}{2}\right\rceil, c_{1}$ is a linear $\left(k_{1}, r\right)$-coloring of $G$. If $\left\lceil\frac{n-1}{2}\right\rceil+1 \leq r \leq n-1$, then $\max \left\{\chi_{r}(G), \chi^{\ell}(G)\right\}=k_{2}$, and so $G$ has a linear $k_{2}$-coloring $c_{2}$. As $\left\lceil\frac{n-1}{2}\right\rceil+1 \leq r \leq n-1, c_{2}$ is a linear $\left(k_{2}, r\right)$-coloring of $G$. Thus in any case, $\chi_{r}^{\ell}(G) \leq \max \left\{\chi_{r}(G), \chi^{\ell}(G)\right\}$, which justifies the lemma.

Theorem 4.2.5. If $G$ is a tree with $|V(G)| \geq 3$, then $\chi_{r}^{\ell}(G)=\max \left\{\chi_{r}(G), \chi^{\ell}(G)\right\}$.
Proof. We argue by induction on $n=|V(G)|$. The theorem holds trivially if $n \leq 2$. If $n=3$, then $G=K_{1,2}$ and so the theorem follows from Lemma 4.2.4. Hence we assume that $G$ is a tree on $n \geq 4$ vertices and that the theorem holds for smaller values of $n$. By Lemma 4.2.4, we assume that $G \neq K_{1, n-1}$.

Let $v$ be a vertex of degree 1 in $G$ such that the degree of its neighbor is minimized, and let $u$ be the only vertex adjacent to $v$ in $G$. By induction, $\chi_{r}^{\ell}(G-v)=k=\max \left\{\chi_{r}(G-v), \chi^{\ell}(G-v)\right\}$.

Since $G \neq K_{1, n-1}$, and we choose $v$ such that $\left|N_{G}(u)\right|$ is minimized, we have $\Delta(G-$ $v)=\Delta(G)$. By induction, $G-v$ has a linear $(k, r)$-coloring $c^{\prime}: V(G-v) \mapsto \bar{k}$, where $k=$ $\max \left\{\chi_{r}(G-v), \chi^{\ell}(G-v)\right\}$. By Lemmas 4.2.2 and 4.2.3, and since $\Delta(G-v)=\Delta(G)$, we have $k=\max \left\{\chi_{r}(G), \chi^{\ell}(G)\right\}$.

Since $\left|N_{G}(u)\right| \leq \Delta(G)$, by Lemmas 4.2.2 and 4.2.3, there must be a color $i_{0} \in \bar{k}$ such that at most one vertex in $N_{G-v}(u)$ is colored with $i_{0}$ under $c^{\prime}$ and such that $c^{\prime}(u) \neq i_{0}$. Further more, if $k \geq\left|c^{\prime}\left(N_{G-v}(u)\right)\right|+2$, then we choose such an $i_{0} \in \bar{k}-\left(c^{\prime}\left(N_{G-v}(u)\right) \cup\left\{c^{\prime}(u)\right\}\right)$. Define $c: V(G) \mapsto \bar{k}$ by $c(z)=c^{\prime}(z)$ if $z \neq v$ and $c(v)=i_{0}$.
Case 1. $r \leq\left|N_{G-v}(u)\right|$.
Then $c$ also satisfies the $r$-hued condition (C2). Since $i_{0}$ occurs in the neighbors of $u$ in $G$ at most twice, and since $c^{\prime}$ satisfies (1.1), $c$ also satisfies (1.1), and so in this case, $c$ is a linear ( $k, r$ )-coloring of $G$.
Case 2. $r>\left|N_{G-v}(u)\right|$.
We claim that we always have $k \geq\left|c^{\prime}\left(N_{G-v}(u)\right)\right|+2$. In fact, by induction and by Lemmas 4.2.2 and 4.2.3, if $r \geq \Delta(G)$, then $k=\max \left\{\chi_{r}(G-v), \chi^{\ell}(G-v)\right\}=\Delta(G)+1 \geq\left|c^{\prime}\left(N_{G-v}(u)\right)\right|+$

2; if $\Delta(G)>r$, then $k=\max \left\{r,\left\lceil\frac{n-1}{2}\right\rceil\right\}+1$, and so by $r>\left|N_{G-v}(u)\right|$, we also have $k \geq$ $\left|c^{\prime}\left(N_{G-v}(u)\right)\right|+2$. This justifies the claim.

By this claim, there is always a color $i_{0} \in \bar{k}-\left(c^{\prime}\left(N_{G-v}(u)\right) \cup\left\{c^{\prime}(u)\right\}\right)$, and so $c$ is a linear ( $k, r$ )-coloring of $G$ in this case also. This completes the proof of the theorem.

Next we determine the linear list $r$-hued chromatic number of complete bipartite graphs. To this aim, we need the help of the following two former results.

Theorem 4.2.6. (Esperet, Montassier and Raspaud, Proposition 3 of [33]) If $m \geq n \geq 1$ are integers, then $\chi_{L}^{\ell}\left(K_{m, n}\right)=\chi^{\ell}\left(K_{m, n}\right)=\lceil m / 2\rceil+n$.

Theorem 4.2.7. (Lai et al., Theorem 3 of [57]) Suppose that $m \geq n \geq 2$, then $\chi_{r}\left(K_{m, n}\right)=$ $\min \{2 r, n+m, r+n\}$.

Theorem 4.2.8. Suppose that $m \geq n \geq 2$, then

$$
\chi_{L, r}^{\ell}\left(K_{m, n}\right)= \begin{cases}n+m, & m \leq r  \tag{4.1}\\ r+n, & r<m<2 r \\ n+\left\lceil\frac{m}{2}\right\rceil, & m \geq 2 r .\end{cases}
$$

Proof. Let $(X, Y)$ denote the vertex bipartition of $K_{m, n}$ with $X=\left\{x_{1}, x_{2}, \ldots, x_{m}\right\}$ and $Y=\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}$. In the rest of the proof, we assume that $k^{\prime} \geq k \geq 1$ are integers, and for given values of $k$, let $L: V\left(K_{m, n}\right) \mapsto 2^{\overline{k^{\prime}}}$ be an arbitrary list assignment to the vertices with $|L(v)| \geq k$, for every $v \in V\left(K_{m, n}\right)$.

If $m \leq r$, then let $k=\chi_{L, r}^{\ell}\left(K_{m, n}\right)$, and $c: V\left(K_{m, n}\right) \mapsto \bar{k}$ be a proper linear $(k, r)$-coloring. For any $i=1,2, \ldots, m$, by (C2), $\left|c\left(N_{G}\left(x_{i}\right)\right)\right|=n$ and so $|c(Y)|=n$. Similarly, $|c(X)|=m$. By (C1), for any $i$ with $1 \leq i \leq m$, and for any $j$ with $1 \leq j \leq n$, we have $c\left(x_{i}\right) \neq c\left(y_{j}\right)$, and so $k \geq m+n$. But since $\left|V\left(K_{m, n}\right)\right|=m+n$, it follows from Proposition 4.2.1(ii) that $k \leq m+n$. Thus if $m \leq r$, then $\chi_{L, r}^{\ell}\left(K_{m, n}\right)=m+n$. Hence we assume that $m>r$ and shall utilize the following algorithm.

Define

$$
k= \begin{cases}n+\left\lceil\frac{m}{2}\right\rceil & \text { if } m \geq 2 r  \tag{4.2}\\ n+r & \text { if } r<m<2 r\end{cases}
$$

We present a linear ( $L, r$ )-coloring of $K_{m, n}$ first. Define a coloring $c: V\left(K_{m, n}\right) \mapsto \bigcup_{v \in V\left(K_{m, n}\right)} L(v)$ as follows. Firstly, for each $y_{i} \in Y$, choose $c\left(y_{i}\right) \in L\left(y_{i}\right)$ so that $|c(Y)|=n$. Since $k>n$, this can be done.

To color vertices in $X$, we randomly pick $c\left(x_{1}\right) \in L\left(x_{1}\right)-c(Y)$. If $m \geq 2 r$, then let $m^{\prime}=\left\lceil\frac{m}{2}\right\rceil$, and choose $c\left(x_{m^{\prime}+1}\right) \in L\left(x_{m^{\prime}+1}\right)-c(Y)$; for $2 \leq j \leq \cdots\left\lceil\frac{m}{2}\right\rceil$, pick $c\left(x_{j}\right) \in L\left(x_{j}\right)-$ $\left(c(Y) \cup\left\{c\left(x_{1}\right), \cdots, c\left(x_{j-1}\right)\right\}\right)$ and $c\left(x_{m^{\prime}+j}\right) \in L\left(x_{m^{\prime}+j}\right)-\left(c(Y) \cup\left\{c\left(x_{m^{\prime}+1}\right), \cdots, c\left(x_{m^{\prime}+j-1}\right)\right\}\right)$.

If $r<m<2 r$, then choose $c\left(x_{r+1}\right) \in L\left(x_{r+1}\right)-c(Y)$; for $2 \leq j \leq \cdots r$, pick $c\left(x_{j}\right) \in L\left(x_{j}\right)-$ $\left(c(Y) \cup\left\{c\left(x_{1}\right), \cdots, c\left(x_{j-1}\right)\right\}\right)$ and $c\left(x_{r+j}\right) \in L\left(x_{r+j}\right)-\left(c(Y) \cup\left\{c\left(x_{r+1}\right), \ldots, c\left(x_{r+j-1}\right)\right\}\right)$. By (4.2), this coloring process can be done. Thus for every vertex $x_{i} \in X$, the colors of neighbors of $x_{i}$ are mutually distinct; and for every vertex $y_{j} \in Y$, any color can occur in the neighbors of $y_{j}$ at most twice. It follows by definition that $c$ is a linear $(L, r)$-coloring of $K_{m, n}$, and so by definition, $\chi_{L, r}^{\ell}\left(K_{m, n}\right) \leq k$.

To prove (6.2), we note that if $m \geq 2 r$, then by Proposition 4.2.1(i) and Theorem 4.2.6, $\chi_{L, r}^{\ell}\left(K_{m, n}\right) \geq \chi_{r}^{\ell}\left(K_{m, n}\right) \geq \chi^{\ell}\left(K_{m, n}\right)=n+\left\lceil\frac{m}{2}\right\rceil$; if $n<r$, then by Proposition 4.2.1(ii) and Theorem 4.2.7, $\chi_{L, r}^{\ell}\left(K_{m, n}\right) \geq \chi_{r}^{\ell}\left(K_{m, n}\right) \geq \chi_{r}\left(K_{m, n}\right)=n+r$.

It remains to show that if $n \geq r$, then $\chi_{L, r}^{\ell}\left(K_{m, n}\right) \geq n+r$. Let $k_{0}=\chi_{L, r}^{\ell}\left(K_{m, n}\right)$, and $c: V\left(K_{m, n}\right) \mapsto \overline{k_{0}}$ be a linear $\left(k_{0}, r\right)$-coloring of $K_{m, n}$. By (1.1), either $|c(X)|=m$ or $|c(Y)|=n$, as otherwise, there would be a bicolored cycle of length four. Moreover, to meet the requirement in (C2), if $|c(X)|=m$, then $|c(Y)| \geq r$; and if $|c(Y)|=n$, then $|c(X)| \geq r$. It follows that $\chi_{L, r}^{\ell}\left(K_{m, n}\right) \geq \chi_{r}^{\ell}\left(K_{m, n}\right) \geq r+n$. This completes the proof of the theorem.

Theorem 4.2.9. Suppose that $n_{1} \geq n_{2} \geq \cdots \geq n_{m}>0$ are integers. If $m \geq r+1$, then $\chi_{L, r}^{\ell}\left(K_{n_{1}, \ldots, n_{m}}\right)=\sum_{i=1}^{m} n_{i}-\left\lfloor\frac{n_{1}}{2}\right\rfloor$.

Proof. Let $\left(V_{1}, V_{2}, \ldots, V_{m}\right)$ denote the partition of $K_{n_{1}, \ldots, n_{m}}$ with $\left|V_{i}\right|=n_{i}$ for $1 \leq i \leq m$. Let $k_{1}=\chi_{L, r}^{\ell}\left(K_{n_{1}, \ldots, n_{m}}\right)$. For integers $k^{\prime} \geq k_{1} \geq 1$, let $L: V\left(K_{n_{1}, \ldots, n_{m}}\right) \mapsto 2^{\bar{k}^{\prime}}$ be an arbitrary $k_{1}$-list, and let $c$ be a linear ( $L, r$ )-coloring of $K_{n_{1}, \ldots, n_{m}}$.

Since $c$ is a linear coloring of $K_{n_{1}, \ldots, n_{m}}$, if for some $j$ with $1 \leq j \leq m$, there exist two vertices $v, v^{\prime} \in V_{j}$ such that $c(v)=c\left(v^{\prime}\right)$, then for any $i \neq j$, we must have $\left|c\left(V_{i}\right)\right|=\left|V_{i}\right|=n_{i}$. This is because that if we also have $u, u^{\prime} \in V_{i}$ with $c(u)=c\left(u^{\prime}\right)$, then $\left\{u, u^{\prime}, v, v^{\prime}\right\}$ will induce a bicolored cycle of length four, violating the assumption that $c$ is a linear coloring. As every color can occur at most twice in the vertices of $V_{j}$, it follows that

$$
\begin{equation*}
\chi_{L, r}^{\ell}\left(K_{n_{1}, \ldots, n_{m}}\right)=k_{1} \geq \sum_{i=1}^{m} n_{i}-\left\lfloor\frac{n_{j}}{2}\right\rfloor \geq \sum_{i=1}^{m} n_{i}-\left\lfloor\frac{n_{1}}{2}\right\rfloor . \tag{4.3}
\end{equation*}
$$

Now, let $k_{2}=\sum_{i=1}^{m} n_{i}-\left\lfloor\frac{n_{1}}{2}\right\rfloor$. For integers $k^{\prime} \geq k_{2} \geq 1$, let $L: V\left(K_{n_{1}, \ldots, n_{m}}\right) \mapsto 2^{\overline{k^{\prime}}}$ be an arbitrary list assignment to the vertices with $|L(v)| \geq k_{2}$. We shall present a linear ( $L, r$ )-coloring of $K_{n_{1}, \ldots, n_{m}}$ as follows. First color the vertices in $\bigcup_{i=2}^{m} V_{i}$ such that $\left|c\left(\bigcup_{i=2}^{m} V_{i}\right)\right|=\left|\bigcup_{i=2}^{m} V_{i}\right|=$ $\sum_{i=2}^{m} n_{i}$. Since $k_{2}=\sum_{i=1}^{m} n_{i}-\left\lfloor\frac{n_{1}}{2}\right\rfloor$, such a coloring $c$ on $\bigcup_{i=2}^{m} V_{i}$ can be found. Next, we color the vertices in $V_{1}$. Denote $V_{1}=\left\{v_{1}, v_{2}, \cdots, v_{n_{1}}\right\}$, and let $t=\left\lceil\frac{n_{1}}{2}\right\rceil$. Randomly set $c\left(v_{1}\right) \in$ $L\left(v_{1}\right)-c\left(\bigcup_{i=2}^{m} V_{i}\right)$ and $c\left(v_{t+1}\right) \in L\left(v_{t+1}\right)-c\left(\bigcup_{i=2}^{m} V_{i}\right)$. For $2 \leq j \leq t$, choose $c\left(v_{j}\right) \in L\left(v_{j}\right)-$ $\left(c\left(\bigcup_{i=2}^{m} V_{i}\right) \cup\left\{c\left(v_{1}\right) \cdots, c\left(v_{j-1}\right)\right\}\right)$ and $c\left(v_{t+j}\right) \in L\left(v_{t+j}\right)-\left(c\left(\bigcup_{i=2}^{m} V_{i}\right) \cup\left\{c\left(v_{t+1}\right) \cdots, c\left(v_{t+j-1}\right)\right\}\right)$. As each color can occur in the vertices of $V_{1}$ at most twice, this is a linear coloring. Since
$m \geq r+1$, the neighbors of each vertex in $V\left(K_{n_{1}, \ldots, n_{m}}\right)$ will be colored with at least $r$ different colors. Hence (C2) is satisfied, and so $c$ is a linear ( $L, r$ )-coloring. It follows by definition that $\chi_{L, r}^{\ell}\left(K_{n_{1}, \ldots, n_{m}}\right) \leq k_{2}$. This, together with (4.3), implies the theorem.

Next, we determine the linear list $r$-hued chromatic number of cycles. The following lemma will be used.

Lemma 4.2.10. Suppose that $n \geq 3$ and $r \geq 2$ are integers. Then

$$
\chi_{L, r}\left(C_{n}\right)= \begin{cases}3, & n \equiv 0(\bmod 3) \\ 5, & n=5 \\ 4, & \text { otherwise }\end{cases}
$$

In [2], Lemma 4.2.10 was proved for the case when $r=2$. Since $C_{n}$ is a 2-regular graph, the proof for the general case when $r \geq 2$ is similar and will be omitted.

Proposition 4.2.11. If $n \geq 3$ is a natural number, then the following holds:

$$
\chi_{L, r}^{\ell}\left(C_{n}\right)= \begin{cases}3, & n \equiv 0(\bmod 3) ; \\ 5, & n=5 \\ 4, & \text { otherwise }\end{cases}
$$

Proof. By Proposition 4.2.1(i), $\chi_{L, 2}^{\ell}\left(C_{n}\right) \geq \chi_{L, 2}\left(C_{n}\right)$, and let $L$ be a list assigning color sets to each vertex of $C_{n}$. Since any proper subgraph of $C_{n}$ is a path, it follows that when $r \geq 2$, any $(L, r)$-coloring of $C_{n}$ must also be a linear $(L, r)$-coloring. Thus $\chi_{L, r}^{\ell}\left(C_{n}\right)=\chi_{L, r}\left(C_{n}\right)$, and so the proposition follows from Lemma 4.2.10.

### 4.3 Linear 2-hued Colorings of Graphs with Bounded Average Degree

In this section, we shall determine the linear 2-hued chromatic number of graphs with maximum degree at most 4 , or with maximum subgraph average degree not too large.

Let $G$ be a graph with $V=V(G)$, and let $V^{\prime} \subseteq V$ be a vertex subset. As in [11], $G\left[V^{\prime}\right]$ is the subgraph of $G$ induced by $V^{\prime}$. A mapping $c: V^{\prime} \mapsto \bigcup_{v \in V(G)} L(v)$ is a partial linear $(L, r)$-coloring of $G$ if $c$ is a linear $(L, r)$-coloring of $G\left[V^{\prime}\right]$. The set $C=\bigcup_{v \in V(G)} L(v)$ is referred to as the color set. The subgraph $G\left[V^{\prime}\right]$ is the support of the partial linear $(L, r)$-coloring $c$. Suppose that $c$ is a partial linear coloring of a graph $G$ with support $G^{\prime}$ using the color set $C$. For convenience, we also refer $V^{\prime}$ as the support of $c$. If a vertex $u$ in $G$ is not in the support of $c$, then we define $c(v)=\{\emptyset\}$. For each vertex $v \in V(G)$, we use $c_{G}^{2}(v)$ to denote the subset of colors each of which appears exactly twice on $N_{G}(v)$ under $c$. This notation will be used frequently throughout this section. We start with some lemmas and former results.

Lemma 4.3.1. Let $k, r>0$ be integers, $G$ be a graph with minimum degree $\delta=\delta(G)$, and let $L$ be a $k$-list of $G$. If $\delta \geq 2 r-1$, then each of the following holds.
(i) Every linear $k$-coloring of $G$ is also a linear $(k, r)$-hued coloring of $G$. Consequently, $\chi_{r}^{\ell}(G)=$ $\chi^{\ell}(G)$.
(ii) Every linear L-coloring of $G$ is also a linear $(L, r)$-hued coloring of $G$. Consequently, $\chi_{L, r}^{\ell}(G)=\chi_{L}^{\ell}(G)$.

Proof. By Proposition 4.2.1, $\chi_{r}^{\ell}(G) \geq \chi^{\ell}(G)$ and $\chi_{L, r}^{\ell}(G) \geq \chi_{L}^{\ell}(G)$. Suppose that $G$ has a linear $k$-coloring $c$. Assume further that when $L$ is given, $c$ is a linear $L$-coloring of $G$. By the definition of linear coloring, $\left|c\left(N_{G}(v)\right)\right| \geq\left\lceil\frac{d(v)}{2}\right\rceil \geq\left\lceil\frac{\delta}{2}\right\rceil \geq\left\lceil\frac{2 r-1}{2}\right\rceil \geq r=\min \{d(v), r\}$. It follows that $c$ is also an $r$-hued coloring of $G$, and so $\chi_{r}^{\ell}(G)=\chi^{\ell}(G)$, and $\chi_{L, r}^{\ell}(G)=\chi_{L}^{\ell}(G)$.

Theorem 4.3.2. (Liu and Yu, Theorem 2 of [65]) If $G$ is a graph with $\Delta \leq 3$ which has no component isomorphic to $K_{3,3}$ or $C_{5}$, then $\chi_{L}^{\ell}(G) \leq 4$.

Lemma 4.3.3. (Esperet, Montassier and Raspaud [33]) If $G$ is a graph with maximum degree $\Delta \leq 4$, then $\chi^{\ell}(G) \leq 8$.

Theorem 4.3.4. If $G$ is a graph with maximum degree $\Delta \leq 4$, then $\chi_{2}^{\ell}(G) \leq 8$.
Proof. We prove the theorem by induction on $|V(G)|$. If $|V(G)| \leq 8$, the result holds trivially. Assume that $G$ is a graph with $\Delta(G) \leq 4$ and $|V(G)| \geq 9$. If $3 \leq \delta(G) \leq 4$, then by Lemmas 4.3.1 and 4.3.3, $\chi_{2}^{\ell}(G)=\chi^{\ell}(G) \leq 8$. Hence we assume that $\delta \leq 2$.

If $D_{1}(G) \neq \emptyset$, then pick $v \in D_{1}(G)$, let $u$ be the only neighbor of $v$ in $G$ and $G^{\prime}=G-v$. Thus $\Delta\left(G^{\prime}\right) \leq \Delta(G) \leq 4$, and $\left|V\left(G^{\prime}\right)\right|<|V(G)|$. By induction, $G^{\prime}$ has a linear (8,2)-coloring $c: V(G) \mapsto \overline{8}$. Since $\Delta(G) \leq 4,\left|c(u) \cup c_{G^{\prime}}^{2}(u)\right| \leq 1+\Delta(G) / 2=3$, and so we pick a color $c(v) \in \overline{8}-\left(c(u) \cup c_{G^{\prime}}^{2}(u)\right)$ and extend $c$ from $V\left(G^{\prime}\right)$ to $V(G)$. By the choice of $c(v)$ in this case and by definition, $c$ is a linear $(8,2)$-coloring.

Hence we may assume that $\delta=2$. Let $v \in D_{2}(G)$, and let $x$ and $y$ be the neighbors of $v$. Define $H$ to be the graph obtained from $G-v$ by adding a new edge $x y$ if it does not already exist. By the definition of $H, \Delta(H)=\Delta(G) \leq 4$ and $|V(H)|<|V(G)|$. By induction, there exists a linear $(8,2)$-coloring $c: V(H) \mapsto \overline{8}$ with $c(x) \neq c(y)$. Since $\Delta \leq 4$, we have $\left|\{c(x), c(y)\} \cup c_{H}^{2}(x) \cup c_{H}^{2}(y)\right| \leq 2+2 \cdot \frac{\Delta}{2}=6$, and so we can extend $c$ by setting $c(v) \in \overline{8} \backslash\{c(x), c(y)\} \cup C_{2}(x) \cup C_{2}(y)$. By definition, the extended $c$ is a linear (8,2)-coloring of $G$. This completes the proof of the theorem.

Let $G$ be a graph. The maximum subgraph average degree of $G$, denoted by $\operatorname{Mad}(G)$, is defined by

$$
\operatorname{Mad}(G)=\max \left\{\frac{2|E(H)|}{|V(H)|}, H \subseteq G\right\}
$$

To prove the next result, we need some more lemmas.

Lemma 4.3.5. Let $k \geq 3$ and $r>0$ be integers, and $G$ be a graph with maximum degree $\Delta$. Suppose that $v \in D_{1}(G)$ and $k \geq \max \{\lceil\Delta / 2\rceil+1, r+1\}$. Each of the following holds.
(i) If $\chi_{r}^{\ell}(G-v)=k$, then $\chi_{r}^{\ell}(G) \leq k$.
(ii) If $\chi_{L, r}^{\ell}(G-v)=k$, then $\chi_{L, r}^{\ell}(G) \leq k$.

Proof. We shall prove (ii). The argument for the proof of (i) is similar and will be omitted. Let $u$ be the only neighbor of $v$ in $G, G^{\prime}=G-v, N_{G^{\prime}}(u)$ denote the set of vertices adjacent to $u$ in $G^{\prime}$. Suppose that $L$ is a $k$-list of $G$ and let $c$ be linear $(L, r)$-coloring of $G^{\prime}$. If $d_{G}(u) \geq r+1$, then $\left\lvert\, c\left(N_{G^{\prime}}(u) \mid \geq r\right.$. And $\left|c_{G^{\prime}}^{2}(u)\right| \leq \frac{d_{G}(u)-1}{2} \leq \frac{\Delta}{2}-\frac{1}{2} \leq\lceil\Delta / 2\rceil-\frac{1}{2} \leq k-2$. Extend $c$ to a $k$-coloring \right. of $G$ by defining $c(v) \in L(v)-\left(c_{G^{\prime}}^{2}(u) \cup\{c(u)\}\right)$. This is possible as $|L(v)| \geq k>\left|c_{G^{\prime}}^{2}(u) \cup\{c(u)\}\right|$. By the choice of $c(v)$ and since $c$ is a linear coloring of $G^{\prime}$, we conclude that $c$ is a linear $(L, r)$ coloring of $G$. Otherwise, $d_{G}(u) \leq r$. Then since $c$ is an $(L, r)$-coloring of $G^{\prime}$, by ( C 2 ), we have $\left|c\left(N_{G^{\prime}}(u)\right)\right|=d_{G}(u)-1 \leq r-1$ and $c_{G^{\prime}}^{2}(u)=\emptyset$. Extend $c$ to a $k$-coloring of $G$ by defining $c(v) \in L(v)-\left(c\left(N_{G^{\prime}}(u)\right) \cup\{c(u)\}\right)$. This is possible as $|L(v)| \geq k>\left|c\left(N_{G^{\prime}}(u)\right) \cup\{c(u)\}\right|$. By the choice of $c(v)$, we have $\left|c\left(N_{G}(u)\right)\right|=d_{G}(u)$, and so (C2) is also satisfied. This justifies the lemma.

For any path $P=v_{0} v_{1} v_{2} \cdots v_{p}, P^{o}=V(P)-\left\{v_{0}, v_{p}\right\}$ denote the set of all internal vertices of $P$. A path $P$ of $G$ is a divalent path of $G$ if $V(P) \subseteq G\left[D_{2}(G)\right]$ and $v_{0} \neq v_{p}$; and is internally divalent if $P^{o} \subseteq D_{2}(G)$. We shall take the following convention in our arguments below: If $L$ is a $k$-list of $G$, then for a subgraph $G^{\prime}$ of $G$, we also use $L$ to denote the restriction of $L$ to $V\left(G^{\prime}\right)$.

Lemma 4.3.6. Let $G$ be a graph with maximum degree $\Delta$. Suppose that $v \in D_{1}(G)$ and $k, q, r>0$ be integers such that $k \geq \max \{\lceil\Delta / 2\rceil+q, r+q, 5\}$. Let $L$ be a $k$-list of $G$. Let $P=u_{1} u_{2} \cdots u_{p}$ be a divalent path of $G$ satisfying $p+q=5$, and let $G^{\prime}=G-V(P)$. If $1 \leq q \leq 3$, then each of the following holds.
(i) If $\left.\chi_{r}^{\ell}\left(G^{\prime}\right)\right)=k$, then $\chi_{r}^{\ell}(G) \leq k$.
(ii) If $\chi_{L, r}^{\ell}\left(G^{\prime}\right)=k$, then $\chi_{L, r}^{\ell}(G) \leq k$.

Proof. We only prove Part (ii), as the proof for Part (i) is similar, and will be omitted.
Let $Q=u_{0} u_{1} u_{2} \cdots u_{p} u_{p+1}$ be a path in $G$ such that $P=Q-\left\{u_{0}, u_{p+1}\right\}$ is a divalent path of $G$, and let $G^{\prime}=G-V(P)$. Assume that $c$ is a linear $(L, r)$-coloring of $G^{\prime}$. We then will extend $c$ to a linear $(L, r)$-coloring of $G$.

Recall that $c_{G^{\prime}}^{2}(v)$ is the set of colors that occur twice in $c\left(N_{G^{\prime}}(v)\right)$. Since $c$ is a linear coloring of $G^{\prime}$, for $v \in\left\{u_{0}, u_{p+1}\right\}$, we have $\left|c_{G^{\prime}}^{2}(v)\right| \leq \frac{d_{G^{\prime}}(v)}{2} \leq \frac{d_{G}(v)-1}{2} \leq\lceil\Delta / 2\rceil-\frac{1}{2}$. As $\lceil\Delta / 2\rceil$ is an integer, we have $\left|c_{G^{\prime}}^{2}(v)\right| \leq\lceil\Delta / 2\rceil-1$.

In the following, for each case of $1 \leq q \leq 3$, we will define an extension of $c$ to a coloring (also denoted by $c$, for notational convenience) of $G$. After this is done, we shall show that the extended $c$ is indeed a linear $(L, r)$-coloring of $G$.

By assumption,

$$
\begin{equation*}
\left|L\left(u_{1}\right)\right| \geq k \geq(\lceil\Delta / 2\rceil-1)+5-p \geq\left|c_{G^{\prime}}^{2}(v)\right|+5-p \tag{4.4}
\end{equation*}
$$

Assume that $q=1$, and so $p=4$ and $\left|L\left(u_{1}\right)\right| \geq\left|c_{G^{\prime}}^{2}\left(u_{0}\right) \cup\left\{c\left(u_{0}\right)\right\}\right|$. Define,

$$
c\left(u_{1}\right) \in \begin{cases}L\left(u_{1}\right)-\left(c_{G^{\prime}}^{2}\left(u_{0}\right) \cup\left\{c\left(u_{0}\right)\right\}\right) & \text { if } d_{G}\left(u_{0}\right) \geq r+1, \\ L\left(u_{1}\right)-\left(c\left(N_{G^{\prime}}\left(u_{0}\right)\right) \cup\left\{c\left(u_{0}\right)\right\}\right) & \text { if } d_{G}\left(u_{0}\right) \leq r\end{cases}
$$

As $d_{G}\left(u_{0}\right) \geq r+1$ implies $\left|c\left(N_{G^{\prime}}\left(u_{0}\right)\right)\right| \geq r$, and as $d_{G}\left(u_{0}\right) \leq r$ implies $\left|c\left(N_{G^{\prime}}\left(u_{0}\right)\right)\right|=d_{G}\left(u_{0}\right)-$ $1 \leq r-1$ by $(\mathrm{C} 2)$. All vertices in $N_{G}\left(u_{0}\right) \cup\left\{u_{0}\right\}$ satisfies the $r$-hued condition (C2). Similarly, we define

$$
c\left(u_{4}\right) \in \begin{cases}L\left(u_{4}\right)-\left(c_{G^{\prime}}^{2}\left(u_{5}\right) \cup\left\{c\left(u_{5}\right)\right\}\right) & \text { if } d_{G}\left(u_{5}\right) \geq r+1, \\ L\left(u_{4}\right)-\left(c\left(N_{G^{\prime}}\left(u_{5}\right)\right) \cup\left\{c\left(u_{5}\right)\right\}\right) & \text { if } d_{G}\left(u_{5}\right) \leq r .\end{cases}
$$

After $c\left(u_{1}\right), c\left(u_{4}\right)$ are defined, by $k \geq 5$, we choose $c\left(u_{2}\right) \in L\left(u_{2}\right)-\left\{c\left(u_{0}\right), c\left(u_{1}\right), c\left(u_{4}\right)\right\}$, and then $c\left(u_{3}\right) \in L\left(u_{3}\right)-\left\{c\left(u_{1}\right), c\left(u_{2}\right), c\left(u_{4}\right), c\left(u_{5}\right)\right\}$.

Assume that $q=2$, and so $p=3$ and $\left|L\left(u_{1}\right)\right| \geq\left|c_{G^{\prime}}^{2}\left(u_{0}\right) \cup\left\{c\left(u_{0}\right)\right\}\right|$. Define

$$
c\left(u_{1}\right) \in \begin{cases}L\left(u_{1}\right)-\left(c_{G^{\prime}}^{2}\left(u_{0}\right) \cup\left\{c\left(u_{0}\right)\right\}\right) & \text { if } d_{G}\left(u_{0}\right) \geq r+1, \\ L\left(u_{1}\right)-\left(c\left(N_{G^{\prime}}\left(u_{0}\right) \cup\left\{c\left(u_{0}\right)\right\}\right)\right. & \text { if } d_{G}\left(u_{0}\right) \leq r .\end{cases}
$$

Similarly, we define

$$
c\left(u_{3}\right) \in \begin{cases}L\left(u_{3}\right)-\left(c_{G^{\prime}}^{2}\left(u_{4}\right) \cup\left\{c\left(u_{1}\right), c\left(u_{4}\right)\right\}\right) & \text { if } d_{G}\left(u_{0}\right) \geq r+1, \\ L\left(u_{3}\right)-\left(c\left(N_{G^{\prime}}\left(u_{4}\right)\right) \cup\left\{c\left(u_{1}\right), c\left(u_{4}\right)\right\}\right) & \text { if } d_{G}\left(u_{0}\right) \leq r .\end{cases}
$$

After $c\left(u_{1}\right), c\left(u_{3}\right)$ are defined, by $k \geq 5$, we choose $c\left(u_{2}\right) \in L\left(u_{2}\right)-\left\{c\left(u_{0}\right), c\left(u_{1}\right), c\left(u_{3}\right), c\left(u_{4}\right)\right\}$.
Assume that $q=3$, and so $p=2$ and $\left|L\left(u_{1}\right)\right| \geq\left|c_{G^{\prime}}^{2}\left(u_{0}\right) \cup\left\{c\left(u_{0}\right), c\left(u_{3}\right)\right\}\right|$. Define

$$
c\left(u_{1}\right) \in \begin{cases}L\left(u_{1}\right)-\left(c_{G^{\prime}}^{2}\left(u_{0}\right) \cup\left\{c\left(u_{0}\right), c\left(u_{3}\right)\right\}\right) & \text { if } d_{G}\left(u_{0}\right) \geq r+1, \\ L\left(u_{1}\right)-\left(c\left(N_{G^{\prime}}\left(u_{0}\right)\right) \cup\left\{c\left(u_{0}\right), c\left(u_{3}\right)\right\}\right) & \text { if } d_{G}\left(u_{0}\right) \leq r .\end{cases}
$$

and

$$
c\left(u_{2}\right) \in \begin{cases}L\left(u_{2}\right)-\left(c_{G^{\prime}}^{2}\left(u_{3}\right) \cup\left\{c\left(u_{0}\right), c\left(u_{1}\right), c\left(u_{3}\right)\right\}\right) & \text { if } d_{G}\left(u_{2}\right) \geq r+1, \\ L\left(u_{2}\right)-\left(c\left(N_{G^{\prime}}\left(u_{3}\right)\right) \cup\left\{c\left(u_{0}\right), c\left(u_{1}\right), c\left(u_{3}\right)\right\}\right) & \text { if } d_{G}\left(u_{2}\right) \leq r .\end{cases}
$$

In any case, as $k \geq \max \{\lceil\Delta / 2\rceil+q, r+q, 5\}$, the extended colorings of $G$ are possible. In addition, we have $|c(V(P))|=|V(P)| \geq 2$ and as $c\left(u_{0}\right), c\left(u_{p+1}\right) \notin c(V(P))$. As $c$ is a linear coloring of $G^{\prime}$, by definition, the extended $c$ is a linear coloring of $G$. Similarly, as $c$ is an $(L, r)$-coloring of $G^{\prime}$, the extended $c$ is an $(L, r)$-coloring of $G$. This proves the lemma.


Figure B: Examples of $Y_{s_{1}, s_{2}, s_{3}}$
For integers $s_{1} \geq s_{2} \geq s_{3} \geq 1$, let $Y_{s_{1}, s_{2}, s_{3}}$ be the graph obtained from disjoint paths $P_{s_{1}+1}, P_{s_{2}+1}$ and $P_{s_{3}+1}$ by identifying an end vertex of each of these three paths. (See examples depicted in Figure B). The only vertex of degree 3 in a $Y_{s_{1}, s_{2}, s_{3}}$ is called the center of it.

Let $q, r>0$ be integers with $q=1,2,3$. Define

$$
k^{*}= \begin{cases}\max \{\lceil\Delta / 2\rceil+q, r+q, 6\}, & \text { if } q=1,2 ; \\ \max \{\lceil\Delta / 2\rceil+3, r+3,7\}, & \text { otherwise } .\end{cases}
$$

Lemma 4.3.7. Let $k, q, r>0$ be integers with $k \geq k^{*}$ and $G$ be a graph with maximum degree $\Delta$. Let $L$ be a $k$-list of $G$. For $q=1,2,3$, Let $Y_{q}$ denote a subgraph of $G$ with center $w_{0}$ and $D_{1}\left(Y_{q}\right)=\left\{w_{1}, w_{2}, w_{3}\right\}$ such that $Y_{1}$ is isomorphic to $Y_{3,3,2}, Y_{2}$ is isomorphic to $Y_{3,2,2}, Y_{3}$ is isomorphic to $Y_{2,2,2}$ and $Y_{4}$ is isomorphic to $Y_{3,3,3}$, and such that, for $1 \leq j \leq 4$, every $\left(w_{0}, w_{j}\right)$ path of $Y_{q}$ is an internally divalent path of $G$. Let $G^{\prime}=G-V\left(Y_{q}-D_{1}\left(Y_{q}\right)\right)$. Then for $q=1,2,3$, each of the following holds.
(i) If $\chi_{r}^{\ell}\left(G^{\prime}\right)=k$, then $\chi_{r}^{\ell}(G) \leq k$.
(ii) If $\chi_{L, r}^{\ell}\left(G^{\prime}\right)=k$, then $\chi_{L, r}^{\ell}(G) \leq k$.

Proof. We shall prove Part (ii) only as the proof for Part (i) is similar and will be omitted. For each value $q=1,2,3$, let $c$ be a linear $(L, r)$-coloring of $G^{\prime}$. We shall extend $c$ to a linear $(L, r)$ coloring, also denoted by $c$, of $G$, to prove the lemma. For $1 \leq i \leq 3$, let $P_{i}=w_{0} u_{1}^{i} \cdots u_{s_{i}-1}^{i} w_{i}$ be a path in $Y_{s_{1}, s_{2}, s_{3}}$ such that $u_{j}^{i} \in D_{2}(G)$ and $V\left(P_{i}\right) \cap V\left(P_{j}\right)=\left\{w_{0}\right\}, 1 \leq i<j \leq 3$. By assumption, $k>(\lceil\Delta / 2\rceil-1)+1$.

Assume that $q=1$. Then as $\left|c_{G^{\prime}}^{2}\left(w_{1}\right)\right| \leq\lceil\Delta / 2\rceil-1,\left|L\left(u_{2}^{1}\right)\right| \geq k>\left|c_{G^{\prime}}^{2}\left(w_{1}\right) \cup\left\{c\left(w_{1}\right)\right\}\right|$. Define

$$
c\left(u_{2}^{1}\right) \in \begin{cases}L\left(u_{2}^{1}\right)-\left(c_{G^{\prime}}^{2}\left(w_{1}\right) \cup\left\{c\left(w_{1}\right)\right\}\right) & \text { if } d_{G}\left(w_{1}\right) \geq r+1,  \tag{4.5}\\ L\left(u_{2}^{1}\right)-\left(c\left(N_{G^{\prime}}\left(w_{1}\right)\right) \cup\left\{c\left(w_{1}\right)\right\}\right) & \text { if } d_{G}\left(w_{1}\right) \leq r .\end{cases}
$$

Similarly, as $k \geq \max \{\lceil\Delta / 2\rceil+1, r+1,6\}$, define

$$
\begin{aligned}
& c\left(u_{2}^{2}\right) \in \begin{cases}L\left(u_{2}^{2}\right)-\left(c_{G^{\prime}}^{2}\left(w_{2}\right) \cup\left\{c\left(w_{2}\right)\right\}\right) & \text { if } d_{G}\left(w_{2}\right) \geq r+1, \\
L\left(u_{2}^{2}\right)-\left(c\left(N_{G^{\prime}}\left(w_{2}\right)\right) \cup\left\{c\left(w_{2}\right)\right\}\right) & \text { if } d_{G}\left(w_{2}\right) \leq r,\end{cases} \\
& c\left(u_{1}^{3}\right) \in \begin{cases}L\left(u_{1}^{3}\right)-\left(c_{G^{\prime}}^{2}\left(w_{3}\right) \cup\left\{c\left(w_{3}\right)\right\}\right) & \text { if } d_{G}\left(w_{3}\right) \geq r+1, \\
L\left(u_{1}^{3}\right)-\left(c\left(N_{G^{\prime}}\left(w_{3}\right)\right) \cup\left\{c\left(w_{3}\right)\right\}\right) & \text { if } d_{G}\left(w_{3}\right) \leq r,\end{cases}
\end{aligned}
$$

and $c\left(w_{0}\right) \in L\left(w_{0}\right)-\left\{c\left(u_{2}^{1}\right), c\left(u_{2}^{2}\right), c\left(u_{1}^{3}\right), c\left(w_{3}\right)\right\}$. After $c\left(u_{2}^{1}\right), c\left(u_{2}^{2}\right), c\left(u_{1}^{3}\right)$ and $c\left(w_{0}\right)$ are defined, we choose $c\left(u_{1}^{1}\right) \in L\left(u_{1}^{1}\right)-\left\{c\left(u_{2}^{1}\right), c\left(u_{1}^{3}\right), c\left(w_{1}\right), c\left(w_{0}\right)\right\}$, and $c\left(u_{1}^{2}\right) \in L\left(u_{1}^{2}\right)-\left\{c\left(u_{2}^{2}\right), c\left(u_{1}^{1}\right)\right.$, $\left.c\left(w_{2}\right), c\left(u_{1}^{3}\right), c\left(w_{0}\right)\right\}$.

Assume that $q=2$. Since $\left|L\left(u_{2}^{1}\right)\right| \geq k>(\lceil\Delta / 2\rceil-1)+1 \geq\left|c_{G^{\prime}}^{2}\left(w_{1}\right) \cup\left\{c\left(w_{1}\right)\right\}\right|$, we can define $c\left(u_{2}^{1}\right)$ the same as in (4.6). Similarly, define

$$
\begin{aligned}
& c\left(u_{1}^{2}\right) \in \begin{cases}L\left(u_{1}^{2}\right)-\left(c_{G^{\prime}}^{2}\left(w_{2}\right) \cup\left\{c\left(w_{2}\right)\right\}\right) & \text { if } d_{G}\left(w_{2}\right) \geq r+1, \\
L\left(u_{1}^{2}\right)-\left(c\left(N_{G^{\prime}}\left(w_{2}\right)\right) \cup\left\{c\left(w_{2}\right)\right\}\right) & \text { if } d_{G}\left(w_{2}\right) \leq r,\end{cases} \\
& c\left(u_{1}^{3}\right) \in \begin{cases}L\left(u_{1}^{3}\right)-\left(c_{G^{\prime}}^{2}\left(w_{3}\right) \cup\left\{c\left(w_{3}\right), c\left(u_{1}^{2}\right)\right\}\right) & \text { if } d_{G}\left(w_{3}\right) \geq r+1, \\
L\left(u_{1}^{3}\right)-\left(c\left(N_{G^{\prime}}\left(w_{3}\right)\right) \cup\left\{c\left(w_{3}\right), c\left(u_{1}^{2}\right)\right\}\right) & \text { if } d_{G}\left(w_{3}\right) \leq r,\end{cases}
\end{aligned}
$$

After $c\left(u_{2}^{1}\right), c\left(u_{1}^{2}\right)$ and $c\left(u_{1}^{3}\right)$ are defined, as $k \geq \max \{\lceil\Delta / 2\rceil+2, r+2,6\}$, we can find $c\left(w_{0}\right) \in$ $L\left(w_{0}\right)-\left\{c\left(u_{2}^{1}\right), c\left(u_{1}^{2}\right), c\left(u_{1}^{3}\right), c\left(w_{2}\right), c\left(w_{3}\right)\right\}$ and $c\left(u_{1}^{1}\right) \in L\left(u_{1}^{1}\right)-\left\{c\left(w_{0}\right), c\left(w_{1}\right), c\left(u_{2}^{1}\right), c\left(u_{1}^{2}\right), c\left(u_{1}^{3}\right)\right\}$ to complete the extension of $c$.

Assume that $q=3$. We define

$$
\begin{gathered}
c\left(u_{1}^{1}\right) \in \begin{cases}L\left(u_{1}^{1}\right)-\left(c_{G^{\prime}}^{2}\left(w_{1}\right) \cup\left\{c\left(w_{1}\right)\right\}\right) & \text { if } d_{G}\left(w_{1}\right) \geq r+1, \\
L\left(u_{1}^{1}\right)-\left(c\left(N_{G^{\prime}}\left(w_{1}\right)\right) \cup\left\{c\left(w_{1}\right)\right\}\right) & \text { if } d_{G}\left(w_{1}\right) \leq r,\end{cases} \\
c\left(u_{1}^{2}\right) \in \begin{cases}L\left(u_{1}^{2}\right)-\left(c_{G^{\prime}}^{2}\left(w_{2}\right) \cup\left\{c\left(w_{2}\right), c\left(u_{1}^{1}\right)\right\}\right) & \text { if } d_{G}\left(w_{2}\right) \geq r+1, \\
L\left(u_{1}^{2}\right)-\left(c\left(N_{G^{\prime}}\left(w_{2}\right)\right) \cup\left\{c\left(w_{2}\right), c\left(u_{1}^{1}\right)\right\}\right) & \text { if } d_{G}\left(w_{2}\right) \leq r,\end{cases} \\
c\left(u_{1}^{3}\right) \in \begin{cases}L\left(u_{1}^{3}\right)-\left(c_{G^{\prime}}^{2}\left(w_{3}\right) \cup\left\{c\left(w_{3}\right), c\left(u_{1}^{1}\right), c\left(u_{1}^{2}\right)\right\}\right) & \text { if } d_{G}\left(w_{3}\right) \geq r+1, \\
L\left(u_{1}^{3}\right)-\left(c\left(N_{G^{\prime}}\left(w_{3}\right)\right) \cup\left\{c\left(w_{3}\right), c\left(u_{1}^{1}\right), c\left(u_{1}^{2}\right)\right\}\right) & \text { if } d_{G}\left(w_{3}\right) \leq r,\end{cases}
\end{gathered}
$$

As $k \geq 7$, we choose $c\left(w_{0}\right) \in L\left(w_{0}\right)-\left\{c\left(u_{1}^{1}\right), c\left(u_{1}^{2}\right), c\left(u_{1}^{3}\right), c\left(w_{1}\right), c\left(w_{2}\right), c\left(w_{3}\right)\right\}$.
Assume that $q=4$. For $j=1,2,3$, as $\left|c_{G^{\prime}}^{2}\left(w_{j}\right)\right| \leq\lceil\Delta / 2\rceil-1,\left|L\left(u_{2}^{j}\right)\right| \geq k>\mid c_{G^{\prime}}^{2}\left(w_{j}\right) \cup$ $\left\{c\left(w_{j}\right)\right\} \mid$, define

$$
c\left(u_{2}^{j}\right) \in \begin{cases}L\left(u_{2}^{j}\right)-\left(c_{G^{\prime}}^{2}\left(w_{j}\right) \cup\left\{c\left(w_{j}\right)\right\}\right) & \text { if } d_{G}\left(w_{j}\right) \geq r+1  \tag{4.6}\\ L\left(u_{2}^{j}\right)-\left(c\left(N_{G^{\prime}}\left(w_{j}\right)\right) \cup\left\{c\left(w_{j}\right)\right\}\right) & \text { if } d_{G}\left(w_{j}\right) \leq r\end{cases}
$$

Next, we pick $c\left(w_{0}\right) \in L\left(w_{0}\right)-\left\{c\left(u_{2}^{1}\right), c\left(u_{2}^{2}\right), c\left(u_{2}^{3}\right)\right\}$. After $c\left(u_{2}^{1}\right), c\left(u_{2}^{2}\right), c\left(u_{2}^{3}\right)$ and $c\left(w_{0}\right)$ are defined, we choose $c\left(u_{1}^{1}\right) \in L\left(u_{1}^{1}\right)-\left\{c\left(u_{2}^{1}\right), c\left(w_{1}\right), c\left(w_{0}\right)\right\}, c\left(u_{1}^{2}\right) \in L\left(u_{1}^{2}\right)-\left\{c\left(u_{2}^{2}\right), c\left(u_{1}^{1}\right), c\left(w_{2}\right)\right.$, $\left.c\left(w_{0}\right)\right\}$. and $c\left(u_{1}^{3}\right) \in L\left(u_{1}^{3}\right)-\left\{c\left(u_{2}^{3}\right), c\left(u_{1}^{1}\right), c\left(u_{1}^{2}\right), c\left(w_{3}\right), c\left(w_{0}\right)\right\}$.

Now in any case when $q=1,2,3,4$, we have obtained an extended $(L, r)$-coloring $c$ of $G$. Since $c$ is a linear coloring of $G^{\prime}$ and since, for each $1 \leq i \leq 4,\left|\left\{c\left(w_{0}\right), c\left(u_{1}^{i}\right), c\left(u_{2}^{i}\right)\right\}\right|=3$, it follows by definition that the extended $c$ is a linear coloring of $G$. Since $c$ satisfies (C2) in $G^{\prime}$, by the definition of the extended $c$, the extended $c$ also satisfied (C2). Hence $c$ is a linear ( $L, r$ )-coloring of $G$.

Theorem 4.3.8. Let $G$ be a graph with maximum degree $\Delta$ :
(i) If $\Delta \geq 9$ and $\operatorname{Mad}(G)<\frac{7}{3}$, then $\chi_{L, r}^{\ell}(G) \leq \max \{\lceil\Delta / 2\rceil+1, r+1\}$.
(ii) If $\Delta \geq 7$ and $\operatorname{Mad}(G)<\frac{12}{5}$, then $\chi_{L, r}^{\ell}(G) \leq \max \{\lceil\Delta / 2\rceil+2, r+2\}$.
(iii) If $\Delta \geq 7$ and $\operatorname{Mad}(G)<\frac{5}{2}$, then $\chi_{L, r}^{\ell}(G) \leq \max \{\lceil\Delta / 2\rceil+3, r+3\}$.

Let $g(G)$ be the girth of a graph $G$. Since every planar or projective-planar graph $G$ verifies $\operatorname{Mad}(G)<2 g(G) /(g(G)-2)$, we obtain the following corollary:

Corollary 4.3.9. Let $G$ be a planar or projective-planar graph with maximum degree $\Delta$ :
(i) If $\Delta \geq 9$ and $g(G) \geq 14$, then $\chi_{L, r}^{\ell}(G) \leq \max \{\lceil\Delta / 2\rceil+1, r+1\}$.
(ii) If $\Delta \geq 7$ and $g(G) \geq 12$, then $\chi_{L, r}^{\ell}(G) \leq \max \{\lceil\Delta / 2\rceil+2, r+2\}$.
(iii) If $\Delta \geq 7$ and $g(G) \geq 10$, then $\chi_{L, r}^{\ell}(G) \leq \max \{\lceil\Delta / 2\rceil+3, r+3\}$.

Proof of Theorem 4.3.8. We argue by contradiction and assume that
$G$ be a counterexample to the theorem with $|V(G)|$ minimized.
By (4.7) and Lemma 4.3.5, we may assume that $\delta(G) \geq 2$.
(i) Since $G$ is a counterexample, there exists a $k$-list with $k \geq \max \{\lceil\Delta / 2\rceil+1, r+1\} \geq 6$ such that $G$ does not have a linear $(L, r)$-coloring.

Claim 1. Each of the following holds.
(C1.1) $G$ does not have a divalent path of length 3 .
(C1.2) $G$ does not have a divalent path of length 2 with one of the endpoints being adjacent to a vertex of degree at most 4 .
(C1.3) $G$ does not have an induced subgraph $H_{1}$ consisting of three internally divalent paths $P_{1}, P_{2}$ and $P_{3}$, such that $\left|E\left(P_{1}\right)\right|=\left|E\left(P_{2}\right)\right|=3,\left|E\left(P_{3}\right)\right| \in\{2,3\}$ and such that for some $w \in D_{3}(G)$, and for any $1 \leq i<j \leq 3, V\left(P_{i}\right) \cap V\left(P_{j}\right)=\{w\}$.
Proof. (C1.1) If $G$ contains a divalent path $P_{4}=v_{1} v_{2} v_{3} v_{4}$, then let $G^{\prime}=G-V\left(P_{4}\right)$. As $G^{\prime}$ is a subgraph of $G$, we have $\operatorname{Mad}\left(G^{\prime}\right)<\frac{16}{7}$. By (4.7), $G^{\prime}$ has a linear $(L, r)$-coloring. By Lemma 4.3.6, $G$ has a linear $(L, r)$-coloring of $G$, contrary to (4.7).
(C1.2) Suppose that $G$ contains a path $P=v_{0} v_{1} v_{2} v_{3} v_{4}$ such that $P_{3}=v_{1} v_{2} v_{3}$ is a divalent path with $d\left(v_{0}\right) \leq 4$. Let $G^{\prime}=G-\left\{v_{1}, v_{2}\right\}$. As $G^{\prime}$ is a subgraph of $G$, we have $\operatorname{Mad}\left(G^{\prime}\right)<\frac{16}{7}$. By (4.7), $G^{\prime}$ has a linear $(L, r)$-coloring. Since $k \geq 6$ and $d\left(v_{0}\right) \leq 4$, we can find $c\left(v_{1}\right) \in$ $L\left(v_{1}\right)-\left\{c\left(N\left(v_{0}\right) \backslash\left\{v_{1}\right\}\right), c\left(v_{0}\right), c\left(v_{3}\right)\right\}, c\left(v_{2}\right) \in L\left(v_{2}\right)-\left\{c\left(v_{0}\right), c\left(v_{1}\right), c\left(v_{3}\right), c\left(v_{4}\right)\right\}$. By definition, the extended $c$ is a linear $(L, r)$-coloring of $G$, contrary to (4.7).
(C1.3) Suppose that $G$ has such an induced $H_{1}$, which is isomorphic to a $Y_{3,3,2}$ or a $Y_{3,3,3}$. It follows from (4.7) and Lemma 4.3.7 that $G$ would have a linear $(L, r)$-coloring of $G$, contrary to (4.7). This proves Claim 1.

For $v \in V(G), n_{2}(v)=\left|D_{2}(G) \cap N_{G}(v)\right|$. For a vertex $u \in D_{2}(G)$ and for $i=0,1,2, u$ is called a Type- $(i+1)$ vertex if $n_{2}(u)=i$. We complete the proof by applying a discharging method to find a contradiction. Set the initial charge $w_{0}(v)=d(v)$ for each vertex $v \in V(G)$. We then apply the following discharging rules:
R1 Each $3^{+}$-vertex gives $\frac{1}{6}$ to each adjacent Type- 1 vertex and $\frac{1}{3}$ to each adjacent Type- 2 vertex. R2 Each $5^{+}$-vertex gives $\frac{1}{6}$ to each adjacent Type-3 vertex via the adjacent 2 -vertex.

Let $w(v)$ denote the new charge at a vertex $v$ after carrying out these discharging rules. We shall show that $w(v) \geq \frac{7}{3}$ for every $v \in V(G)$ by analyzing the following cases.
(1) $d(v)=2$. Let $N(v)=\{x, y\}$ with $d(x) \leq d(y)$. If $v$ is a Type- 1 vertex, then each of $x$ and $y$ gives $\frac{1}{6}$ to $v$ by R1, and so $w(v) \geq d(v)+2 \cdot \frac{1}{6}=\frac{7}{3}$. If $v$ is a Type- 2 vertex, then $d(y) \geq 3$ and $y$ gives $\frac{1}{3}$ to $v$ by R1. Hence, $w(v) \geq d(v)+\frac{1}{3}=\frac{7}{3}$. If $v$ is a Type- 3 vertex, then $d(x)=d(y)=2$ and each of $x$ and $y$ is adjacent to a $5^{+}$-vertex by (C1.2). It follows that $w(v) \geq d(v)+2 \cdot \frac{1}{6}=\frac{7}{3}$ by R2.
(2) $d(v)=3$. By (C1.3), $v$ is adjacent to at most two Type- 2 vertices. If $v$ is adjacent to at most one Type- 2 vertex, then $w(v) \geq d(v)-\frac{1}{3}-2 \cdot \frac{1}{6}=\frac{7}{3}$ by R1. Otherwise, $v$ is not adjacent to any Type- 1 vertex by (C1.3). Hence, $w(v) \geq d(v)-2 \cdot \frac{1}{3}=\frac{7}{3}$ by R1.
(3) $d(v) \geq 4$. If $d(v)=4$, then $v$ gives at most four times of $\frac{1}{3}$ by R1 and so $w(v) \geq d(v)-4 \cdot \frac{1}{3}=\frac{8}{3}$. If $d(v) \geq 5$, then $w(v) \geq d(v)-d(v) \cdot\left(\frac{1}{3}+\frac{1}{6}\right)=\frac{d(v)}{2} \geq \frac{5}{2}$ by R1 and R2.

Therefore, $w(v) \geq \frac{7}{3}$ for every vertex. Since

$$
\sum_{v \in V(G)} w(v)=\sum_{v \in V(G)} w_{0}(v)=\sum_{v \in V(G)} d(v)=2|E(G)|,
$$

we have $\operatorname{Mad}(G) \geq \frac{2|E(G)|}{|V(G)|}=\frac{\sum_{v \in V(G)} w(v)}{|V(G)|} \geq \frac{7}{3}$, contrary to the assumption that $\operatorname{Mad}(G)<$ $\frac{7}{3}$.
(ii) Since $G$ is a counterexample, there exists a $k$-list with $k \geq \max \{\lceil\Delta / 2\rceil+2, r+2\} \geq 6$ such that $G$ does not have a linear $(L, r)$-coloring. Using arguments similar to those in the proof of Claim 1, we have the following claim.

Claim 2. Each of the following holds.
(C2.1) $G$ does not have a divalent path of length 2 .
(C2.2) $G$ does not have an induced subgraph $H_{2}$ consisting of three internally divalent paths $P_{1}, P_{2}$ and $P_{3}$, such that $\left|E\left(P_{1}\right)\right|=3,\left|E\left(P_{2}\right)\right|=\left|E\left(P_{3}\right)\right|=2$ and such that for some $w \in D_{3}(G)$, and for any $1 \leq i<j \leq 3, V\left(P_{i}\right) \cap V\left(P_{j}\right)=\{w\}$.

Once again we set the initial charge $w_{0}(v)=d(v)$ for each vertex $v$ and apply the following discharging rule.
R3 Each $3^{+}$-vertex gives $\frac{1}{5}$ to each adjacent Type- 1 vertex and $\frac{2}{5}$ to Type- 2 vertex.

Let $w(v)$ denote the new charge after recharging by R3. We will show that $w(v) \geq \frac{12}{5}$ for all $v \in V(G)$.
(1) If $d(v)=2$, then $n_{2}(v) \leq 1$ by (C2.1). If $n_{2}(v)=1$, then $v$ is a Type- 2 vertex and receives $\frac{2}{5}$ from the adjacent $3^{+}$-vertex by R3. If $n_{2}(v)=0$, then $v$ is of Type- 1 and receives two times $\frac{1}{5}$ from the adjacent $3^{+}$-vertices by R3. Thus, $w(v) \geq d(v)+\frac{2}{5}=\frac{12}{5}$.
(2) If $d(v)=3$, then $v$ is adjacent to at most one Type-2 vertex by ( C 2.2 ). If $v$ is adjacent to one Type- 2 vertex, then $v$ is adjacent to at most one Type- 1 vertex. It follows by R3 that $w(v) \geq d(v)-\frac{2}{5}-\frac{1}{5}=\frac{12}{5}$. Otherwise, $v$ is adjacent to at most three Type- 1 vertices, and so by $\mathrm{R} 3 w(v) \geq d(v)-3 \times \frac{1}{5}=\frac{12}{5}$.
(3) If $d(v) \geq 4$, then $v$ is adjacent to at most $d(v) 2$-vertices and so $v$ discharges at most $d(v) \cdot \frac{2}{5}$ to adjacent 2 -vertices. Thus, $w(v) \geq d(v)-d(v) \cdot \frac{2}{5}=\frac{3}{5} d(v) \geq \frac{12}{5}$.

In any case, $w(v) \geq \frac{12}{5}$ for every $v \in V(G)$. Since

$$
\sum_{v \in V(G)} w(v)=\sum_{v \in V(G)} w_{0}(v)=\sum_{v \in V(G)} d(v)=2|E(G)|,
$$

we have obtained a contradiction:

$$
\frac{12}{5}>\operatorname{Mad}(G) \geq \frac{2|E(G)|}{|V(G)|}=\frac{\sum_{v \in V(G)} w(v)}{|V(G)|} \geq \frac{12}{5}
$$

(iii) Since $G$ is a counterexample, there exists a $k$-list with $k \geq \max \{\lceil\Delta / 2\rceil+3, r+3\} \geq 7$ such that $G$ does not have a linear $(L, r)$-coloring. Again by a similar argument in the proof of Claim 1 , we have the following claim.

Claim 3. Each of the following holds.
(C3.1) $G$ does not have a divalent path of length 1 .
(C3.2) $G$ does not have an induced subgraph $H_{3}$ consisting of three internally divalent paths $P_{1}, P_{2}$ and $P_{3}$, such that $\left|E\left(P_{1}\right)\right|=\left|E\left(P_{2}\right)\right|=\left|E\left(P_{3}\right)\right|=2$ and such that for some $w \in D_{3}(G)$, and for any $1 \leq i<j \leq 3, V\left(P_{i}\right) \cap V\left(P_{j}\right)=\{w\}$.

We start with our initial charge $w_{0}(v)=d(v)$ for each vertex $v \in V(G)$, and then apply the following discharging rule.
R4 Each $3^{+}$-vertex gives $\frac{1}{4}$ to each adjacent 2-vertex.
Let $w(v)$ be the new charge after discharging rule R4. We will show that $w(v) \geq \frac{5}{2}$ for every $v \in V(G)$.
(1) If $d(v)=2$, then $v$ is adjacent to two $3^{+}$-vertices by (C3.1) and receives two times $\frac{1}{4}$ from the adjacent $3^{+}$-vertices by R4. It follows that $w(v) \geq 2+2 \cdot \frac{1}{4}=\frac{5}{2}$.
(2) If $d(v)=3$, then $v$ is adjacent to at most two 2-vertices by (C3.2). By R4, $w(v) \geq 3-2 \cdot \frac{1}{4}=\frac{5}{2}$.
(3) If $d(v) \geq 4$, then $v$ is adjacent to at most $d(v) 2$-vertices, so $w(v) \geq d(v)-d(v) \cdot \frac{1}{4}=\frac{3}{4} d(v) \geq 3$.

Therefore, in any case, $w(v) \geq \frac{5}{2}$ for every vertex. Since

$$
\sum_{v \in V(G)} w(v)=\sum_{v \in V(G)} w_{0}(v)=\sum_{v \in V(G)} d(v)=2|E(G)|,
$$

we have obtained a contradiction:

$$
\frac{5}{2}>\operatorname{Mad}(G) \geq \frac{2|E(G)|}{|V(G)|}=\frac{\sum_{v \in V(G)} w(v)}{|V(G)|} \geq \frac{5}{2} .
$$

This completes the proof of the theorem.

## Chapter 5

## Linear List $r$-hued Coloring of $K_{4}$-minor Free Graphs

### 5.1 Main Results

Define $f(\Delta, r)=\max \{r,\lceil\Delta / 2\rceil\}+\lceil\Delta / 2\rceil+2$. The main results of this chapter are the following.
Theorem 5.1.1. Let $G$ be a $K_{4}$-minor free graph with $\Delta=\Delta(G)$, and $r \geq 2$ be an integer. Then $\chi_{L, r}^{\ell}(G) \leq f(\Delta, r)$.

Theorem 5.1.2. If $G$ is a planar graph with $\Delta=\Delta(G)$, then $\chi_{L, 2}^{\ell}(G) \leq \Delta+7$.
These results will be proved in the subsequent sections.

### 5.2 Proof of Theorem 5.1.1

Let $G$ be a graph with the vertex set $V=V(G)$ with $V^{\prime} \subset V$ being a vertex subset. A mapping $c: V^{\prime} \longrightarrow \bigcup_{v \in V^{\prime}} L(v)$ is a partial $(L, r)$-coloring if $c$ is a linear $(L, r)$-coloring of $G\left[V^{\prime}\right]$. For each $v \in V(G)-V^{\prime}$, define $c(v)=\emptyset$, and for each vertex $v \in V(G)$, define $c_{G}^{2}(v)=\left\{i \in c\left(N_{G}(v)\right)\right.$ : for distinct $\left.v_{1}, v_{2} \in N_{G}(v), c\left(v_{1}\right)=c\left(v_{2}\right)=i\right\}$. For every vertex $v \in V^{\prime}$, define

$$
c[v]= \begin{cases}\{c(v)\} \cup c_{G}^{2}(v), & \text { if }\left|c\left(N_{G}(v)\right)\right| \geq r ;  \tag{5.1}\\ \{c(v)\} \cup c(N(v)), & \text { otherwise } .\end{cases}
$$

Thus, given a partial $(L, r)$-coloring $c, c[v]$ consists of the set of colors that cannot be used for uncolored neighbors of $v$. For a vertex $v \in V(G)$ which has at least one uncolored neighbor by definition, $\left|c_{G}^{2}(v)\right| \leq\lfloor(\Delta-1) / 2\rfloor=\lceil\Delta / 2\rceil-1$, and so by (5.1),

$$
\begin{equation*}
|c[v]| \leq \max \{r,\lceil\Delta / 2\rceil\} . \tag{5.2}
\end{equation*}
$$

Define $S_{G}(u)=\left\{x:\right.$ either $d_{G}(x) \geq 3$ with $u x \in E(G)$ or for some $w \in D_{2}(G)$, $u w, w x \in$ $E(G)\}$. Let $s_{G}(u)=\left|S_{G}(u)\right|$.

It is well known [26] that every $K_{4}$-minor free graph contains a vertex of degree at most two. Lih et al. [66] proved the following lemma.

Lemma 5.2.1. (Lih, Wang and Zhu [66]) Let $G$ be a $K_{4}$-minor free graph. Then one of the following conditions holds:
(i) $\delta(G) \leq 1$.
(ii) There exists two adjacent 2-vertices.
(iii) There exists a vertex $u$ with $d(u) \geq 3$ such that $s_{G}(u) \leq 2$.

Proof of Theorem 5.1.1. We argue by contradiction to prove Theorem 5.1.1. Assume that $G$ is a counterexample to theorem 5.1.1 with $|V(G)|$ minimized.

Let $\Delta=\Delta(G)$, and $k=f(\Delta, r)$. By (5.3), there must be a $k$-list $L$ such that

$$
\begin{equation*}
G \text { does not have a linear }(L, r) \text {-coloring. } \tag{5.4}
\end{equation*}
$$

In the arguments below, we will obtain a $K_{4}$-minor free graph $H$ by making local modifications of $G$ such that $|V(H)|<|V(G)|$. By (5.3), $H$ has a linear $(L, r)$-coloring $c$. To obtain a contradiction, we shall extend and modify $c$ to a linear $(L, r)$-coloring of $G$.

Claim 1. $\delta(G)=2$.
By contradiction, assume that $x \in D_{1}(G)$ with $N_{G}(x)=\{u\}$. Define $H=G-x$. Then $H$ is also $K_{4}$-minor free and $|V(H)|<|V(G)|$. By (5.3), $H$ admits a linear $(L, r)$-coloring $c$. By (5.1), $|c[u]| \leq \max \{r,\lceil\Delta / 2\rceil\}<k \leq|L(x)|$. Therefore, $c$ can be extended to a linear $(L, r)$-coloring of $G$ by defining $c(x) \in L(x)-c[u]$, contrary to (5.4).

Claim 2. $D_{2}(G)$ is an independent set.
By contradiction, assume that for some $x, y \in D_{2}(G), x y \in E(G)$. Denote $N_{G}(x)=\{u, y\}$ and $N_{G}(y)=\{v, x\}$. Let $H=G-x+u y$ (if $u \neq v$ ) or $H=G-x$ if $(u=v)$. As $H$ is $K_{4}$-minor free with $|V(H)|<|V(G)|$, by (5.3), $H$ has a linear $(L, r)$-coloring $c$ with $S(c)=V(G)-\{x\}$. By (5.1), $c[y]=\{c(y), c(v)\}$. It follows that $|c[u] \cup c[y]| \leq|c[u]|+|c[y]| \leq \max \{r,\lceil\Delta / 2\rceil\}+2<k \leq$ $|L(x)|$. Thus, $c$ can be extend to a linear $(L, r)$-coloring of $G$ by defining $c(x) \in L(x)-(c[u] \cup c[y])$, contrary to (5.4).

By Lemma 5.2.1 and Claims 1 and 2, $G$ contains a vertex $u$ with $d_{G}(u) \geq 3$ such that $1 \leq s_{G}(u) \leq 2$. In the rest of the proof, we always assume that $u$ is such a vertex. For each $x \in S_{G}(u)$, define

$$
\begin{equation*}
M_{G}(u, x)=N_{G}(x) \cap N_{G}(u) \cap D_{2}(G) \text { and } m_{G}(x)=\left|M_{G}(u, x)\right| . \tag{5.5}
\end{equation*}
$$

Since $d_{G}(u) \geq 3$ such that $s_{G}(u) \leq 2$, there exists a $z \in S_{G}(u)$ with $m_{G}(z) \geq 1$. Throughout the rest of this section, we assume that $x$ is a vertex in $S_{G}(u)$ with $m_{G}(x) \geq 1$. We have the following claim.

Claim 3. $s_{G}(u)=2$.
If $m_{G}(x)=1$, then $m_{G}(y) \leq 1$. When $m_{G}(y)=0$, we have $u x, u y \in E(G)$; and either $u x \in E(G)$ or $u y \in E(G)$ when $m_{G}(y)=1$. Hence, without loss of generality, we may assume that $u x \in E(G)$. Thus, $|c[u] \cup c[x]|=|c[x]|+|c[u] \backslash c[x]| \leq d(x)+2<k$. Otherwise, $m_{G}(x) \geq 2$. If $u y \in E(G)$, then $m_{G}(x) \geq(d(u)-1) / 2$ and $|c[u] \cup c[x]|=|c[x]|+|c[u] \backslash c[x]| \leq d(x)+(d(u)-1-$ $\left.m_{G}(x)\right)+1 \leq d(x)+(d(u)-1) / 2+1 \leq 3 r / 2+1 / 2<k$. If $u y \neq E(G)$, then $m_{G}(x) \geq d(u) / 2$ and $|c[u] \cup c[x]|=|c[x]|+|c[u] \backslash c[x]| \leq d(x)+\left(d(u)-m_{G}(x)\right)+1 \leq d(x)+d(u) / 2+1 \leq 3 r / 2+1<k$.

Claim 4. Let $w \in M_{G}(u, x)$ and $c$ be a linear (L,r)-coloring of $G-w$ with $c(u) \neq c(x)$. Then $\max \left\{d_{G}(u), d_{G}(x)\right\} \leq r$.

By contradiction and assume that $\max \left\{d_{G}(u), d_{G}(x)\right\}=d_{G}(u)>r$. Since $w \in M_{G}(u, x)$, we have $d_{G-w}(u) \geq r$, then $c\left(N_{G-w}(u)\right) \geq r$. By (5.1), $|c[u]| \leq\lceil\Delta / 2\rceil$, and so $|c[u] \cup c[x]| \leq$ $|c[u]|+|c[x]| \leq\lceil\Delta / 2\rceil+\max \{r,\lceil\Delta / 2\rceil\}<k \leq|L(w)|$. As $c(u) \neq c(x)$ and $|c[u] \cup c[x]|<|L(w)|$, the partial linear ( $L, r$ )-coloring $c$ can be extended to a linear $(L, r)$-coloring of $G$ by choosing $c(w) \in L(w)-(c[u] \cup c[x])$, contrary to (5.4).

Recall that $k=f(\Delta, r)$. We have the following claim.
Claim 5. $\lfloor 3 r / 2\rfloor+1<k$.
If $\lceil\Delta / 2\rceil \leq r \leq \Delta$, then $k=\max \{r,\lceil\Delta / 2\rceil\}+\lceil\Delta / 2\rceil+2=r+\lceil\Delta / 2\rceil+2$. Thus, $\lfloor 3 r / 2\rfloor+1=$ $r+\lfloor r / 2\rfloor+1 \leq r+\lceil\Delta / 2\rceil+1<k$. If $1 \leq r \leq\lceil\Delta / 2\rceil$, then $k=\max \{r,\lceil\Delta / 2\rceil\}+\lceil\Delta / 2\rceil+2=$ $2\lceil\Delta / 2\rceil+2$. It follows that $\lfloor 3 r / 2\rfloor+1 \leq 3 r / 2+1 \leq 3 / 2\lceil\Delta / 2\rceil+1<k$.

By Claim $3, s_{G}(u)=2$. Let $S_{G}(u)=\{x, y\}$. Then by the definition of $S_{G}(u)$, it follows that $N_{G}(u) \subseteq N_{G}(x) \cup N_{G}(y) \cup\{x, y\}$. Without loss of generality, we shall always assume that $m_{G}(x) \geq m_{G}(y)$. Since $s_{G}(u) \geq 3$, we have $m_{G}(x) \geq 1$. Pick $w \in M_{G}(u, x)$ and define $H=G-w$. By (5.3), $H$ has a linear $(L, r)$-coloring $c$. We now proceed the proof of Theorem 5.1.1 by a case analysis.

Case 1. $x u \in E(G)$.
As $x u \in E(H), c(u) \neq c(x)$. By Claim 4, we have $\max \left\{d_{G}(u), d_{G}(x)\right\} \leq r$. Since $x \in N_{G}(u)$, we have $|c[u] \cup c[x]| \leq d_{G}(u)+d_{G}(x)-m_{G}(x)-1$. By $m_{G}(x)+m_{G}(y) \geq d_{G}(u)-2$ and by $m_{G}(x) \geq m_{G}(y)$, we conclude that $m_{G}(x) \geq\left\lceil\left(d_{G}(u)-2\right) / 2\right\rceil=\left\lceil d_{G}(u) / 2\right\rceil-1$. Hence

$$
\begin{aligned}
|c[u] \cup c[x]| & \leq d_{G}(u)+d_{G}(x)-m_{G}(x)-1 \leq d_{G}(u)+d_{G}(x)-\left\lceil d_{G}(u) / 2\right\rceil \\
& \leq\left\lfloor d_{G}(u) / 2\right\rfloor+d_{G}(x) \leq\lfloor 3 r / 2\rfloor<k \leq|L(w)| .
\end{aligned}
$$

As $c(u) \neq c(x), c$ can be extended to a linear $(L, r)$-coloring of $G$ by taking $c(w) \in L(w)-(c[u] \cup$ $c[x]$ ), contrary to (5.4). This proves Case 1.
Case 2. Both $x u \notin E(G)$ and $y u \notin E(G)$.
Since $x u, y u \notin E(G)$ and $m_{G}(x) \geq m_{G}(y)$, we conclude that $m_{G}(x) \geq\left\lceil d_{G}(u) / 2\right\rceil \geq 2$. and so there exists a $w^{\prime} \in N_{H}(x) \cap N_{H}(u) \cap D_{2}(H)$, This implies that $c(u) \neq c(x)$. By Claim 4, we have $\max \left\{d_{G}(u), d_{G}(x)\right\} \leq r$. Since $x$ is not adjacent to $u$, we have $|c[u] \cup c[x]| \leq$ $d_{G}(u)+d_{G}(x)-m_{G}(x)+1$. Hence

$$
\begin{aligned}
|c[u] \cup c[x]| & \leq d_{G}(u)+d_{G}(x)-m_{G}(x)+1 \leq d_{G}(u)+d_{G}(x)-\left\lceil d_{G}(u) / 2\right\rceil+1 \\
& \leq\left\lfloor d_{G}(u) / 2\right\rfloor+d_{G}(x)+1 \leq\lfloor 3 r / 2\rfloor+1<k \leq|L(w)| .
\end{aligned}
$$

As $c(u) \neq c(x), c$ can be extended to a linear $(L, r)$-coloring of $G$ by choosing $c(w) \in L(w)-$ $(c[u] \cup c[x])$, contrary to (5.4). This proves Case 2.
Case 3. Both $x u \notin E(G)$ and $y u \in E(G)$.
If $m_{G}(x)=m_{G}(y)$, we may interchange $x$ and $y$, and so Case 3 becomes Case 1 . Hence we may assume that $m_{G}(x)>m_{G}(y)$.
Case 3.1. $d_{G}(u)$ is odd.
Since $d_{G}(u)$ is odd, $m_{G}(x)+m_{G}(y)=d_{G}(u)-1$ is even, and so $m_{G}(x) \geq m_{G}(y)+2 \geq 2$.
Case 3.1.1. $\quad m_{G}(x) \geq m_{G}(y)+4$.
Since $m_{G}(x) \geq m_{G}(y)+4 \geq 4, M_{H}(u, x) \neq \emptyset$, and so $c(u) \neq c(x)$. By Claim 4, we have $\max \left\{d_{G}(u), d_{G}(x)\right\} \leq r$. Hence,

$$
\begin{aligned}
|c[u] \cup c[x]| & \leq d_{G}(u)+d_{G}(x)-m_{G}(x)+1 \leq d_{G}(u)+d_{G}(x)-\left(d_{G}(u)+3\right) / 2+1 \\
& =\left\lfloor d_{G}(u) / 2\right\rfloor+d_{G}(x) \leq\lfloor 3 r / 2\rfloor<k \leq|L(w)| .
\end{aligned}
$$

As $c(u) \neq c(x), c$ can be extended to a linear $(L, r)$-coloring of $G$ by choosing $c(w) \in L(w)-$ $(c[u] \cup c[x])$, contrary to (5.4).
Case 3.1.2. $m_{G}(x)=m_{G}(y)+2$.
If $m_{G}(x)=m_{G}(y)+2 \geq 2$, then $M_{H}(u, x) \neq \emptyset$, and so $c(u) \neq c(x)$. By Claim 4, we have $\max \left\{d_{G}(u), d_{G}(x)\right\} \leq r$. If $d_{G}(u)<r$, then

$$
\begin{aligned}
|c[u] \cup c[x]| & \leq d_{G}(u)+d_{G}(x)-m_{G}(x)+1 \leq d_{G}(u)+d_{G}(x)-\left(d_{G}(u)+1\right) / 2+1 \\
& =\left(d_{G}(u)+1\right) / 2+d_{G}(x) \leq\lfloor r / 2\rfloor+d_{G}(x) \leq\lfloor 3 r / 2\rfloor<k \leq|L(w)| .
\end{aligned}
$$

Thus we assume that $d_{G}(u)=r$. If $x y \in E(G)$, then

$$
\begin{aligned}
|c[u] \cup c[x]| & \leq d_{G}(u)+d_{G}(x)-1-\left(m_{G}(x)-1\right) \leq d_{G}(u)+d_{G}(x)-\left(d_{G}(u)+1\right) / 2 \\
& =\left(d_{G}(u)-1\right) / 2+d_{G}(x) \leq\lfloor r / 2\rfloor+d_{G}(x) \\
& \leq\lfloor 3 r / 2\rfloor<k \leq|L(w)| .
\end{aligned}
$$

Next we assume that $d_{G}(u)=r$ and $x y \notin E(G)$. In this case,

$$
\begin{aligned}
|c[u] \cup c[x]| & \leq d_{G}(u)+d_{G}(x)-\left(m_{G}(x)-1\right) \leq d_{G}(u)+d_{G}(x)-\left(d_{G}(u)+1\right) / 2+1 \\
& =\left(d_{G}(u)-1\right) / 2+d_{G}(x)+1 \leq\lfloor r / 2\rfloor+d_{G}(x)+1 \\
& \leq\lfloor 3 r / 2\rfloor+1<k \leq|L(w)| .
\end{aligned}
$$

In any cases, as $c(u) \neq c(x), c$ can be extended to a linear $(L, r)$-coloring of $G$ by choosing $c(w) \in L(w)-(c[u] \cup c[x])$, contrary to (5.4). This proves Case 3.1.
Case 3.2. $d_{G}(u)$ is even.
Since $d_{G}(u)$ is even, $m_{G}(x)+m_{G}(y)=d_{G}(u)-1$ is odd and $m_{G}(x) \geq m_{G}(y)+1$.
If $m_{G}(x) \geq m_{G}(y)+3 \geq 3$, then $m_{H}(x) \geq 2$, and so $c(u) \neq c(x)$. By Claim 4, we have $\max \left\{d_{G}(u), d_{G}(x)\right\} \leq r$, and so $|c[u] \cup c[x]| \leq d_{G}(u)+d_{G}(x)-m_{G}(x)+1 \leq d_{G}(x)+d_{G}(u) / 2 \leq$ $\lfloor 3 r / 2\rfloor+1<k \leq|L(w)|$. As $c(u) \neq c(x), c$ can be extended to a linear $(L, r)$-coloring of $G$ by choosing $c(w) \in L(w)-(c[u] \cup c[x])$, contrary to (5.4).

Hence $m_{G}(x) \leq m_{G}(y)+2$. Since $m_{G}(x)+m_{G}(y)$ is odd, we may assume that $m_{G}(x)=$ $m_{G}(y)+1$. Since $d_{G}(u) \geq 4, m_{G}(y)=d_{G}(u) / 2-1 \geq 1$. Choose $w^{\prime} \in M_{G}(u, y)$ and let $H^{\prime \prime}=G-w^{\prime}$. By (5.3), $H^{\prime \prime}$ has an ( $L, r$ )-coloring $c$. As $u y \in E(G), c(u) \neq c(y)$. By Claim 4, we have $\max \left\{d_{G}(u), d_{G}(y)\right\} \leq r$. Hence

$$
\begin{aligned}
|c[u] \cup c[y]| & \leq d_{G}(u)+d_{G}(y)-m_{G}(y)-1 \leq d_{G}(u)+d_{G}(y)-d_{G}(u) / 2 \\
& =d_{G}(u) / 2+d_{G}(y) \leq\lfloor 3 r / 2\rfloor<k \leq|L(w)| .
\end{aligned}
$$

It follows from $c(u) \neq c(x)$ that $c$ can be extended to a linear $(L, r)$-coloring of $G$ by defining $c(w) \in L(w)-(c[u] \cup c[x])$, contrary to (5.3). This completes the proof for Case 3.2.

Since every case leads to a contradiction, this establishes the theorem and completes the proof.

### 5.3 Proof of Theorem 5.1.2

The best know bound for linear chromatic number of planar graphs so far was obtained by Cai, Xie and Yang (see [14]) as shown in Theorem 5.3.1 below. In the proof of Theorem 5.3.1, the authors always count the number of available colors for uncolored vertex and never apply the technique of exchange colors. Hence the result can be extended to list version. The main purpose of this section is to extend Theorem 5.3.1 to linear ( $L, 2$ )-hued chromatic.

Theorem 5.3.1. (Cai, Xie and Yang, [14]) If $G$ is a planar graph with $\Delta=\Delta(G)$, then $\chi_{L}^{\ell}(G) \leq \Delta+7$.

The following lemma will be needed in our arguments.

Lemma 5.3.2. (Fan et al. [35]) If a graph $G$ with minimum degree $\delta \geq 2 r-1$, then $\chi_{L, r}^{\ell}(G)=$ $\chi_{L}^{\ell}(G)$.

Proof of Theorem 5.1.2. Let $G$ be a planar graph, and let $k=\Delta+7$. Suppose that $L$ is a $k$-list of $G$. We prove the theorem by induction on $|V(G)|$, and so we may assume that $G$ is connected. If $|V(G)| \leq \Delta+7$, then the theorem holds trivially. Hence assume that $G$ is a planar graph with $|V(G)| \geq \Delta+8$. As $G$ is a planar graph, $\delta(G) \leq 5$. If $3 \leq \delta(G) \leq 5$, then $\chi_{L, 2}^{\ell}(G)=\chi_{L}^{\ell}(G) \leq \Delta+7$ by Lemma 5.3.2. Next we assume that $1 \leq \delta(G) \leq 2$. In the arguments below, we will first obtain a partial $(L, 2)$-coloring $c$ of $G$. Then extend $c$ to an $(L, 2)$-coloring of $G$ to complete the inductive proof.
Case 1. $\delta(G)=1$.
Let $v \in D_{1}(G)$ with $N_{G}(v)=\{u\}$. Since $|V(G)| \geq \Delta+8$ and since $G$ is connected, we have $d_{G}(u) \geq 2$. By induction, $G-v$ has a linear $(L, 2)$-coloring $c$. By (5.1), $|c[u]| \leq \max \left\{2,\left\lceil\frac{\Delta}{2}\right\rceil\right\}<k$, and so $c$ can be extended to a linear $(L, 2)$-coloring of $G$ by assigning $c(v) \in L(v)-c[u]$.
Case 2. $\delta(G)=2$.
Let $v \in D_{2}(G)$ with $N_{G}(v)=\{x, y\}$. Let $H=(G-v)+x y$ (if $\left.x y \notin E(G)\right) H=G-v$ (if $x y \in$ $E(G))$. By induction, $H$ has a linear ( $L, 2$ )-coloring $c$. Thus $c$ is a partial $(k, 2)$-coloring of $G$. By (5.1), we have $|c[x] \cup c[y]| \leq|c[x]|+|c[y]| \leq \max \left\{2,\left\lceil\frac{\Delta}{2}\right\rceil\right\}+\max \left\{2,\left\lceil\frac{\Delta}{2}\right\rceil\right\} \leq \max \{4, \Delta+1\}<k$, and so $c$ can be extended to a linear $(L, 2)$-coloring of $G$ by defining $c(v) \in L(v)-(c[x] \cup c[y])$. This completes the proof of the theorem.

## Chapter 6

## Disjoint Spanning Arborescences in $k$-arc-strong Digraphs

### 6.1 Main Results

In Section 6.2 , we prove that $\lambda(D) \geq k$ if and only if for any vertex $v \in V(D), D$ has $k$-arc-disjoint spanning arborescences rooted at $v$, thereby obtaining a digraph result analogous to Theorem 1.3.1. Moreover, we determine the extremal value $\min \{|A(D)|: D \in \mathcal{A}(k)$ and $|V(D)|=n\}$. In Section 6.3, we prove a characterization of uniformly dense digraphs analogous to the characterization of uniformly dense undirected graphs in [15].

### 6.2 Relationship Between $k$-arc-strong Connectivity and Disjoint Spanning Arborescences

We start with some digraph families with certain properties arc-disjoint spanning arborescences. This section is mainly devoted to the study of the relationship between $\mathcal{D}(k)$ and the following seemingly different families of digraphs.

Definition 6.2.1. Let $T$ be an oriented tree with a fixed vertex $r \in V(T) . T$ is an outarborescence rooted at $r$ (or an $r^{+}$-arborescence) if $d_{T}^{-}(r)=0$ and for any $v \in V(T)-r$, $d_{T}^{-}(v)=1 ; T$ is an in-arborescence rooted at $r$ (or an $r^{-}$-arborescence) if $d_{T}^{+}(r)=0$ and for any $v \in V(T)-r, d_{T}^{+}(v)=1$. In either case, $r$ is called the root of $T$.

Thus an arborescence is an out-arborescence, and an $r$-arborescence is an $r^{+}$-arborescence. For any function $f: V(D) \rightarrow \mathbb{R}^{+}$and any subset $S \subseteq V(D)$, define $f(S)=\sum_{v \in S} f(v)$.

Definition 6.2.2. Let $k \geq s \geq 1$ be integers.
(i) Let $\mathcal{A}_{1}(k, s)$ be the family of digraphs such that $D \in \mathcal{A}_{1}(k, s)$ if and only if for any $S \subseteq V(D)$
with $|S| \leq s, D$ has $k$ arc-disjoint spanning out-arborescences whose roots are in $S$.
(ii) Let $\mathcal{A}_{2}(k, s)$ be the family of digraphs such that $D \in \mathcal{A}_{2}(k, s)$ if and only if for any $S \subseteq V(D)$ with $|S| \leq s, D$ has $k$ arc-disjoint spanning in-arborescences whose roots are in $S$.
(iii) Let $\mathcal{A}_{3}(k, s)$ be the family of digraphs such that $D \in \mathcal{A}_{3}(k, s)$ if and only if for any $u, l$ : $V(D) \rightarrow \mathbb{R}^{+}$with $u \geq l$, and for any $S \subseteq V(D)$ with $|S| \leq s$ and with $u(S) \geq k \geq l(S), D$ has $k$ arc-disjoint spanning out-arborescences whose roots are in $S$ in such a way that every $r \in S$ is the root of at least $l(r)$ and at most $u(r)$ of such spanning arborescences.
(iv) Let $\mathcal{A}_{4}(k, s)$ be the family of digraphs such that $D \in \mathcal{A}_{4}(k, s)$ if and only if for any $u, l$ : $V(D) \rightarrow \mathbb{R}^{+}$with $u \geq l$, and for any $S \subseteq V(D)$ with $|S| \leq s$ and with $u(S) \geq k \geq l(S), D$ has $k$ arc-disjoint spanning in-arborescences whose roots are in $S$ in such a way that every $r \in S$ is the root of at least $l(r)$ and at most $u(r)$ of such spanning arborescences.

For each $i \in\{1,2,3,4\}$, define

$$
\begin{equation*}
f_{i}(n, k, s)=\min \left\{|A(D)|: D \in \mathcal{A}_{i}(k, s) \text { is strict with }|V(D)|=n\right\} . \tag{6.1}
\end{equation*}
$$

For a digraph $D$, let $D^{-}$denote the digraph obtained from $D$ by reversing the orientation of each arc of $D$. Then for any $r \in V(D)=V\left(D^{-}\right)$, an $r^{+}$-arborescence of $D$ is an $r^{-}$-arborescence of $D^{-}$. Therefore, $f_{1}(n, k, s)=f_{2}(n, k, s)$ and $f_{3}(n, k, s)=f_{4}(n, k, s)$. As an application of our main result in this section, we shall determine the values of these functions. The following theorem of Edmonds is very useful. Edmonds [27] proved Part (i) of Theorem 6.2.3, and Part (ii) of Theorem 6.2.3 follows immediately from Part (i) by applying Part (i) to $D^{-}$.

Theorem 6.2.3. (Edmonds [27]) Let $D$ be a digraph and $r \in V(D)$.
(i) Then $D$ has $k$-arc-disjoint spanning $r^{+}$-arborescences if and only if for any nonempty subset $S \subseteq V(D)-r, d_{D}^{-}(S) \geq k$.
(ii) Then $D$ has $k$-arc-disjoint spanning $r^{-}$-arborescences if and only if for any nonempty subset $S \subseteq V(D)-r, d_{D}^{+}(S) \geq k$.

Now we can state and prove our main result in this section.
Theorem 6.2.4. Let $k \geq s>0$ be integers. The following holds.

$$
\begin{aligned}
\mathcal{D}(k) & =\mathcal{A}_{1}(k, 1)=\mathcal{A}_{2}(k, 1)=\mathcal{A}_{1}(k, s)=\cdots= \\
& =\mathcal{A}_{2}(k, s)=\mathcal{A}_{3}(k, s)=\mathcal{A}_{4}(k, s)
\end{aligned}
$$

Proof. We first observe that by Definition 6.2.2, we have $\mathcal{A}_{1}(k, s) \subseteq \mathcal{A}_{1}(k, 1)$ and $\mathcal{A}_{2}(k, s) \subseteq$ $\mathcal{A}_{2}(k, 1)$. By choosing $u=l$, we also have $\mathcal{A}_{3}(k, s) \subseteq \mathcal{A}_{1}(k, s)$ and $\mathcal{A}_{4}(k, s) \subseteq \mathcal{A}_{2}(k, s)$. It suffices to prove that $\mathcal{A}_{1}(k, 1) \subseteq \mathcal{A}_{3}(k, s), \mathcal{A}_{2}(k, 1) \subseteq \mathcal{A}_{4}(k, s)$, and $\mathcal{D}(k)=\mathcal{A}_{1}(k, 1)=\mathcal{A}_{2}(k, 1)$. Proof of $\mathcal{D}(k)=\mathcal{A}_{1}(k, 1)=\mathcal{A}_{2}(k, 1)$. For any $D \in \mathcal{D}(k)$, and for any $\emptyset \neq S \subseteq V(D)-r$, since $D \in \mathcal{D}(k)$, both $d_{D}^{-}(X) \geq k$ and $d_{D}^{+}(X) \geq k$, and so by Theorem 6.2.3, both $D \in \mathcal{A}_{1}(k, 1)$ and $D \in \mathcal{A}_{2}(k, 1)$. Hence $\mathcal{D}(k) \subseteq \mathcal{A}_{1}(k, 1) \cap \mathcal{A}_{2}(k, 1)$.

Let $D \in \mathcal{A}_{1}(k, 1)$. For any $\emptyset \neq X \subset V(D)$, choose a vertex $r \in X$. Since $D \in \mathcal{A}_{1}(k, 1), D$ has $k$-spanning $r^{+}$-arborescences. Since every spanning $r^{+}$-arborescences must have at least on arc in $\partial_{D}^{+}(X)$, we have $d_{D}^{+}(X) \geq k$. This implies $\mathcal{A}_{1}(k, 1) \subseteq \mathcal{D}(k)$. With a similar argument, we also have $\mathcal{A}_{2}(k, 1) \subseteq \mathcal{D}(k)$. This justifies $\mathcal{D}(k)=\mathcal{A}_{1}(k, 1)=\mathcal{A}_{2}(k, 1)$.
Proof of $\mathcal{A}_{1}(k, 1) \subseteq \mathcal{A}_{3}(k, s)$ and $\mathcal{A}_{2}(k, 1) \subseteq \mathcal{A}_{4}(k, s)$. By symmetry, it suffices to prove $\mathcal{A}_{1}(k, 1) \subseteq \mathcal{A}_{3}(k, s)$.
Let $D \in \mathcal{A}_{1}(k, 1)$. Suppose that a subset $S \subseteq V(D)$ with $|S| \leq s$, and functions $u, l: V(D) \rightarrow \mathbb{R}^{+}$ with $u \geq l$ and with $u(S) \geq k \geq l(S)$ are given. Let $S=\left\{x_{1}, x_{2}, \cdots, x_{s}\right\}$ and $K_{1}=k-l(S)$. Define $a_{1}=\min \left\{K_{1}, u\left(x_{1}\right)-l\left(x_{1}\right)\right\}$. Inductively, assume that $a_{1}, a_{2}, \cdots, a_{h}$ and $K_{1}, K_{2}, \cdots, K_{h}$ have been defined. If $h<s$, then define $K_{h+1}=K_{h}-a_{h}$ and $a_{h+1}=\min \left\{K_{h+1}, u\left(x_{h+1}\right)-\right.$ $\left.l\left(x_{h+1}\right)\right\}$. We claim the following.

$$
\left\{\begin{array}{l}
l\left(x_{i}\right) \leq l\left(x_{i}\right)+a_{i} \leq u\left(x_{i}\right), \text { for each } i \text { with } 1 \leq i \leq s,  \tag{6.2}\\
\sum_{i=1}^{s}\left[l\left(x_{i}\right)+a_{i}\right]=k
\end{array}\right.
$$

Since $u \geq l$, by the definition of the $a_{i}$ 's, we conclude that $a_{i} \geq 0$ and so $l\left(x_{i}\right) \leq l\left(x_{i}\right)+a_{i} \leq$ $l\left(x_{i}\right)+u\left(x_{i}\right)-l\left(x_{i}\right)=u\left(x_{i}\right)$. Let $t$ be the smallest integer with $1 \leq t \leq s$ such that $a_{t}=K_{t}$. If $t<s$, then by the definition of $K_{t^{\prime}}$ and $a_{t^{\prime}}$, for any $s \geq t^{\prime}>t$, we have $K_{t^{\prime}}=0$, and so $a_{t^{\prime}}=0$. Thus the second equality in (6.2) follows as shown below.

$$
\begin{aligned}
\sum_{i=1}^{s}\left[l\left(x_{i}\right)+a_{i}\right] & =l(S)+\sum_{i=1}^{t} a_{i}=l(S)+\sum_{i=1}^{t-1} a_{i}+K_{t} \\
& =l(S)+\sum_{i=1}^{t-1} a_{i}+\left(K_{t-1}-a_{t-1}\right) \\
& =l(S)+\sum_{i=1}^{t-2} a_{i}+\left(K_{t-2}-a_{t-2}\right)=\cdots= \\
& =l(S)+K_{1}=l(S)+(k-l(S))=k .
\end{aligned}
$$

We now construct a new graph $D^{\prime}$ from $D$ by adding a new vertex $r \notin V(D)$, such that for each $x_{i} \in S$, there is a set $A_{i}$ of exactly $l\left(x_{i}\right)+a_{i}$ parallel arcs from $r$ to $x_{i}$. By this definition and by (6.2), we have $d_{D^{\prime}}^{+}(r)=\sum_{i=1}^{s}\left[l\left(x_{i}\right)+a_{i}\right]=k$ and $d_{D^{\prime}}^{-}(r)=0$. Since $D \in \mathcal{A}_{1}(k, 1)$ and since $\mathcal{D}(k)=\mathcal{A}_{1}(k, 1)$, we have $D \in \mathcal{D}(k)$. For any $X \subseteq V(D)$, if $X \neq V(D)$, then

$$
d_{D^{\prime}}^{-}(X)=d_{D}^{-}(X)+\left|(\{r\}, X \cap S)_{D^{\prime}}\right|,
$$

and so $d_{D^{\prime}}^{-}(X) \geq d_{D}^{-}(X)$. As $D \in \mathcal{D}(k)$, we have $d_{D^{\prime}}^{-}(X) \geq k$. If $X=V(D)$, then $d_{D^{\prime}}^{-}(V(D))=$ $d_{D^{\prime}}^{+}(r)=k$. It follows by Theorem 6.2.3 that $D^{\prime}$ has $k$-arc-disjoint spanning $r$-arborescences $T_{1}, T_{2}, \cdots, T_{k}$. Since $d_{D^{\prime}}^{+}(r)=k$, every arc in $\partial_{D^{\prime}}^{+}(r)$ is in exactly one of these $T_{i}$ 's. Hence for
each $x_{i} \in S$, there are exactly $l\left(x_{i}\right)+a_{i}$ of these $T_{i}$ 's, each of which contains one arc parallel to $\left(r, x_{i}\right)$ in $A_{i}$ as the only arc entering $x_{i}$ in the arborescence. It follows that by removing $r$ from these arborescences, we obtained exactly $l\left(x_{i}\right)+a_{i}$ arc-disjoint $x_{i}$-arborescences of $D$. Consequently, by (6.2), $D$ has $k$ arc-disjoint spanning out-arborescences whose roots are in $S$ in such a way that every $x_{i} \in S$ is the root of at least $l\left(x_{i}\right)$ and at most $u\left(x_{i}\right)$ of such spanning arborescences. As $S$ is arbitrarily, this implies that $D \in \mathcal{A}_{3}(k, s)$, and so $\mathcal{A}_{1}(k, 1) \subseteq \mathcal{A}_{3}(k, s)$. With a similar argument, we also have $\mathcal{A}_{2}(k, 1) \subseteq \mathcal{A}_{2}(k, s)$. This completes the proof of the theorem.

By Theorem 6.2.4, we can obtain the following digraph versions of Theorem 1.3.1. As shown in Theorem 6.2.4, we have $\mathcal{D}(k)=\mathcal{A}_{1}(k, 1)=\mathcal{A}_{2}(k, 1)$, which immediately justifies Corollary 6.2.5

Corollary 6.2.5. Let $D$ be a digraph and let $k$ be a positive integer. The following are equivalent. (i) $\lambda(D) \geq k$.
(ii) For every vertex $v, D$ has $k$-arc-disjoint spanning $v^{+}$-arborescen-ces.
(iii) For every vertex $v, D$ has $k$-arc-disjoint spanning $v^{-}$-arboresce-nces.

Corollary 6.2.6. Let $n>k>0$ be integers, and $D$ be a strict digraph on $n$ vertices. Then $D \in \mathcal{D}(k)$ if and only if for any vertex $v \in V(D)$, there exists an arc subset $X$ with $|X| \leq k$ such that $D-X$ has $k$-arc-disjoint spanning $v^{+}$-arborescences.

Proof. Suppose $D \in \mathcal{D}(k)$. Then by Theorem 6.2.4, $\mathcal{D}(k)=\mathcal{A}_{1}(k, 1)$, and so for any vertex $v \in V(D), D$ has $k$-arc-disjoint spanning $v^{+}$-arborescences $T_{1}, T_{2}, \ldots, T_{k}$. By Theorem 6.2.9, $|A(D)| \geq n k$, and so $\left|A(D)-\cup_{i=1}^{k} E\left(T_{i}\right)\right| \geq k n-k(n-1)=k$. It follows that there exists a subset $X \subseteq A(D)-\cup_{i=1}^{k} E\left(T_{i}\right)$ with $|X|=k$, and so $D-X$ has $k$-arc-disjoint spanning $v^{+}$-arborescences.
Conversely, for any non empty proper subset $S \subset V(D)$ with $S \neq \emptyset$, pick a vertex $v \in S$. By assumption, there exists an arc subset $X \subset A(D)$ such that $D-X$ has $k$-arc-disjoint spanning arborescences. It follows that there must be at least $k$ arcs on these arborescences going from $S$ to $V(D)-S$, and so $\left|\partial_{D}^{+}(S)\right| \geq k$. By definition, $D \in \mathcal{D}(k)$. This proves the corollary.

To determine values of the functions defined in (6.1), we need former results of Walecki and of Tillson. In Theorems 6.2.7 and 6.2.8, $m \geq 1$ is an integer.

Theorem 6.2.7. (Waleski, see e.g. [13], [70] for the construction.) The edges of the complete graph on $2 m+1$ vertices can be decomposed into $m$ edge-disjoint Hamilton cycles.

Theorem 6.2.8. (Tillson [90]) For $2 m \geq 8$, the arcs of the complete digraph on $2 m$ vertices can be decomposed into $2 m-1$ arc-disjoint directed Hamilton cycles.

Theorem 6.2.9. For each $i \in\{1,2,3,4\}$, and for any integers $k, n, s$ with $n \geq k+1$, and $n>s>0$,

$$
\begin{equation*}
f_{i}(n, k, s)=n k . \tag{6.3}
\end{equation*}
$$

Proof. Note that $\mathcal{A}(k)=\mathcal{A}_{1}(k, 1)$. Define

$$
\begin{equation*}
F(n, k)=\min \{|A(D)|: D \in \mathcal{D}(k) \text { is strict with }|V(D)|=n\} . \tag{6.4}
\end{equation*}
$$

By Theorem 6.2.4, for $1 \leq i \leq 4$, we have $F(n, k)=f_{i}(n, k, s)$. For any $D \in D(k)$ and for any $v \in V(D)$, we have $d_{D}^{+}(v) \geq k$, and so $|A(D)|=\sum_{v \in V(D)} d_{D}^{+}(v) \geq n k$. Hence $F(n, k) \geq n k$.

To show that $F(n, k) \leq n k$, for any $n$ and any $k \leq n-1$, we shall construct a strict digraph $D \in D(k)$ such that

$$
\begin{equation*}
\text { for any } v \in V(D) \text {, we have } d_{D}^{+}(v)=d_{D}^{-}(v)=k \tag{6.5}
\end{equation*}
$$

If such a digraph $D$ can be constructed, then $F(n, k) \leq|A(D)|=n k$, and so (6.3) is justified.
For each integer $n \geq 3$, let $K_{n}$ denote the complete (undirected) graph on $n$ vertices and $K_{n}^{*}$ denote the strict complete digraph on $n$ vertices. For each $n \geq 3$ with $n \notin\{4,6\}$ and for each $1 \leq k \leq n-1$, we shall construct a strict digraph $D(n, k)$ on $n$ vertices such that $D(n, k)$ has $k$-arc-disjoint directed Hamilton cycles. To do that, we show that $K_{n}^{*}$ has arc-disjoint directed Hamilton cycles $C_{1}, C_{2}, \cdots C_{n-1}$. Then we define $D(n, k)=K_{n}^{*}\left[E\left(C_{1}\right) \cup E\left(C_{2}\right) \cup \cdots \cup E\left(C_{k}\right)\right]$, for each $k$ with $1 \leq k \leq n-1$. Note that any Hamilton cycle $C$ of $K_{n}$ can be oriented into two arc-disjoint directed Hamilton cycles in $K_{n}^{*}$ with opposite direction to each other. When $n \in\{4,6\}$, we follow the similar idea to proceed the proof except when $k=n-1$. In the rest of the proofs of this theorem, if $H_{1}$ and $H_{2}$ are sub-digraphs of a digraph $D$, then $H_{1} \cup H_{2}$ denotes the sub-digraph induced by the arc set $E\left(H_{1}\right) \cup E\left(H_{2}\right)$. We will construct $D(n, k)$ satisfying (6.5) in each of the following cases.

Case 1: $n \in\{4,6\}$.
Assume that $n \in\{4,6\}$. Then by definition, $K_{n}^{*} \in \mathcal{D}(n-1)$ and $K_{n}^{*}$ satisfies (6.5) with $k=n-1$, and so we have both $D(4,3)$ and $D(6,5)$.

For $n=4$, let $C_{1}^{4}=(0,3,1,2)$ and $C_{2}^{4}=(0,2,1,3)$. Then $D(4,2)=C_{1}^{4} \cup C_{2}^{4}$ and $D(4,1)=C_{1}^{4}$.
For $n=6$, let $C_{1}^{6}=(0,1,2,5,4,3), C_{2}^{6}=(0,5,1,3,2,4), C_{3}^{6}=(0,3,4,5,2,1)$ and $C_{4}^{6}=$ $(0,4,2,3,1,5)$. Then $D(6,4)=C_{1}^{6} \cup C_{2}^{6} \cup C_{3}^{6} \cup C_{4}^{6}, D(6,3)=C_{1}^{6} \cup C_{2}^{6} \cup C_{3}^{6}, D(6,2)=C_{1}^{6} \cup C_{2}^{6}$, and $D(6,1)=C_{1}^{6}$.
Case 2: $n=2 s+1$ and $s \geq 1$.
By Theorem 6.2.7, the edge set of $K_{n}$, the undirected complete graph on $n$ vertices, can be decomposed into $s$ edge-disjoint Hamilton cycles. Each of these Hamilton cycles can have two opposite orientations. These give rise to a decomposition of $E\left(K_{n}^{*}\right)$ into $n-1$ arc-disjoint
directed Hamilton cycles $C_{1}^{n}, C_{2}^{n}, \cdots, C_{n-1}^{n}$. Define $D(n, k)=\bigcup_{i=1}^{k} C_{i}^{n}$, for $k=1,2, \cdots, n-1$. As each $C_{i}^{n}$ is a directed Hamilton cycle, $D(n, k)$ satisfies (6.5).
Case 3: $n=2 s$ and $s \geq 4$.
By Theorem 6.2.8, $E\left(K_{n}^{*}\right)$ can be decomposed into $n-1$ directed Hamiltonian cycles $C_{1}^{n}, C_{2}^{n}$, $\cdots, C_{n-1}^{n}$. Define $D(n, k)=\bigcup_{i=1}^{k} C_{i}^{n}$, for $k=1,2, \cdots, n-1$. As each $C_{i}^{n}$ is a directed Hamilton cycle, $D(n, k)$ satisfies (6.5).
As for each $n \geq 3$ and $k \leq n-1$, a digraph $D(n, k)$ satisfying (6.5) can be found, by (6.4), we have $F(n, k) \leq k n$. This proves (6.3).

### 6.3 Characterization of Uniformly Dense Digraphs

For a graph $G$, we follow [11] to use $c(G)$ to denote the number of components of $G$. Then the strength $\eta(G)$ and fractional arboricity $\gamma(G)$ of $G$ are defined as

$$
\eta(G)=\min _{X \subseteq E(G)}\left\{\frac{|X|}{c(G-X)-c(G)}\right\}
$$

and

$$
\gamma(G)=\max _{X \subseteq E(G)}\left\{\frac{|X|}{V(G[X])-c(G[X])}\right\}
$$

where the minimum and maximum are taken over all subsets $X$ such that the corresponding denominators are not zero. In [15], it has been indicated that the well-known spanning tree packing theorem of Nash-Williams [77] and Tutte [91] can be restated as the following.

Theorem 6.3.1. A nontrivial graph $G$ has $k$ edge-disjoint spanning trees if and only if $\eta(G) \geq k$.
In [15], an attempt to obtain a fractional version of Theorem 1.3.2 was made, and the following characterization is proved.

Theorem 6.3.2. (Catlin et al., Theorem 6 of [15]) Let $G$ be a connected graph. The following are equivalent.
(i) $\gamma(G)(|V(G)|-1)=|E(G)|$.
(ii) $\eta(G)(|V(G)|-1)=|E(G)|$.
(iii) $\eta(G)=\gamma(G)$.
(iv) For any integers $s \geq t>0$ with $\gamma(G)=\frac{s}{t}, G$ has $s$ spanning trees $T_{1}, T_{2}, \cdots, T_{s}$ such that every edge $e \in E(G)$ is in exactly $t$ members in the multiset $\left\{T_{1}, T_{2}, \cdots, T_{s}\right\}$.
(v) For any integers $s \geq t>0$ with $\eta(G)=\frac{s}{t}$, $G$ has $s$ spanning trees $T_{1}, T_{2}, \cdots, T_{s}$ such that every edge $e \in E(G)$ is in exactly $t$ members in the multiset $\left\{T_{1}, T_{2}, \cdots, T_{s}\right\}$.

Any graph $G$ satisfying Theorem 6.3.2(i) is called uniformly dense. See [15] and [48] for more background on uniformly dense graphs. The purpose of this section is to obtain the
digraph version of Theorem 6.3.2. For a digraph $D$ with $n=|V(D)| \geq 2$, let $\mathcal{P}=\mathcal{P}(D)=$ $\left\{\left(X_{1}, X_{2}, \cdots, X_{m}\right) \mid\right.$ where $X_{1}, X_{2}, \cdots X_{p}$ are disjoint nonempty subsets of $\left.V(D)\right\}$. We define

$$
\begin{equation*}
\eta(D)=\min _{\left(X_{1}, X_{2}, \cdots X_{p}\right) \in \mathcal{P}(D), p>1}\left\{\frac{\sum_{i=1}^{p}\left|\partial_{D}^{-}\left(X_{i}\right)\right|}{p-1}\right\} \tag{6.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma(D)=\max _{\left(X_{1}, X_{2}, \cdots X_{p}\right) \in \mathcal{P}(D), p<n}\left\{\frac{|A(D)|-\sum_{i=1}^{p}\left|\partial_{D}^{-}\left(X_{i}\right)\right|}{n-p}\right\} . \tag{6.7}
\end{equation*}
$$

Frank proved two theorems analogues to the spanning tree packing theorem of Nash-Williams ([77]) and Tutte ([91]) and the forest covering theorem of Nash-William ([78]). A branching of a digraph $D$ is a sub digraph $B$ of $D$ such that every weakly connected component of $B$ is an arborescence.

Theorem 6.3.3. (Frank [36]) Let $D$ be a nontrivial digraph. The following are equivalent.
(i) $D$ is has $k$-arc-disjoint spanning arborescences.
(ii) $\eta(D) \geq k$.

Theorem 6.3.4. (Frank [36]) Let $D$ be a nontrivial digraph. The following are equivalent.
(i) $D$ has $k$ branchings such that every arc of $D$ is in at least one of them.
(ii) $\gamma(D) \leq k$.

Following Theorem 6.3.2, it is natural to define a digraph as uniformly dense if $\eta(D)=\gamma(D)$. We will apply Theorems 6.3.3 and 6.3 .4 to obtain the characterization of uniformly dene digraph of Theorem 6.3.2, which justifies the definition of uniformly dense digraphs. We need two lemmas.

Lemma 6.3.5. Let $D$ be a digraph, and $k, t>0$ be integers.
(i) $D$ has $k$ spanning arborescences such that every $e \in A(D)$ lies in at most $t$ of them if and only if $\eta(D) \geq \frac{k}{t}$.
(ii) $D$ has $k$ branchings such that every $e \in A(D)$ lies in at least $t$ of them if and only if $\gamma(D) \leq \frac{k}{t}$.
Proof. Let $D_{t}$ be the digraph obtained from $D$ by replacing each ar $e \in A(D)$ by $t$ parallel $\operatorname{arcs}\left\{e^{1}, e^{2}, \cdots, e^{t}\right\}$, each having the same head and tails as $e$.
Then $D_{t}$ has $k$ arc-disjoint spanning arborescences if and only if $D$ has $k$ spanning arborescences such that every $e \in A(D)$ lies in at most $t$ of them. Moreover, for each $X \subseteq(D)$, we have

$$
t\left|\partial_{D}^{-}(X)\right|=\left|\partial_{D_{t}}^{-}(X)\right| .
$$

By Theorem 6.3.3, $G$ has $k$ branchings such that every $e \in A(D)$ lies in at least $t$ of them if and only if $\eta\left(D_{t}\right) \geq k$. By (6.6), $\eta\left(D_{t}\right) \geq k$ if and only if for any $\left(X_{1}, X_{2}, \ldots, X_{p}\right) \in \mathcal{P}(D)$ with $p>1$,

$$
k \leq \eta\left(D_{t}\right)=\frac{\sum_{i=1}^{p}\left|\partial_{D_{t}}^{-}\left(X_{i}\right)\right|}{p-1}=\frac{\sum_{i=1}^{p} t\left|\partial_{D}^{-}\left(X_{i}\right)\right|}{p-1} .
$$

Thus $\eta(D) \geq \frac{k}{t}$, and so (i) holds. The proof for (ii) is similar and is omitted.

Lemma 6.3.6. Let $D$ be a digraph on $|V(D)|>1$ vertices. Define $d(D)=\frac{|A(D)|}{|V(D)|-1}$, Then

$$
\eta(D) \leq d(D) \leq \gamma(D)
$$

Proof. Choose $p=|V(D)|>1$ and $X_{i}=\left\{v_{i}\right\}$ in (6.6), to get the first inequality. Then choose $p=1$ and $X_{1}=V(D)$ in (6.7) to have the second.

Theorem 6.3.7. Let $D$ be a weakly connected nontrivial digraph on $n$ vertices. The followings are equivalent. (A digraph satisfying any one of the following is called a uniformly dense digraph).
(i) $|A(D)|=\eta(D)(n-1)$.
(ii) $|A(D)|=\gamma(D)(n-1)$.
(iii) $\eta(D)=\gamma(D)$.
(iv) For any integers $s \geq t>0$ such that $\gamma(D)=\frac{s}{t}$. there exists an integer $t>0$ such that $D$ has a family $\mathcal{F}=\left\{T_{1}, T_{2}, \cdots, T_{s}\right\}$ of spanning arborescences such that every $e \in A(D)$ lies in exactly $t$ members in $\mathcal{F}$.
(v) For any integers $s \geq t>0$ such that $\eta(D)=\frac{s}{t}$. there exists an integer $t>0$ such that $D$ has a family $\mathcal{F}=\left\{T_{1}, T_{2}, \cdots, T_{s}\right\}$ of spanning arborescences such that every $e \in A(D)$ lies in exactly $t$ members in $\mathcal{F}$.

Proof. By Lemma 6.3.6, (iii) implies (i) and (ii). It remains to show that each of (i) and (ii) implies (iv), and (iv) implies (iii).
(i) $\Longrightarrow$ (iv). (The proof for (ii) $\Longrightarrow$ (iv) is similar, and will be omitted.) For any integers $s \geq t>0$ with $s=t \eta(D)$, by Lemma 6.3.5 (i). $D$ has a family $\mathcal{F}$ of $s$ spanning arborescences such that every arc in $D$ lies in at most $t$ members of $\mathcal{F}$. It follows by (i) that

$$
t(\eta(D)(n-1)=s(n-1) \leq t|A(D)| \leq t \eta(D)(n-1)
$$

This forces that every arc of $D$ is in exactly $t$ members of $\mathcal{F}$.
(iv) $\Longrightarrow$ (iii). Suppose that $D$ has a family $\mathcal{F}$ of $s$ spanning arborescences with the property that every $e \in A(D)$ lies in exactly $t$ members in $\mathcal{F}$. Then by Lemma 6.3.5 and by Lemma 6.3.6,

$$
\gamma(D) \leq \frac{s}{t} \leq \eta(D) \leq \gamma(D)
$$

Hence we must have (iii).

## Chapter 7

## On the Lower Bound of $k$-maximal Digraphs

### 7.1 The Problem

If $G$ is a simple graph, then $G^{c}$ denotes the complement of $G$. If $X \subseteq E\left(G^{c}\right)$, then $G+X$ is the simple graph with vertex set $V(G)$ and edge set $E(G) \cup X$. We will use $G+e$ for $G+\{e\}$. Likewise, if $D$ is a simple digraph, let $D^{c}$ denote the complement of $D$. For $X \subseteq A\left(D^{c}\right)$ and $e \in A\left(D^{c}\right)$, we similarly define the simple digraphs $D+X$ and $D+e$, respectively. If $H, K$ are subdigraphs of $D$, then $H \cup K$ is the subdigraph of $D$ with vertex set $V(H) \cup V(K)$ and arc set $A(H) \cup A(K)$. Throughout this chapter, we use the notation $(u, v)$ to denote an arc oriented from $u$ to $v$ in a digraph. If $W \subseteq V(D)$ or if $W \subseteq A(D)$, then $D[W]$ denotes the subdigraph of $D$ induced by $W$. For $v \in V(D)$, we use $D-v$ for $D[V(D)-\{v\}]$. For graphs $H$ and $G$, we denote $H \subseteq G$ when $H$ is a subgraph of $G$. Similarly, for digraphs $H$ and $D, H \subseteq D$ means $H$ is a subdigraph of $D$. We write $D \cong D^{\prime}$ to represent the fact that $D$ and $D^{\prime}$ are isomorphic digraphs.

Given a graph $G$, Matula [73, 74, 75] first studied the quantity

$$
\bar{\kappa}^{\prime}(G)=\max \left\{\kappa^{\prime}(H): H \subseteq G\right\} .
$$

He called $\bar{\kappa}^{\prime}(G)$ the strength of $G$. Mader [71] considered an extremal problem related to $\bar{\kappa}^{\prime}(G)$. For an integer $k>0$, a simple graph $G$ with $|V(G)| \geq k+1$ is $k$-maximal if $\bar{\kappa}^{\prime}(G) \leq k$ but for any edge $e \in E\left(G^{c}\right), \bar{\kappa}^{\prime}(G+e)>k$. In [71], Mader proved the following.

Theorem 7.1.1. (Mader [71]) If $G$ is a $k$-maximal graph on $n>k \geq 1$ vertices, then

$$
|E(G)| \leq(n-k) k+\binom{k}{2}
$$

Furthermore, this bound is best possible.

It has been noted that being a $k$-maximal graph requires a certain level of edge density. Towards this direction, the following was proved in 1990.

Theorem 7.1.2. (Lai, Theorem 2 of [53]) If $G$ is a $k$-maximal graph on $n>k+1 \geq 2$ vertices, then

$$
|E(G)| \geq(n-1) k-\binom{k}{2}\left\lfloor\frac{n}{k+2}\right\rfloor .
$$

Furthermore, this bound is best possible.
It is natural to consider extending the theorems above to digraphs. Towards this direction, for a digraph $D$, we define

$$
\bar{\lambda}(D)=\max \{\lambda(H): H \subseteq D\} .
$$

Let $k \geq 0$ be an integer. A simple digraph $D$ with $|V(D)| \geq k+1$ is $k$-maximal if $\bar{\lambda}(D) \leq k$ but for any arc $e \in A\left(D^{c}\right), \bar{\lambda}(D+e) \geq k+1$. Following Matula [73], we may also call $\bar{\lambda}(D)$ the strength of digraph $D$ and so a $k$-maximal digraph is also called a $k$-maximal strength digraph. For positive integers $n$ and $k$ satisfying $n \geq k+1$, define

$$
\mathcal{D}(n, k)=\{D: D \text { is a simple digraph with }|V(D)|=n \text { and } D \text { is } k \text {-maximal }\} .
$$

Thus we are to investigate the upper and lower bounds of the set of numbers $\{|A(D)|: D \in$ $\mathcal{D}(n, k)\}$. For notational convenience, if $h<k$, we define $\binom{h}{k}=0$. The following has been obtained.

Theorem 7.1.3. (Anderson et al., Theorem 1.2 of [6], see also [5]) Let $n$ and $k$ be positive integers with $n \geq k+1$. If $D \in \mathcal{D}(n, k)$, then

$$
|A(D)| \leq k(2 n-k-1)+\binom{n-k}{2}
$$

Furthermore, the bound is best possible.
In fact, all extremal digraphs in $\mathcal{D}(n, k)$ reaching this upper bound are characterized in [6]. The purpose of this research is to determine the lower bound. The following is the main result.

Theorem 7.1.4. Let $n$ and $k$ be positive integers with $n \geq k+1$. If $D \in \mathcal{D}(n, k)$, then

$$
|A(D)| \geq\binom{ n}{2}+(n-1) k+\left\lfloor\frac{n}{k+2}\right\rfloor\left(1+2 k-\binom{k+2}{2}\right) .
$$

Furthermore, the bound is best possible.
In the next section, we investigate properties of $k$-maximal digraphs. In Section 7.3, we present a constructive characterization of a family of $k$-maximal digraphs $\mathcal{E}^{\prime}(k)$. In the last section, we will prove Theorem 7.1.4 and show that the members in the family $\mathcal{E}^{\prime}(k)$ are precisely the digraphs attaining the upper bound in Theorem 7.1.4.

### 7.2 Properties of $k$-maximal Digraphs

Throughout this section, $n$ and $k$ denote integers with $n>k \geq 0$. We present some properties of $k$-maximal digraphs to be utilized later. Let $\mathcal{D}(k)$ be the family of all $k$-maximal digraphs. Thus

$$
\mathcal{D}(k)=\cup_{n \geq k+1} \mathcal{D}(n, k) .
$$

For any integer $n \geq 0$, let $K_{n}^{*}$ denote the complete digraph on $n$ vertices. Thus $K_{n}^{*}$ is a simple digraph such that for any pair of distinct vertices $u, v \in V\left(K_{n}^{*}\right)$, both $(u, v)$ and $(v, u)$ are in $A\left(K_{n}^{*}\right)$. By definition, we observe the following

$$
\begin{equation*}
K_{k+1}^{*} \in \mathcal{D}(k) \text { and if } H \in \mathcal{D}(k) \text { and }|V(H)|=k+1, \text { then } H \cong K_{k+1}^{*} . \tag{7.1}
\end{equation*}
$$

Lemma 7.2.1. (Anderson et al., Lemma 2.1 of [6]) A digraph $D \in \mathcal{D}(0)$ if and only if $D$ is an acyclic tournament.

Lemma 7.2 .1 indicates that we may exclude the case $k=0$ in our study. Therefore, we will always assume that $k>0$ in the rest of this chapter. Following [9], if $D$ is a digraph and if $X, Y \subseteq V(D)$, then define

$$
(X, Y)_{D}=\{(x, y) \in A(D): x \in X, y \in Y\}
$$

We further define that, for $X \subseteq V(D)$,

$$
\partial_{D}^{+}(X)=(X, V(D)-X)_{D} \text { and } \partial_{D}^{-}(X)=(V(D)-X, X)_{D}
$$

For each $v \in V(D)$, we define

$$
N_{D}^{+}(v)=\{u \in V(D):(v, u) \in A(D)\} \text { and } N_{D}^{-}(v)=\{u \in V(D):(u, v) \in A(D)\} .
$$

When the digraph $D$ is understood from the context, we sometimes omit the subscript $D$ in the notations above. By the definition of arc-strong connectivity in [9], a digraph $D$ satisfies $\lambda(D) \geq k$ if and only if for any nonempty proper subset $X \subset V(D),\left|\partial_{D}^{+}(X)\right| \geq k$.

Definition 7.2.2. Let $H \in \mathcal{D}(k)$ and let $\left\{v_{1}, v_{2}, \cdots, v_{k}\right\} \subset V(H)$ be a subset of $k$ distinct vertices. Let $u$ be a vertex not in $V(H)$. Define a digraph $\left[H, K_{1}\right]_{k}\left(\left[K_{1}, H\right]_{k}\right.$, respectively) as follows:
(i) $V\left(\left[H, K_{1}\right]_{k}\right)=V\left(\left[K_{1}, H\right]_{k}\right)=V(H) \cup\{u\}$.
(ii) $A\left(\left[H, K_{1}\right]_{k}\right)=A(H) \cup\left\{\left(v_{1}, u\right),\left(v_{2}, u\right), \cdots,\left(v_{k}, u\right)\right\} \cup\left(\bigcup_{v \in V(H)}\{(u, v)\}\right) . \quad\left(A\left(\left[K_{1}, H\right]_{k}\right)=\right.$ $A(H) \cup\left\{\left(u, v_{1}\right),\left(u, v_{2}\right), \cdots,\left(u, v_{k}\right)\right\} \cup\left(\bigcup_{v \in V(H)}\{(v, u)\}\right)$, respectively).
Note that each of $\left[H, K_{1}\right]_{k}$ and $\left[K_{1}, H\right]_{k}$ represents a family of graphs as the set $\left\{v_{1}, v_{2}, \cdots, v_{k}\right\} \subset$ $V(H)$ may vary.

Definition 7.2.3. Let $H_{1}, H_{2} \in \mathcal{D}(k)$, and let $\left\{u_{1}, u_{2}, \cdots, u_{k}\right\} \subset V\left(H_{1}\right)$ be a multiset of $V\left(H_{1}\right)$ and $\left\{v_{1}, v_{2}, \cdots, v_{k}\right\} \subset V\left(H_{2}\right)$ be a multiset of $V\left(H_{2}\right)$ such that all the arcs $\left(u_{1}, v_{1}\right),\left(u_{2}, v_{2}\right), \cdots$, $\left(u_{k}, v_{k}\right)$ are distinct. Define a digraph $\left[H_{1}, H_{2}\right]_{k}$ as follows.
(i) $V\left(\left[H_{1}, H_{2}\right]_{k}\right)=V\left(H_{1}\right) \cup V\left(H_{2}\right)$.
(ii) $A\left(\left[H_{1}, H_{2}\right]_{k}\right)=A\left(H_{1}\right) \cup A\left(H_{2}\right) \cup\left\{\left(u_{1}, v_{1}\right),\left(u_{2}, v_{2}\right), \cdots,\left(u_{k}, v_{k}\right)\right\} \cup\left(\bigcup_{u \in V\left(H_{1}\right), v \in V\left(H_{2}\right)}\{(v, u)\}\right)$.

Note that $\left[H_{1}, H_{2}\right]_{k}$ represents a family of digraphs.
Lemma 7.2.4. (Anderson et al., Corollary 2.6 of [6]) Let $D \in \mathcal{D}(k)-\left\{K_{k+1}^{*}\right\}$ be a digraph.
Then there exists a nonempty proper subset $X \subseteq V(D)$ such that one of the following holds.
(i) $|X|=1$, and for some $H \in \mathcal{D}(k), D \in\left[K_{1}, H\right]_{k}$.
(ii) $|V(D)-X|=1$ and for some $H \in \mathcal{D}(k), D \in\left[H, K_{1}\right]_{k}$.
(iii) For some $H_{1}, H_{2} \in \mathcal{D}(k)$, we have $D[X]=H_{1}$ and $D \in\left[H_{1}, H_{2}\right]_{k}$.

### 7.3 Structure of $k$-maximal Digraphs

Let $H(k, 2)$ be the digraph obtained from $K_{k+2}^{*}$ by removing an arc from $K_{k+2}^{*}$. Note that if $D \cong H(k, 2)$, then $D$ has exactly one vertex (to be denoted $x^{-}(D)$ ) of indegree $k$ and exactly one vertex (to be denoted $x^{+}(D)$ ) of outdegree $k$.

Definition 7.3.1. Let $n$ and $k$ be positive integers. Define $\mathcal{S}(n, k)$ to be the set of all integral sequences $\left(s_{1}, s_{2}, \cdots, s_{m}\right)$ satisfying $s_{1}+s_{2}+\ldots+s_{m}=n$ such that $s_{1}=k+2$, and for $i \geq 2, s_{i} \in\{1,-1, k+2,-(k+2)\}$. For any $\mathbf{s}=\left(s_{1}, s_{2}, \cdots, s_{m}\right) \in \mathcal{S}(n, k)$, define digraphs $L(\mathbf{s})=L\left(s_{1} s_{2}, \cdots, s_{m}\right)$ as follows.
(i) For $i=1$, then define $L_{1} \cong H(k, 2)$.
(ii-A) For $i \geq 2$, if $s_{i}=1\left(s_{i}=-1\right.$, respectively), then define $L_{i} \in\left[L_{i-1}, K_{1}\right]_{k}\left(L_{i} \in\left[K_{1}, L_{i-1}\right]_{k}\right.$, respectively).
(ii-B) For $i \geq 2$, if $s_{i}=k+2\left(s_{i}=-(k+2)\right.$, respectively), then define $L_{i} \in\left[L_{i-1}, H(k, 2)\right]_{k}$ ( $L_{i} \in\left[H(k, 2), L_{i-1}\right]_{k}$, respectively), in such a way that for any $1 \leq t \leq i$ with $\left|s_{t}\right|=k+2$ we have $d_{L_{i}}^{+}\left(x^{+}\left(J_{t}\right)\right) \geq k+1 \quad\left(d_{L_{i}}^{-}\left(x^{-}\left(J_{t}\right)\right) \geq k+1\right.$, respectively $)$.
(iii) Define $L(\mathbf{s})=L_{m}$. By Definitions 7.2.2 and 7.2.3, each $L(\mathbf{s})$ represents a collection of digraphs.
(iv) Given $\mathbf{s}=\left(s_{1}, s_{2}, \cdots, s_{m}\right) \in \mathcal{S}(n, k)$, define $J_{i}=K_{1}$ if $\left|s_{i}\right|=1$ and $J_{i}=H(k, 2)$ if $\left|s_{i}\right|=k+2$. Then the sequence of digraphs $J_{1}, J_{2}, \cdots, J_{m}$ is called a construction sequence of $L(\mathbf{s})$.
(v) Define $\mathcal{E}(n, k)=\{L(\mathbf{s}): \mathbf{s} \in \mathcal{S}(n, k)\}$ and $\left.\mathcal{E}(k)=\cup_{n \geq k+2}\left(\mathcal{E}(n, k) \cup\left\{K_{k+1}^{*}\right\}\right)\right\}$.

For a digraph $D$, an arc subset $W=(X, V(D)-X)_{D}$ for some proper non empty subset $X$ is called an arc-cut. If $|W|=t$ and $W$ is an arc-cut, then $W$ is called a $t$-arc-cut.

Observation 2. We will make a few observations from Definition 7.3.1.
(i) By definition, $H(k, 2) \in\{L(\mathbf{s})\}$ with $\mathbf{s}$ being the sequence of only one term $k+2$. Since there is only one arc $a \in A\left(H(k, 2)^{c}\right)$, we have $H(k, 2)+a=K_{k+2}^{*}$ and so

$$
\begin{equation*}
H(k, 2) \in \mathcal{D}(k) \tag{7.2}
\end{equation*}
$$

(ii) Let $D \in \mathcal{E}(k)-\{H(k, 2)\}$. We may assume that $n=|V(D)|>k+2$ and for some $\mathbf{s}=\left(s_{1}, s_{2}, \ldots, s_{m}\right) \in(n, k), D \in L(\mathbf{s})$ with construction sequence $J_{1}, J_{2}, \cdots, J_{m}$. Using the notation in Definition 7.3.1, we let $L_{i}=D\left[\cup_{j+1}^{i} V\left(J_{j}\right)\right]$. For any $k$-arc-cut $W=(X, V(D)-$ $X)_{D}$ of $D$, there must be and $i$ with $1 \leq i<m$ such that $W=\left(V\left(L_{i}\right), V\left(J_{i+1}\right)\right)_{D}$ or $W=$ $\left(V\left(J_{i+1}\right), V\left(L_{i}\right)\right)_{D}$.

We will justify Observation 2(ii). Since $n=|V(D)|>k+2$, we have $m \geq 2$. When $m=2$, by Definition 7.3 .1 (ii-A) and (ii-B), we observe that if $W_{1}$ is a $k$-arc-cut of $D$, then we must have $W_{1}=\left(V\left(J_{1}\right), V\left(J_{2}\right)\right)_{D}$ or $W_{1}=\left(V\left(J_{2}\right), V\left(J_{1}\right)\right)_{D}$. Hence we assume that $m>2$. Inductively, assume that for any digraph $D^{\prime} \in \mathcal{E}(k)-\{H(k, 2)\}$ with $\left|V\left(D^{\prime}\right)\right|<|V(D)|$ and with construction sequence $J_{1}^{\prime}, J_{2}^{\prime}, \ldots, J_{m^{\prime}}^{\prime}$, if $W^{\prime}$ is a $k$-arc-cut of $D^{\prime}$, then there must be an $i$ with $1 \leq i<m^{\prime}$ such that $W^{\prime}=\left(\cup_{j+1}^{i} V\left(J_{j}^{\prime}\right), V\left(J_{i+1}^{\prime}\right)\right)_{D^{\prime}}$ or $W^{\prime}=\left(V\left(J_{i+1}^{\prime}\right), \cup_{j+1}^{i} V\left(J_{j}^{\prime}\right)\right)_{D^{\prime}}$. Let $W=(X, V(D)-X)_{D}$ be an $k$-arc-cut of $D$. If $X \cap V\left(J_{m}\right)=\emptyset$ or if $J_{m} \subseteq X$, then by Definition 2, $W$ is an $k$-arc-cut of $L_{m-1}$, and so by induction, there must be an $i$ with $1 \leq i<m-1$ such that Observation 2(ii) holds. Hence we must have $X \cap V\left(J_{m}\right) \neq \emptyset$ and $(V(D)-X) \cap J_{m} \neq \emptyset$. In this case, as $\left|V\left(J_{m}\right)\right| \geq 2$, we must have $s_{m}=k+2$ and $J_{m}=H(k, 2)$. It follows that $H(k, 2)$ contains an arc-cut $X \cap A\left(J_{m}\right)$ of size at most $k$. But by Definition 7.3.1(ii-B), $J_{m}$ does not have an arc-cut of size $k$. This contradiction justifies Observation 2(ii).

Observation 2(i) can be extended, as shown in Theorem 7.3.5 below.
Lemma 7.3.2. For any $D \in \mathcal{E}(k)$, we have

$$
\begin{equation*}
\lambda(D)=\bar{\lambda}(D)=k \tag{7.3}
\end{equation*}
$$

Proof. By Definition 7.3.1, it suffices to show that if $D=L(\mathbf{s})$ for some $\mathbf{s}=\left(s_{1}, s_{2}, \cdots, s_{m}\right) \in$ $\mathcal{S}(n, k)$, then (7.3) holds. We argue by induction on $m$. By (7.2), (7.3) holds for $m=1$. Assume that $m>1$ and (7.3) holds for smaller values of $m$. We adopt the notation in Definition 7.3.1 and let $J_{1}, J_{2}, \cdots, J_{m}$ be the construction sequence of $D$. Let $\mathbf{s}^{\prime}=\left(s_{1}, s_{2}, \cdots, s_{m-1}\right)$ and $D^{\prime}=D-V\left(J_{m}\right)$. Then $\mathbf{s}^{\prime} \in \mathcal{S}\left(n-s_{m}, k\right)$, and $D^{\prime}=L\left(\mathbf{s}^{\prime}\right)$. By Definition 7.3.1, $D \in\left[D^{\prime}, J_{m}\right]_{k}$. By induction, $\lambda\left(D^{\prime}\right)=\bar{\lambda}\left(D^{\prime}\right)=k$.

We argue by contradiction to prove that $\lambda(D) \geq k$, and assume that $D$ has a proper nonempty subset $X \subset V(D)$ such that $\left|\partial_{D}^{+}(X)\right|<k$. If both $X \cap V\left(D^{\prime}\right) \neq \emptyset$ and $V\left(D^{\prime}\right)-X \neq \emptyset$, then by $\lambda\left(D^{\prime}\right)=k$, we have a contradiction $k>\left|\partial_{D}^{+}(X)\right| \geq\left|\left(V\left(D^{\prime}\right) \cap X, V\left(D^{\prime}\right)-X\right)_{D^{\prime}}\right| \geq$ $k$. Hence either $V\left(D^{\prime}\right) \cap X=\emptyset$ or $V\left(D^{\prime}\right) \subseteq X$. Similarly, as $J_{m} \in\left\{K_{1}, H(k, 2)\right\}$, if both
$X \cap V\left(J_{m}\right) \neq \emptyset$ and $V\left(J_{m}\right)-X \neq \emptyset$, then $J_{m}=H(k, 2)$, and so $k>\left|\partial_{D}^{+}(X)\right| \geq \mid\left(V\left(J_{m}\right) \cap\right.$ $\left.X, V\left(J_{m}\right)-X\right)_{D^{\prime}} \mid \geq \lambda(H(k, 2))=k$, a contradiction. It follows that we must have $X=V\left(D^{\prime}\right)$ or $X=V\left(J_{m}\right)$. By Definition 7.2 .2 or 7.2 .3 , we have again a contradiction: $k>\left|\partial_{D}^{+}(X)\right| \geq$ $\min \left\{\left|\left(V\left(J_{m}\right), V\left(D^{\prime}\right)\right)_{D}\right|,\left|\left(V\left(D^{\prime}\right), V\left(J_{m}\right)\right)_{D}\right| \geq k\right.$. This proves that $\lambda(D) \geq k$.

We now prove $\bar{\lambda}(D)=k$ by contradiction. Assume that $D$ has a subdigraph $H$ such that $\lambda(H) \geq k+1$. If both $V(H) \cap V\left(D^{\prime}\right) \neq \emptyset$ and $V(H) \cap V\left(J_{m}\right) \neq \emptyset$, then $\lambda(H) \leq \mid(V(H) \cap$ $\left.V\left(D^{\prime}\right), V(H) \cap V\left(J_{m}\right)\right)_{H}\left|\leq\left|\left(V\left(D^{\prime}\right), V\left(J_{m}\right)\right)_{D}\right|=k\right.$, contrary to $\lambda(H) \geq k+1$. Thus since $J_{m} \in\left\{K_{1}, H(k, 2)\right\}$, we must have $H \subseteq D^{\prime}$. By induction, $\bar{\lambda}\left(D^{\prime}\right)=k$, and so $\lambda(H) \leq \bar{\lambda}\left(D^{\prime}\right)=k$, contrary to the assumption $\lambda(H) \geq k+1$. This proves the lemma.

A special class of graphs in $\mathcal{E}(k)$ has been studied in [6]. Let $\mathcal{S}_{M}(n, k)$ be the subset of $\mathcal{S}(n, k)$ such that $\mathbf{s}=\left(s_{1}, s_{2}, \cdots, s_{m}\right) \in \mathcal{S}_{M}(n, k)$ if and only if $\left|s_{2}\right|=\left|s_{3}\right|=\cdots\left|s_{m}\right|=1$. Let $\mathcal{M}(k)=\cup_{n \geq k+2}\left\{L(\mathbf{s}): \mathbf{s} \in \mathcal{S}_{M}(n, k)\right\}$.

Theorem 7.3.3. (Anderson et al. , Theorem 3.2(ii) of [6]) $\mathcal{M}(k) \subseteq \mathcal{D}(k)$.
The observations stated in Lemma 7.3 .4 below follow immediately from Definition 7.3.1. For example, in Lemma 7.3.4(i), if for some $2 \leq t \leq m-1$, (7.4) holds, then the digraph sequence $J_{1}, J_{2}, \cdots, J_{t-1}, J_{t+1}, \cdots, J_{m}, J_{t}$ is also a construction sequence of $D$ such that for $\mathbf{s}^{\prime}=\left(s_{1}, \cdots, s_{t-1}, s_{t+1}, \cdots, s_{m}, s_{t}\right)$, we have then $D \in L\left(\mathbf{s}^{\prime}\right)$. The justification of Lemma 7.3.4(ii) is similar and will be omitted.

Lemma 7.3.4. Let $D \in L(\mathbf{s})$ for some $\mathbf{s}=\left(s_{1}, s_{2}, \cdots, s_{m}\right) \in \mathcal{S}(n, k)$ with a construction sequence $J_{1}, J_{2}, \cdots, J_{m}$. Each of the following holds.
(i) If for some $t$ with $2 \leq t \leq m-1$, and for all $j$ with $t+1 \leq j \leq m$,

$$
\begin{equation*}
\text { either } s_{j}>0 \text { and }\left(J_{t}, J_{j}\right)_{D}=\emptyset, \text { or } s_{j}<0 \text { and }\left(J_{j}, J_{t}\right)_{D}=\emptyset \tag{7.4}
\end{equation*}
$$

then $D-V\left(J_{t}\right)=L\left(\mathbf{s}^{\prime}\right)$, where $\mathbf{s}^{\prime}=\left(s_{1}, \cdots, s_{t-1}, s_{t+1}, \cdots, s_{m}\right) \in \mathcal{S}\left(n-s_{t}, k\right)$ and $D-V\left(J_{t}\right)=$ $L\left(\mathbf{s}^{\prime}\right)$.
(ii) Suppose that for some $t$ with $1 \leq t<m$, we have $s_{t+1}=k+2$. If for each $j$ with $t+2 \leq j \leq m$,
either $s_{j}>0$ and $\left(J_{1} \cup J_{2} \cup \cdots \cup J_{t}, J_{j}\right)_{D}=\emptyset$, or $s_{j}<0$ and $\left(J_{j}, J_{1} \cup J_{2} \cup \cdots \cup J_{t}\right)_{D}=\emptyset$,
then $D-V\left(J_{1} \cup J_{2} \cup \cdots \cup J_{t}\right)=L\left(\mathbf{s}^{\prime}\right)$, where $\mathbf{s}^{\prime}=\left(s_{t+1}, s_{t+2}, \cdots, s_{m}\right) \in \mathcal{S}\left(n-\sum_{i=1}^{t} s_{i}, k\right)$.
Lemma 7.3 .4 can be applied in inductive augments involving digraphs in $\mathcal{E}(k)$. This allows us to prove a generalization of Theorem 7.3.3, as stated in the theorem below.

Theorem 7.3.5. Let $k \geq 1$ be an integer. Then $\mathcal{E}(k) \subseteq \mathcal{D}(k)$.

Proof. Let $D \in \mathcal{E}(k)$ with $n=|V(D)|$. In the proof arguments below, we shall adopt the notation in Definition 7.3.1 to use $L_{1}, L_{2}, \cdots, L_{m}$ to denote the graphs in the process to build $L_{m}$.

We argue by induction on $n$ to prove the theorem. By Definition 7.3.1, $n \geq k+2$, and $n=k+2$ if and only if $D=H(k, 2)$. By (7.2), D=H(k,2) $\mathcal{D}(k)$. Thus we may assume that $n>k+2$ and for any digraph $D^{\prime} \in \mathcal{E}(k)$ with $\left|V\left(D^{\prime}\right)\right| \leq n-1, D^{\prime} \in \mathcal{D}(k)$. We are to show that if $D \in \mathcal{E}(n, k)$, then $D \in \mathcal{D}(k)$.

By contradiction, we assume that $D \in \mathcal{E}(n, k)-\mathcal{D}(k)$, and so for some $a=(u, v) \in A\left(D^{c}\right)$, we have

$$
\begin{equation*}
\bar{\lambda}(D+a) \leq k \tag{7.6}
\end{equation*}
$$

Assume that $D=L(\mathbf{s})$ for some $\mathbf{s}=\left(s_{1}, s_{2}, \cdots, s_{m}\right) \in \mathcal{S}(n, k)$ with $m$ minimized and $a=$ $(u, v) \in A\left(D^{c}\right)$; and let $J_{1}, J_{2}, \cdots, J_{m}$ be the corresponding construction sequence of $D$. Since $n>k+2$, we have $m \geq 2$. By symmetry, we assume that $D \in\left[L_{m-1}, J_{m}\right]_{k}$. By induction, $L_{m-1} \in \mathcal{D}(k)$. If $u, v \in V\left(L_{m-1}\right)$, then $\bar{\lambda}(D+a) \geq \bar{\lambda}\left(L_{m-1}+a\right) \geq k+1$. Hence we may assume that

$$
\begin{equation*}
u \in V\left(L_{m-1}\right) \text { and } v \in V\left(J_{m}\right) . \tag{7.7}
\end{equation*}
$$

By (7.6),
there exists a nonempty proper subset $X \subset V(D+a)$, such that $\left|\partial_{D+a}^{+}(X)\right| \leq k$.
By Definition 7.3.1(ii) or (iii), there are $k$ arcs from $L_{m-1}$ to $J_{m}$. We assume that ( $V\left(L_{m-1}\right)$, $\left.V\left(J_{m}\right)\right)_{D}=\left\{a_{1}, a_{2}, \cdots, a_{k}\right\}$. Let $a_{i}=\left(v_{i}, w_{i}\right), 1 \leq i \leq k$. By Definition 7.3.1, $\left\{v_{1}, v_{2}, \cdots, v_{k}\right\} \subseteq$ $V\left(L_{m-1}\right)$ and $w_{1}, w_{2}, \cdots, w_{k} \in V\left(J_{m}\right)$. If there exists a $t$ with $2 \leq t \leq m-1$, such that $V\left(J_{t}\right) \cap\left\{v_{1}, v_{2}, \cdots, v_{k}, u\right\}=\emptyset$, and such that for all $j>t$, either $s_{j}>0$ and $\left(J_{t}, J_{j}\right)_{D}=$ $\emptyset$, or $s_{j}<0$ and $\left(J_{j}, J_{t}\right)_{D}=\emptyset$, then by Lemma 7.3.4(i), $D-V\left(J_{t}\right)=L\left(\mathbf{s}^{\prime}\right)$, where $\mathbf{s}^{\prime}=$ $\left(s_{1}, \cdots, s_{t-1}, s_{t+1}, \cdots, s_{m}\right) \in \mathcal{S}\left(n-s_{t}, k\right)$. By induction, $D-V\left(J_{t}\right) \in \mathcal{D}(k)$, and so $\bar{\lambda}(D+a) \geq$ $\bar{\lambda}\left(\left(D-V\left(J_{t}\right)\right)+a\right) \geq k+1$, contrary to (7.6). Hence we may assume that for any $i$ with $1<t \leq m-1$, there exists a $j>t+1$ such that

$$
0<\left\{\begin{array}{ll}
\left|V\left(J_{t}\right) \cap\left\{v_{1}, v_{2}, \cdots, v_{k}, u\right\}\right|+\left|\left(J_{t}, J_{j}\right)_{D}\right| & \text { if } s_{j}>0  \tag{7.9}\\
\left|V\left(J_{t}\right) \cap\left\{v_{1}, v_{2}, \cdots, v_{k}, u\right\}\right|+\left|\left(J_{j}, J_{t}\right)_{D}\right| & \text { if } s_{j}<0
\end{array} .\right.
$$

Let $X \subset V(D)$ be a subset satisfying (7.8). Define $I^{\prime}=\left\{i: 1 \leq i \leq m\right.$ and $\left.V\left(J_{i}\right) \cap X=\emptyset\right\}$ and $I^{\prime \prime}=\left\{i: 1 \leq i \leq m\right.$ and $\left.V\left(J_{i}\right) \cap X \neq \emptyset\right\}$.
Claim 1. For any $i$ with $1 \leq i \leq m$, if $\left|V\left(J_{i}\right)\right|=k+2$, then either $X \cap V\left(J_{i}\right)=\emptyset$ or $V\left(J_{i}\right)-X=\emptyset$. (As $\left|s_{i}\right| \in\{1, k+2\}$, it follows that for any $1 \leq i \leq m$, either $X \cap V\left(J_{i}\right)=\emptyset$ or $\left.V\left(J_{i}\right)-X=\emptyset.\right)$
Proof of Claim 1. By contradiction, suppose for some $i^{\prime}$ with $1 \leq i^{\prime} \leq m$ and with $\left|V\left(J_{i^{\prime}}\right)\right|=k+2$, and both $X \cap V\left(J_{i^{\prime}}\right) \neq \emptyset$ and $V\left(J_{i^{\prime}}\right)-X \neq \emptyset$. If $k \geq\left|X \cap V\left(J_{i^{\prime}}\right)\right| \geq 2$, then
as $J_{i^{\prime}}=H(k, 2)$, we have $\min \left\{\left|X \cap V\left(J_{i^{\prime}}\right)\right|,\left|V\left(J_{i^{\prime}}\right)-X\right|\right\} \geq 2$. It follows by the definition of $H(k, 2)$ that $\left|\partial_{D+a}^{+}(X)\right| \geq\left|\partial_{J_{i^{\prime}}}^{+}\left(X \cap V\left(J_{i^{\prime}}\right)\right)\right| \geq k+1$, contrary to (7.8). Hence we may assume that $\left|X \cap V\left(J_{i^{\prime}}\right)\right| \in\{1, k+1\}$, and so $\left|\partial_{J_{i^{\prime}}}^{+}\left(X \cap V\left(J_{i^{\prime}}\right)\right)\right|=k$. By (7.7), $\left|\{u, v\} \cap V\left(J_{i^{\prime}}\right)\right| \leq 1$ and so $\min \left\{\left|X \cap V\left(J_{i^{\prime}}\right)\right|,\left|V\left(J_{i^{\prime}}\right)-X\right|\right\}=1$. It follows that

$$
\begin{equation*}
\left|\left(X \cap V\left(J_{i^{\prime}}\right), V\left(J_{i^{\prime}}\right)-X\right)_{D+a}\right|=\left|\left(X \cap V\left(J_{i^{\prime}}\right), V\left(J_{i^{\prime}}\right)-X\right)_{D}\right|=\left|\partial_{J_{i^{\prime}}}^{+}\left(X \cap V\left(J_{i^{\prime}}\right)\right)\right|=k \tag{7.10}
\end{equation*}
$$

By (7.10), we must have $\left\{v_{1}, \cdots, v_{k}\right\} \subseteq X \cap V\left(J_{i^{\prime}}\right)$ and $\left\{w_{1}, \cdots, w_{k}\right\} \subseteq V\left(J_{i^{\prime}}\right)-X$. Also by (7.10), for any $j \neq i^{\prime}$, if $X \cap V\left(J_{j}\right) \neq \emptyset$ and $V\left(J_{j}\right)-X \neq \emptyset$, then $\partial_{J_{j}}^{+}\left(X \cap V\left(J_{j}\right)\right) \neq \emptyset$. This, together with (7.10), implies $\left|\partial_{D+a}^{+}(X)\right| \geq\left|\partial_{J_{i^{\prime}}}^{+}\left(X \cap V\left(J_{i^{\prime}}\right)\right)\right|+\left|\partial_{J_{j}}^{+}\left(X \cap V\left(J_{j}\right)\right)\right| \geq k+1$, contrary to (7.8). Hence we have

$$
\begin{equation*}
\text { for any } j \neq i^{\prime} \text {, if } X \cap V\left(J_{j}\right) \neq \emptyset \text {, then } V\left(J_{j}\right) \subseteq X \tag{7.11}
\end{equation*}
$$

Since $J_{i^{\prime}}=H(k, 2), J_{i^{\prime}}$ has a unique vertex $x_{1}=x^{+}\left(J_{i^{\prime}}\right)$ such that $d_{J_{i^{\prime}}}^{+}\left(x_{1}\right)=k$ and a unique vertex $x_{2}=x^{-}\left(J_{i^{\prime}}\right)$ such that $d_{J_{i^{\prime}}}^{-}\left(x_{2}\right)=k$. It follows by (7.10) that either $V\left(J_{i^{\prime}}\right) \cap X=\left\{x_{1}\right\}$ or $V\left(J_{i^{\prime}}\right)-X=\left\{x_{2}\right\}$.

Assume first that $i^{\prime}>1$ and $i_{1}$ is the smallest integer satisfying $1 \leq i_{1}<i^{\prime}$ such that $i_{1} \in I^{\prime \prime}$. If $i_{1}>1$, then either $s_{i_{1}}>0$, whence by (7.11), $\cup_{1 \leq t \leq i_{1}-1} V\left(J_{t}\right) \cap X=\emptyset$, and so by Definition 7.2.2 or 7.2.3, $\left.\left|\partial_{D+a}^{+}(X)\right| \geq \mid V\left(J_{i_{1}}\right), V\left(J_{1}\right)\right)_{D}\left|\geq\left|V\left(J_{1}\right)\right|=k+2\right.$; or $s_{i_{1}}<0$, whence by (7.10) and by Definition 7.2 .2 or $7.2 .3,\left|\partial_{D+a}^{+}(X)\right| \geq\left|\left(V\left(J_{i^{\prime}}\right) \cap X, V\left(J_{i^{\prime}}\right)-X\right)_{D}\right|+\left|\left(V\left(J_{i_{1}}\right), L_{i_{1}-1}\right)_{D}\right| \geq k+1$. In either case, a contradiction to (7.8) is obtained. Therefore we assume that $i_{1}=1$. If there exists an $i^{\prime \prime}$ with $1<i^{\prime \prime}<i^{\prime}$ such that $X \cap V\left(J_{i^{\prime \prime}}\right)=\emptyset$, then assume that $i^{\prime \prime}$ is the smallest such integer. By Definition 7.2.2 or 7.2.3, $\left|\left(V\left(L_{i^{\prime \prime}-1}\right), V\left(J_{i^{\prime \prime}}\right)\right)_{D}\right|>0$. This, together with (7.10), implies that $\left|\partial_{D+a}^{+}(X)\right| \geq\left|\left(V\left(J_{i^{\prime}}\right) \cap X, V\left(J_{i^{\prime}}\right)-X\right)_{D}\right|+\left|\left(V\left(L_{i^{\prime \prime}-1}\right), V\left(J_{i^{\prime \prime}}\right)\right)_{D}\right| \geq k+1$, contrary to (7.8). Therefore, no such $i^{\prime \prime}$ exists, and so we conclude that $V\left(L_{i^{\prime}-1}\right) \subseteq X$. It follows by Definition 7.3.1(ii-B) that $\left|\partial_{D+a}^{+}(X)\right| \geq \min \left\{d_{L_{i^{\prime}}}^{+}\left(x_{1}\right), d_{L_{i^{\prime}}}^{-}\left(x_{2}\right)\right\} \geq k+1$, contrary to (7.8).

Therefore, we may assume that $i^{\prime}=1$. If for some $t$ with $1<t \leq m,\left|s_{t}\right|=k+2$, then by Definition 7.3.1(ii-B), we have $\left|\partial_{D+a}^{+}(X)\right| \geq \min \left\{d_{L_{t}}^{+}\left(x_{1}\right), d_{L_{t}}^{-}\left(x_{2}\right)\right\} \geq k+1$, contrary to (7.8). Hence for all $t>1$, we have $\left|s_{t}\right|=1$. It follows by Theorem 7.3.3 that $D \in \mathcal{D}(k)$, contrary to (7.6). This justifies Claim 1.

Claim 2. Suppose that $V\left(J_{1}\right) \cap X=\emptyset$. Let $i_{1}>1$ be the smallest integer such that $V\left(J_{i_{1}}\right) \cap X \neq \emptyset$, and $i_{2} \leq m$ be the largest integer such that for any $t$ with $i_{1} \leq t \leq i_{2}$, we have $V\left(J_{t}\right) \subseteq X$. Each of the following holds.
(i) For any $i \geq 2$, if $V\left(J_{i}\right) \cap X \neq \emptyset$, then $s_{i}<0$.
(ii) $V\left(J_{m}\right) \cap X=\emptyset$.
(iii) $\left(V\left(J_{i_{1}}\right), V\left(L_{i_{1}-1}\right)\right)_{D}=\partial_{D+a}^{+}(X)$ and $\left|\partial_{D+a}^{+}(X)\right|=\left|\left(V\left(J_{i_{1}}\right), V\left(L_{i_{1}-1}\right)\right)_{D}\right|=k$.
(iv) $u \notin X$.
(v) $\bar{\lambda}(D+a) \geq k+1$. (Thus a contradiction to (7.6) is obtained.)

Proof of Claim 2. (i). Suppose that $V\left(J_{1}\right) \cap X=\emptyset$. By Definition 7.3.1, $\left|V\left(J_{1}\right)\right|=s_{1}=k+2$. If for some for any $i \geq 2$ with $V\left(J_{i}\right) \cap X \neq \emptyset$, we have $s_{i}>0$, then by Definition 7.3.1, for each vertex $x \in V\left(J_{i}\right)$ and for each vertex $y \in V\left(J_{1}\right),(x, y) \in A(D)$. It follows by $\left|V\left(J_{1}\right)\right|=s_{1}=k+2$ and by Claim 1 that $\left|\partial_{D+a}^{+}(X)\right| \geq\left|\left(V\left(J_{i}\right), V\left(J_{1}\right)\right)_{D}\right| \geq k+2$, contrary to (7.8). This justifies (i). (ii). Since $D=\left[L_{m-1}, J_{m}\right]_{k}$, we have $s_{m}>0$ and so by Claim 2(i) and by Claim $1, V\left(J_{m}\right) \cap X=\emptyset$. (iii). By Claim 2(i), $s_{i_{1}}<0$. Thus by Definition 7.3.1(ii), $\left|\left(V\left(J_{i_{1}}\right), V\left(L_{i_{1}-1}\right)\right)_{D}\right|=k$. By the definition of $i_{1}, V\left(L_{i_{1}-1}\right) \cap X=\emptyset$ and $V\left(J_{i_{1}}\right) \subseteq X$. Hence $\left(V\left(J_{i_{1}}\right), V\left(L_{i_{1}-1}\right)\right)_{D} \subseteq \partial_{D+a}^{+}(X)$. By (7.8), we have $\left|\partial_{D+a}^{+}(X)\right|=\left|\left(V\left(J_{i_{1}}\right), V\left(L_{i_{1}-1}\right)\right)_{D}\right|=k$, which implies $\left(V\left(J_{i_{1}}\right), V\left(L_{i_{1}-1}\right)\right)_{D}=$ $\partial_{D+a}^{+}(X)$.
(iv). If $u \in X$, then by Claim 2(ii), we have $(u, v) \in \partial_{D}^{+}(X)$. This, together with Claim 2(iii), implies that $\left|\partial_{D+a}^{+}(X)\right| \geq k+1$, contrary to (7.8).
(v). For any $t>i_{2}$ with $s_{t}>0$, by (7.8) and Claim 2(iii), we must have

$$
\left(X, V\left(J_{t}\right)\right)_{D+a}=\left(\cup_{i \in I^{\prime \prime}} V\left(J_{i}\right), V\left(J_{t}\right)\right)_{D+a}=\emptyset
$$

Let $\mathbf{s}^{\prime \prime}$ be a subsequence of $\mathbf{s}$ by deleting all terms $s_{i}$ with $i \in I^{\prime \prime}$ from $\mathbf{s}$; and let $D^{\prime \prime}=D-X$. It follows that $D^{\prime \prime}=L\left(\mathbf{s}^{\prime \prime}\right)$ and so $D^{\prime \prime} \in \mathcal{S}(n-|X|, k)$. Since $I^{\prime \prime} \neq \emptyset$, by induction, $D^{\prime \prime} \in \mathcal{E}(k)$. By Claim 2(iv), $u \notin X$ and so both ends $u$ and $v$ are in $V\left(D^{\prime \prime}\right)$. Since $D^{\prime \prime} \in \mathcal{E}(k)$, we have $\bar{\lambda}(D+a) \geq \lambda\left(D^{\prime \prime}+a\right) \geq k+1$. This completes the proof for Claim 2.
Claim 3. Suppose that $V\left(J_{1}\right) \subseteq X$. Let $i_{2} \leq m$ be the largest integer such that for any $t$ with $1 \leq t \leq i_{2}$, we have $V\left(J_{t}\right) \subseteq X$. Each of the following holds.
(i) For any $i>i_{2}$, if $V\left(J_{i}\right) \cap X=\emptyset$, then $s_{i}>0$.
(ii) $\left(V\left(L_{i_{2}}\right), V\left(J_{i_{2}+1}\right)\right)_{D}=\partial_{D+a}^{+}(X)$ and $\left|\partial_{D+a}^{+}(X)\right|=\left|\left(V\left(L_{i_{2}}\right), V\left(J_{i_{2}+1}\right)\right)_{D}\right|=k$.
(iii) $m>i_{2}+1$.
(iv) Suppose that $s_{i_{2}+1}=1$ and $t>i_{2}+1$. Then $V\left(J_{t}\right) \cap X=\emptyset$ if and only if $s_{t}>0$; and $V\left(J_{t}\right) \subseteq X$ if and only if $s_{t}<0$. In particular, $V\left(J_{m}\right) \cap X=\emptyset$ and $u \notin X$.
(v) Let $i_{3}>1$ be the largest integer such that $V\left(J_{i_{3}}\right) \subseteq X$. Then $m-1>i_{3}>i_{2}, V\left(J_{i_{3}}\right) \cap$ $\left\{v_{1}, v_{2}, \cdots, v_{k}, u\right\}=\emptyset$, and for any $h>i_{3},\left(V\left(J_{i_{3}}\right), V\left(J_{h}\right)\right)_{D}=\emptyset$.
Proof of Claim 3. (i). Let $i>i_{2}$ be an index such that $V\left(J_{i}\right) \cap X=\emptyset$. If $s_{i}<0$, then by Definition 7.2 .2 or 7.2 .3 , for any $x \in V\left(L_{i_{2}}\right)$ and for any $y \in V\left(J_{i}\right)$, we have $(x, y) \in A(D)$. It follows that $\left|\partial_{D+a}^{+}(X)\right| \geq\left|\left(V\left(J_{1}\right), V\left(J_{i}\right)\right)_{D}\right| \geq\left|s_{1}\right|=k+2$, contrary to (7.6).
(ii). By Claim 3(i), $s_{i_{2}+1}>0$. By Definition 7.3.1(ii), $\left|\left(V\left(L_{i_{2}}\right), V\left(J_{i_{2}+1}\right)\right)_{D}\right|=k$. By the definition of $i_{2}, V\left(L_{i_{2}}\right) \cap X=\emptyset$ and $V\left(L_{i_{2}}\right) \subseteq X$. Hence $\left(V\left(L_{i_{2}}\right), V\left(J_{i_{2}+1}\right)\right)_{D} \subseteq \partial_{D+a}^{+}(X)$. By (7.8), we have $\left|\partial_{D+a}^{+}(X)\right|=\left|\left(V\left(L_{i_{2}}\right), V\left(J_{i_{2}+1}\right)\right)_{D}\right|=k$, which implies $\left(V\left(L_{i_{2}}\right), V\left(J_{i_{2}+1}\right)\right)_{D}=$ $\partial_{D+a}^{+}(X)$.
(iii). If $i_{2}+1=m$, then we must have $u \in V\left(L_{i_{2}}\right)$, and so $(u, v) \in\left(V\left(L_{i_{2}}\right), V\left(J_{i_{2}+1}\right)\right)_{D+a} \subseteq$ $\partial_{D+a}^{+}(X)$. As $(u, v) \notin\left(V\left(L_{i_{2}}\right), V\left(J_{i_{2}+1}\right)\right)_{D}$, this yields a contradiction to $\left(V\left(L_{i_{2}}\right), V\left(J_{i_{2}+1}\right)\right)_{D}=$ $\partial_{D+a}^{+}(X)$.
(iv). Suppose that $s_{i_{2}+1}=1$ and fix $t>i_{2}+1$. Assume that $V\left(J_{t}\right) \cap X=\emptyset$. By Claim 3(ii) and by (7.6), $\left(V\left(J_{t}\right), X\right)_{D}=\emptyset$. Hence by the definition of $\left[L_{t-1}, J_{t}\right]_{k}$, we must have $s_{t}>0$. Conversely, assume that both $s_{t}>0$ and $V\left(J_{t}\right) \subseteq X$, then by the definition of $\left[L_{t-1}, J_{t}\right]_{k}$, $\left(V\left(J_{k}\right), V\left(L_{t-1}\right)\right)_{D} \neq \emptyset$, contrary to Claim 3(ii). This proves that $V\left(J_{t}\right) \cap X=\emptyset$ if and only if $s_{t}>0$.

Now assume that $V\left(J_{t}\right) \subseteq X$. If $s_{t}>0$, then $\left(V\left(J_{t}\right), V\left(J_{i_{2}+1}\right)\right)_{D} \neq \emptyset$, by the dentition of $\left[L_{t-1}, J_{t}\right]_{k}$, contrary to Claim 3(ii). Therefore, we must have $s_{t}<0$. Conversely, assume that $s_{t}<0$ and $V\left(J_{t}\right) \cap X=\emptyset$. By the dentition of $\left[J_{t}, L_{t-1}\right]_{k}$, we have $\left(V\left(L_{t-1}\right), V\left(J_{t}\right)\right)_{D} \neq \emptyset$, again contrary to Claim 3(ii).

As $D=\left[L_{m-1}, J_{m}\right]_{k}$, we have $s_{m}>0$, and so $V\left(J_{m}\right) \cap X=\emptyset$. By Claim 3(ii) and since $v \in V\left(J_{m}\right)$, we conclude that $u \notin X$. This proves (iv).
(v). By Claim 3(iv), $V\left(J_{m}\right) \cap X=\emptyset$, and so $m>i_{3}$. We argue by contradiction to assume that $i_{3}=i_{2}$. Then by the definitions of $i_{2}$ and $i_{3}$, we have $X=\cup_{t=1}^{i_{3}} V\left(J_{t}\right)=V\left(L_{i_{3}}\right)$. For any $j>i_{3}$, by Claim 3(i), $s_{j}>0$. By Claim 3(iv), $u \in X$. If $m=i_{3}+1$, then $u$ must be in $X$, a contradiction. Hence $m \geq i_{3}+2$. Similarly, by $k \geq \mid \partial_{D+a}^{+}(X)$, we also conclude that $\left\{v_{1}, v_{2}, \ldots, v_{k}\right\} \mathcal{X}=\emptyset$. By Claim 3(i), $s_{i_{3}+2}>0$. Since $\left(L_{i_{3}}, J_{i_{3}+1}\right)_{D} \cup\left(L_{i_{3}}, J_{i_{3}+2}\right)_{D} \subseteq \partial_{D+a}^{+}(X)$ and since $\left|\left(L_{i_{3}}, J_{i_{3}+1}\right)_{D}\right|=k$, it follows by $k \geq\left|\partial_{D+a}^{+}(X)\right|$ that $\left|\left(L_{i_{3}}, J_{i_{3}+2}\right)_{D}\right|=0$. This, together with $\left\{v_{1}, v_{2}, \ldots, v_{k}, u\right\} \mathcal{X}=\emptyset$, yields a contradiction to (7.9). This proves that $m>i_{3}>i_{2}$.

We now show the other conclusions of Claim 3(v). By Claim 3(iv), $V\left(J_{m}\right) \cap X=\emptyset$ and $u \notin X$. By Definition 7.3.1 that, we have $\left(J_{i_{3}}, J_{i_{3}+1}\right)_{D} \subseteq\left(J_{i_{3}}, J_{i_{3}+1} \cup J_{m}\right)_{D} \subseteq \partial_{D+a}^{+}(X)$, which implies that

$$
k=\left|\left(J_{i_{3}}, J_{i_{3}+1}\right)_{D}\right| \leq\left|\left(J_{i_{3}}, J_{i_{3}+1}\right)_{D}\right|+\left|\left(J_{i_{3}} \cup J_{m}\right)_{D}\right| \leq\left|\partial_{D+a}^{+}(X)\right| \leq k
$$

Thus $\left|\left(J_{i_{3}} \cup J_{m}\right)_{D}\right|=0$. Since $w_{1}, w_{2}, \cdots, w_{k} \in V\left(J_{m}\right)$, it follows that $V\left(J_{i_{3}}\right) \cap\left\{v_{1}, v_{2}, \cdots, v_{k}, u\right\}$ $=\emptyset$. By the choice of $i_{3}$, for any $h>i_{3}$, we have $V\left(J_{h}\right) \cap X=\emptyset$, and so $\left(V\left(J_{i_{3}}\right), V\left(J_{h}\right)\right)_{D} \subseteq$ $\partial_{D+a}^{+}(X)$. By Claim 3(ii), we must have $\left(V\left(J_{i_{3}}\right), V\left(J_{h}\right)\right)_{D}=\emptyset$. This justifies Claim 3.

We now continue the proof of the theorem. By Claim 2(v), we may assume that $s_{1}=-(k+2)$, and so Claim 3 applies. By Claim 3(iv) and with $i_{3}$ being defined in Claim 3(v), we conclude that $s_{h}>0$, for any $h>i_{3}$. Therefore, Claim 3(v) presents a contradiction to (7.9). This proves the theorem.

To determine the extremal graphs of Theorem 7.1.4, we need to construct a new family of digraphs.

Definition 7.3.6. For given integer $k>0$, define $\mathcal{E}_{1}(k)$ to be the family consisting of digraphs satisfying each of the following.
(A) $\mathcal{E}(k) \subset \mathcal{E}_{1}(k)$.
(B) If digraphs $H$ and $H^{\prime}$ satisfy

$$
\begin{equation*}
H, H^{\prime} \in \mathcal{E}_{1}(k) \cup\left\{K_{1}\right\} \text { with }|V(H)|+\left|V\left(H^{\prime}\right)\right|>2, \tag{7.12}
\end{equation*}
$$

then $\left[H, H^{\prime}\right]_{k} \subset \mathcal{E}_{1}(k)$.
Lemma 7.3.7. For any $D \in \mathcal{E}_{1}(k)$.
(i) $|V(D)| \geq k+2$.
(ii) $\lambda(D)=k$.
(iii) For any $k$-arc-cut $W$ of $D$, there exist two digraphs $H$ and $H^{\prime}$ satisfying (7.12) such that $D \in\left[H, H^{\prime}\right]_{k}$ and $W=\left(V(H), V\left(H^{\prime}\right)\right)_{D}$.

Proof. By Definition 7.3.6 and by induction on $|V(D)|$ for a digraph $D \in \mathcal{E}_{1}(k)$, Lemma 7.3.7(i) and (ii) hold. To prove Lemma 7.3.7(iii), we assume that $D$ has a $k$-arc-cut $W=$ $\left\{\left(u_{1}, v_{1}\right),\left(u_{2}, v_{2}\right), \ldots,\left(u_{k}, v_{k}\right)\right\}$. Thus for some nonempty subsets $X, V(D)-X$, we have $W=$ $(X, V(D)-X)_{D}$. If $D \in \mathcal{E}(k)$, then by Observation 2(ii), Lemma 7.3.7 (iii) must hold. Hence by Definition 7.3.6, we assume that $D \in\left[H, H^{\prime}\right]_{k}$ for some $H, H^{\prime}$ satisfying (7.12); and that Lemma 7.3.7(iii) holds for digraphs in $\mathcal{E}_{1}(k)$ with smaller order than $D$. Let $Z=\left(V(H), V\left(H^{\prime}\right)\right)_{D}$.

Case 1. $X \cap V\left(H^{\prime}\right)=\emptyset$, or $(V(D)-X) \cap V\left(H^{\prime}\right)=\emptyset$.
By symmetry, we assume that $X \cap V\left(H^{\prime}\right)=\emptyset$. Then $X$ is a $k$-arc-cut of $H$. By induction, there exist digraphs $L, L^{\prime}$ satisfying (7.12) such that $H \in\left[L, L^{\prime}\right]_{k}$ and $W=\left(V(L), V\left(L^{\prime}\right)\right)_{H}$. As $X \cap V\left(H^{\prime}\right)=\emptyset$, we have $V(L)=X$. Since $W$ is an arc-cut of $D, W \mathcal{Z}=\emptyset$ and so $D \in\left[L, L^{\prime \prime}\right]_{k}$ with $W=\left(V(L), V\left(L^{\prime \prime}\right)\right)_{D}, L^{\prime \prime}=D-X \in\left[L^{\prime}, H^{\prime}\right]_{k}$ and $Z=(V(L), V(D)-X)_{L^{\prime \prime}}$. Since $L^{\prime}, H^{\prime} \in \mathcal{E}_{1}(k) \cup\left\{K_{1}\right\}$, it follows by Definition 7.3.6 that $L^{\prime \prime} \in \mathcal{E}_{1}(k)$. This implies that Lemma 7.3.7(iii) holds.

Case 2. $X \cap V\left(H^{\prime}\right) \neq \emptyset$ and $(V(D)-X) \cap V\left(H^{\prime}\right) \neq \emptyset$.
Let $W_{1}=(X \cap V(H), V(H)-X)_{H}$ and $W_{2}=\left(X \cap V\left(H^{\prime}\right), V\left(H^{\prime}\right)-X\right)_{H^{\prime}}$. Thus $W=W_{1} \cup W_{2}$ and $\left|W_{1}\right|+\left|W_{2}\right|=|W|=k$. If both $H, H^{\prime} \in \mathcal{E}_{1}(k)$, then by Lemma 7.3.7(ii), we must have $\left|W_{1}\right| \geq k$ and $\left|W_{2}\right| \geq k$, contrary to the fact that $\left|W_{1}\right|+\left|W_{2}\right|=|W|=k$. Hence either $H=K_{1}$ or $H^{\prime}=K_{1}$. Suppose that $H=K_{1}$ with $V(H)=\{v\}$. By the definition of $\left[H, H^{\prime}\right]_{k}$, for any $v^{\prime} \in X \cap V\left(H^{\prime}\right),\left(v^{\prime}, v\right) \in A(D)$.

Thus if $v \notin X$, then $X \subset V\left(H^{\prime}\right)$ and so $W \subseteq(X,\{v\})_{D} \cup\left(X, V\left(H^{\prime}\right)-X\right)_{D}$. It follows from Lemma 7.3.7(ii) that $k=|W|=\left|(X,\{v\})_{D}\right|+\left|\left(X, V\left(H^{\prime}\right)-X\right)_{D}\right| \geq\left|(X,\{v\})_{D}\right|+k$, and so $(X,\{v\})_{D}=\emptyset$ and $D \in\left[\{v\}, H^{\prime}\right]_{k}$. By induction, there exist digraphs $L, L^{\prime}$ satisfying (7.12) such that $H^{\prime} \in\left[L, L^{\prime}\right]_{k}$ and $W=\left(V(L), V\left(L^{\prime}\right)\right)_{H}$. Let $L^{\prime \prime} \in\left[\{v\}, L^{\prime}\right]_{k}$. Then $L^{\prime \prime} \in \mathcal{E}_{1}(k)$ and $D \in\left[L, L^{\prime \prime}\right]_{k}$ with $W=\left(V(L), V\left(L^{\prime \prime}\right)\right)_{D}$. Hence Lemma 7.3.7(iii) holds.

Therefore, we must have $v \in X$, which implies that $\left(\{v\}, V\left(H^{\prime}\right)-X\right)_{D} \neq \emptyset$. It follows that $k=|W|=\left|\left(\{v\}, V\left(H^{\prime}\right)-X\right)_{D}\right|+\left|\left(X-\{v\}, V\left(H^{\prime}\right)-X\right)_{D}\right|>\left|\left(X-\{v\}, V\left(H^{\prime}\right)-X\right)_{D}\right|$. This implies that $\lambda\left(H^{\prime}\right) \leq\left|\left(X-\{v\}, V\left(H^{\prime}\right)-X\right)_{D}\right|<k$, contrary to Lemma 7.3.7(ii). This completes the proof of the lemma.

Lemma 7.3.8. For any integer $k>1$, we have $\mathcal{E}_{1}(k) \subseteq \mathcal{D}(k)$.

Proof. Let $D \in \mathcal{E}_{1}(k)$. We need to show that $D \in \mathcal{D}(k)$. If $D \in \mathcal{E}(k)$, then by Theorem 7.3.5, $D \in \mathcal{E}(k)$. Hence we assume that $D \in \mathcal{E}_{1}(k)-\mathcal{E}(k)$, and Lemma 7.3.8 holds for graphs in $\mathcal{E}_{1}(k)$ with smaller order.

For any $e \in A\left(D^{c}\right)$, if $\lambda(D+e) \geq k+1$, then $D \in \mathcal{D}(k)$. Hence we assume that $\lambda(D+e) \leq k+1$. Let $W$ be a $j$-arc-cut of $D+e$ for some $j \leq k$. By Lemma 7.3.7(ii), $e \notin W$ and so by Lemma 7.3.7(iii), for some digraphs $H, H^{\prime}$ satisfying (7.12), $D \in[H, H]_{k}$ and $W=\left(V(H), V\left(H^{\prime}\right)\right)_{D}$. Let $e=(u, v)$. Since $e \notin W$, we cannot have $u \in V(H)$ and $v \in V\left(H^{\prime}\right)$. By the definition of [ $\left.H, H^{\prime}\right]_{k}$, we cannot have $v \in V(H)$ and $u \in V\left(H^{\prime}\right)$. Hence either $u, v \in V(H)$ or $u, v \in V\left(H^{\prime}\right)$. Without loss of generality, we assume that $u, v \in V(H)$, and so $e \in A\left(H^{c}\right)$. By (7.12), $H \in \mathcal{E}_{1}(l)$ and so by induction, $\bar{\lambda}(H+e) \geq k+1$. It follows that $\bar{\lambda}(D+e) \geq \bar{\lambda}(H+e) \geq k+1$, and so by definition, $D \in \mathcal{D}(k)$.

Definition 7.3.9. Let $n$ and $k$ be integers with $n>k>0$ and $q$, $r$ be nonnegative integers satisfying $n=q(k+2)+r$ with $0 \leq r \leq k+1$,
(i) Define $\mathcal{S}^{\prime}(n, k)$ to be the set of all integral sequences $\left(s_{1}, s_{2}, \cdots, s_{q+r}\right)$ such that $s_{1}=k+2$, and for $i \geq 2,\left|s_{i}\right| \in\{1, k+2\}$. Note that if $\left(s_{1}, s_{2}, \cdots, s_{q+r}\right) \in \mathcal{S}^{\prime}(n, k)$, then as $q(k+2)+r=$ $n=\sum_{i=1}^{q+r}\left|s_{i}\right|$, there are exactly $r$ of the $\left|s_{i}\right|$ 's equaling one and $q$ of the $\left|s_{i}\right|$ 's equaling $k+2$. Define $\mathcal{E}^{\prime}(n, k)=\left\{L(\mathbf{s}): \mathbf{s} \in \mathcal{S}^{\prime}(n, k)\right\}$ and $\mathcal{E}^{\prime}(k)=\cup_{n \geq k+2} \mathcal{E}^{\prime}(n, k)$.
(ii) Define $\mathcal{E}_{1}^{\prime}(k)$ to be the family consisting of digraphs satisfying each of the following. (ii-A) $\mathcal{E}^{\prime}(k) \subset \mathcal{E}_{1}^{\prime}(k)$.
(ii-B) For $H, H^{\prime} \in \mathcal{E}_{1}^{\prime}(k) \cup\left\{K_{1}\right\}$ satisfying $\left|V\left(H_{1}\right)\right|+\left|V\left(H_{2}\right)\right|>2$ and $\left\lfloor\frac{n}{k+2}\right\rfloor=\left\lfloor\frac{\left|V\left(H_{1}\right)\right|}{k+2}\right\rfloor+$ $\left\lfloor\frac{\left|V\left(H_{2}\right)\right|}{k+2}\right\rfloor,\left[H, H^{\prime}\right]_{k} \subset \mathcal{E}_{1}^{\prime}(k)$.

By Definition 7.3.9, the corollary below follows immediately from Theorem 7.3.5 and Lemma 7.3.8.

Corollary 7.3.10. $\mathcal{E}_{1}^{\prime}(k) \subseteq \mathcal{D}(k)$.
Given the structure of digraphs in $\mathcal{E}_{1}^{\prime}(k)$, we can compute the size of digraphs in $\mathcal{E}_{1}^{\prime}(k)$.
Lemma 7.3.11. Let $n>k+1 \geq 2$ be integers. For any digraph $D \in \mathcal{E}_{1}^{\prime}(k)$, we have

$$
\begin{equation*}
|A(D)|=\binom{n}{2}+(n-1) k+\left\lfloor\frac{n}{k+2}\right\rfloor\left(1+2 k-\binom{k+2}{2}\right) . \tag{7.13}
\end{equation*}
$$

Proof. We first assume that $D \in \mathcal{E}^{\prime}(k)$ with $|V(D)|=n$ and $n>k+1 \geq 2$. If $n=k+2$, then by Definition 7.3.9, we have $D=H(k, 2)$, and so $|A(D)|=(k+2)(k+1)-1$. Thus (7.13) holds. Assume that $n>k+2$ and (7.13) holds for smaller values of $n$. Let $q, r$ be nonnegative integers satisfying $n=q(k+2)+r$ with $0 \leq r \leq k+1$. By Definitions 7.3.1 and 7.3.9, we have $\left|s_{q+r}\right| \in\{1, k+2\}$.

Case 1. $\left|s_{q+r}\right|=1$.
By Definition 7.3.9, we may assume that $s_{q+r}=1$ and $D \in\left[H, K_{1}\right]_{k}$ for some $H \in \mathcal{E}^{\prime}(k)$. Denote $V\left(K_{1}\right)=\{v\}$. Since $s_{q+r}=1$, we have $r \geq 1$, and so $n-1=q(k+2)+r-1$, which implies $\left\lfloor\frac{n}{k+2}\right\rfloor=\left\lfloor\frac{n-1}{k+2}\right\rfloor$. By induction, we have

$$
\begin{aligned}
|A(D)| & =|A(H)|+k+(n-1) \\
& =\binom{n-1}{2}+(n-2) k+\left\lfloor\frac{n-1}{k+2}\right\rfloor\left(1+2 k-\binom{k+2}{2}\right)+k+(n-1) \\
& =\binom{n}{2}+(n-1) k+\left\lfloor\frac{n}{k+2}\right\rfloor\left(1+2 k-\binom{k+2}{2}\right) .
\end{aligned}
$$

Case 2. $\left|s_{q+r}\right|=k+2$.
By Definition 7.3.9, we may assume that $s_{q+r}=k+2$ and $D=[H, H(k, 2)]_{k}$ for some $H \in \mathcal{E}^{\prime}(k)$. Since $s_{1}=k+2$ and $s_{q+r}=k+2$, we have $q \geq 2$, and so $n-(k+2)=(q-1)(k+2)+r$, which implies $\left\lfloor\frac{n}{k+2}\right\rfloor=\left\lfloor\frac{n-(k+2)}{k+2}\right\rfloor+1$. By induction, we have

$$
\begin{aligned}
|A(D)|= & |A(H)|+k+(n-(k+2))(k+2)+|A(H(k, 2))| \\
= & \binom{n-(k+2)}{2}+(n-(k+2)-1) k+\left\lfloor\frac{n-(k+2)}{k+2}\right\rfloor\left(1+2 k-\binom{k+2}{2}\right) \\
& +k+[n-(k+2)](k+2)+(k+2)(k+1)-1 \\
= & \binom{n}{2}+(n-1) k+\left\lfloor\frac{n}{k+2}\right\rfloor\left(1+2 k-\binom{k+2}{2}\right) .
\end{aligned}
$$

Thus, (7.13) holds for any $D \in \mathcal{E}^{\prime}(k)$. Next, we assume that $D \in \mathcal{E}_{1}^{\prime}(k)-\mathcal{E}^{\prime}(k)$. By Definition 7.3.9, there exists $H, H^{\prime} \in \mathcal{E}_{1}^{\prime}(k)$ satisfying Definition 7.3.9 (ii-B). Let $n_{1}=|V(H)|$ and $n_{2}=\left|V\left(H^{\prime}\right)\right|$. Thus $n=n_{1}+n_{2}$ and $\left\lfloor\frac{n}{k+2}\right\rfloor=\left\lfloor\frac{n_{1}}{k+2}\right\rfloor+\left\lfloor\frac{n_{2}}{k+2}\right\rfloor$. By induction, we have

$$
\begin{aligned}
|A(D)|= & |A(H)|+k+n_{1} n_{2}+\left|A\left(H^{\prime}\right)\right| \\
& \binom{n_{1}}{2}+\left(n_{1}-1\right) k+\left\lfloor\frac{n_{1}}{k+2}\right\rfloor\left(1+2 k-\binom{k+2}{2}\right)+k+n_{1} n_{2} \\
& +\binom{n_{2}}{2}+\left(n_{2}-1\right) k+\left\lfloor\frac{n_{2}}{k+2}\right\rfloor\left(1+2 k-\binom{k+2}{2}\right) \\
= & \binom{n_{1}}{2}+\binom{n_{2}}{2}+n_{1} n_{2}+(n-1) k+\left\lfloor\frac{n}{k+2}\right\rfloor\left(1+2 k-\binom{k+2}{2}\right) \\
= & \binom{n}{2}+(n-1) k+\left\lfloor\frac{n}{k+2}\right\rfloor\left(1+2 k-\binom{k+2}{2}\right) .
\end{aligned}
$$

By induction, (7.13) holds for any $D \in \mathcal{E}_{1}^{\prime}(k)$.
The following lemma gives us more information on the structure of digraphs in $\mathcal{D}(k)$.
Lemma 7.3.12. Let $k \geq 2$ be an integer. If $D \in \mathcal{D}(k)$ and if for some $H_{1}, H_{2} \in \mathcal{D}(k)$, we have $D \in\left[H_{1}, H_{2}\right]_{k}$, then for each $i \in\{1,2\}, H_{i} \neq K_{k+1}^{*}$.
proof. By contradiction, we assume that $H_{2} \cong K_{k+1}^{*}$ and $D \in\left[H_{1}, H_{2}\right]_{k}$ and that $D \in \mathcal{D}(k)$. Let $V\left(H_{2}\right)=\left\{v_{1}, v_{2}, \cdots, v_{k+1}\right\}$. By Definition 7.2 .2 , we may assume that $\left|\left(H_{1}, H_{2}\right)_{D}\right|=k$, and so we may assume that $N_{D}^{+}\left(V\left(H_{1}\right), V\left(H_{2}\right)\right) \subseteq\left\{v_{1}, v_{2}, \cdots, v_{k}\right\}$. Since $H_{1}, H_{2} \in \mathcal{D}(k)$, both $\left|V\left(H_{1}\right)\right| \geq k+1$ and $\left|V\left(H_{2}\right)\right| \geq k+1$. Thus there must be a vertex $u \in V\left(H_{1}\right)$ and an integer $i$ with $1 \leq i \leq k$, such that $a=\left(u, v_{i}\right) \notin A(D)$. Since $D \in \mathcal{D}(k), D+a$ has a subdigraph $D^{\prime}$ with $\lambda\left(D^{\prime}\right) \geq k+1$. Note that $d_{D+a}^{-}\left(v_{k+1}\right)=d_{D}^{-}\left(v_{k+1}\right)=k, v_{k+1} \notin V\left(D^{\prime}\right)$. Since, for each $j$ with $1 \leq j \leq k$ and $j \neq i, d_{D+a-v_{k+1}}^{-}\left(v_{j}\right) \leq d_{D-v_{k+1}}^{-}\left(v_{j}\right)+1 \leq k$, it follows that $v_{j} \notin V\left(D^{\prime}\right)$ for each $j$ with $1 \leq j \leq k$ and $j \neq i$. Since $k \geq 2, d_{D+a-v_{k+1}}^{-}\left(v_{i}\right) \leq k$, and $v_{i} \notin V\left(D^{\prime}\right)$ as well. This implies that $a \notin A\left(D^{\prime}\right)$, and so $D^{\prime} \subseteq D$. Contrary to the assumption that $D \in \mathcal{D}(k)$. This proves the lemma.

### 7.4 The Extremal Function

The main result of this section is Theorem 7.4.1, which clearly implies Theorem 7.1.4.
Theorem 7.4.1. Let $n, k$ be integers with $n>k+1 \geq 2$. Then for any $D \in \mathcal{D}(n, k)$, we have

$$
\begin{equation*}
|A(D)| \geq\binom{ n}{2}+(n-1) k+\left\lfloor\frac{n}{k+2}\right\rfloor\left(1+2 k-\binom{k+2}{2}\right) \tag{7.14}
\end{equation*}
$$

Furthermore, equality holds in (7.14) if and only if $D \in \mathcal{E}_{1}^{\prime}(k)$.
Proof. We argue by induction to prove (7.14) on $n=|V(D)|$. If $n=k+2$, then $D=H(k, 2)$. Thus we have $|A(D)|=(k+2)(k+1)-1$, and so (7.14) holds. Assume that $n>k+2$ and (7.14) holds for smaller values of $n$. Let $q, r \geq 0$ be integers satisfying $n=q(k+2)+r$ with $0 \leq r \leq k+1$.

As $n>k+2, D \not \approx K_{k+2}^{*}$. By Lemma 7.2.4, one of the three conclusions of Lemma 7.2.4 must hold.

Claim 1. If Lemma 7.2.4(i) or (ii) holds, then (7.14) holds as well. Moreover, if $r=0$, then (7.14) holds with strict inequality.

Without lose of generality, we assume that $D \in\left[H, K_{1}\right]_{k}$ for some $H \in \mathcal{D}(k)$ with $V\left(K_{1}\right)=$ $\{v\}$. As $|V(D)|=n-1$, by Definition 7.2.2, $\left|\partial_{D}^{+}(v)\right|=k$ and $\left|\partial_{D}^{-}(v)\right|=n-1$.
Case 1: $r=0$.

Then $q-1=\left\lfloor\frac{n-1}{k+2}\right\rfloor$. By induction, we have

$$
\begin{aligned}
|A(D)| & =|A(H)|+k+(n-1) \\
& \geq\binom{ n-1}{2}+(n-2) k+(q-1)\left(1+2 k-\binom{k+2}{2}\right)+k+(n-1) \\
& =\binom{n}{2}+(n-1) k+(q-1)\left(1+2 k-\binom{k+2}{2}\right) \\
& >\binom{n}{2}+(n-1) k+q\left(1+2 k-\binom{k+2}{2}\right) .
\end{aligned}
$$

Thus (7.14) holds with strict inequality in this case.
Case 2: $r>0$.
Then $q=\left\lfloor\frac{n-1}{k+1}\right\rfloor$. By induction,

$$
\begin{align*}
|A(D)| & =|A(H)|+k+(n-1)  \tag{7.15}\\
& \geq\binom{ n-1}{2}+(n-2) k+q\left(1+2 k-\binom{k+2}{2}\right)+k+(n-1) \\
& =\binom{n}{2}+(n-1) k+q\left(1+2 k-\binom{k+2}{2}\right) .
\end{align*}
$$

Thus (7.14) holds in this case as well, and so Claim 1 follows.
By Claim 1, we may assume that Lemma $7.2 .4\left(\right.$ iii ) holds. Thus $D \in\left\{\left[H_{1}, H_{2}\right]_{k},\left[H_{2}, H_{1}\right]_{k}\right\}$ for some $H_{1}, H_{2} \in \mathcal{D}(k)$. Let $n_{1}=\left|V\left(H_{1}\right)\right|$ and $n_{2}=\left|V\left(H_{2}\right)\right|$. Then $n=n_{1}+n_{2}$. Without lose of generality, we assume that $n_{1} \geq n_{2}$. By Lemma 7.3.12, $n_{2} \geq k+2$. Let $q_{1}, q_{2} \geq 1, r_{1}, r_{2}$ be integers satisfying $n_{1}=q_{1}(k+2)+r_{1}, 0 \leq r_{1} \leq k+1$, and $n_{2}=q_{2}(k+2)+r_{2}, 0 \leq r_{2} \leq k+1$. Thus $q_{1}=\left\lfloor\frac{n_{1}}{k+2}\right\rfloor$ and $q_{2}=\left\lfloor\frac{n_{2}}{k+2}\right\rfloor$.

Claim 2. If Lemma 7.2.4(iii) holds, then (7.14) holds. Moreover, if $r_{1}+r_{2} \geq k+2$, then (7.14) holds with strict inequality.

Since $n=n_{1}+n_{2}=\left(q_{1}+q_{2}\right)(k+2)+\left(r_{1}+r_{2}\right)$, we observe that $r_{1}+r_{2} \leq k+1$ if and only if $q_{1}+q_{2}=q$, and if and only if $r=r_{1}+r_{2}$. With this observation, we consider the following two cases. Note that if $n_{1} \geq 2$ and $n_{2} \geq 2$, then $\binom{n_{1}}{2}+\binom{n_{2}}{2}+n_{1} n_{2}=\binom{n}{2}$.
Case 1: $r_{1}+r_{2} \leq k+1$.
Then $q_{1}+q_{2}=q$. By Induction,

$$
\begin{align*}
|A(D)|= & \left|A\left(H_{1}\right)\right|+k+n_{1} n_{2}+\left|A\left(H_{2}\right)\right|  \tag{7.16}\\
\geq & \binom{n_{1}}{2}+\left(n_{1}-1\right) k+q_{1}\left(1+2 k-\binom{k+2}{2}\right)+k+n_{1} n_{2}+\binom{n_{2}}{2} \\
& +\left(n_{2}-1\right) k+q_{2}\left(1+2 k-\binom{k+2}{2}\right) \\
= & \binom{n}{2}+(n-1) k+q\left(1+2 k-\binom{k+2}{2}\right) .
\end{align*}
$$

Hence (7.14) holds in this case.
Case 2: $r_{1}+r_{2} \geq k+2$.
Then $q_{1}+q_{2}=q-1$ and $r=r_{1}+r_{2}-(k+2)$. Observe that for any $k \geq 1,1+2 k<\binom{k+2}{2}$, and so by induction,

$$
\begin{aligned}
|A(D)|= & \left|A\left(H_{1}\right)\right|+k+n_{1} n_{2}+\left|A\left(H_{2}\right)\right| \\
\geq & \binom{n_{1}}{2}+\left(n_{1}-1\right) k+q_{1}\left(1+2 k-\binom{k+2}{2}\right)+k+n_{1} n_{2}+\binom{n_{2}}{2} \\
& +\left(n_{2}-1\right) k+q_{2}\left(1+2 k-\binom{k+2}{2}\right) \\
= & \binom{n}{2}+(n-1) k+(q-1)\left(1+2 k-\binom{k+2}{2}\right) \\
> & \binom{n}{2}+(n-1) k+q\left(1+2 k-\binom{k+2}{2}\right) .
\end{aligned}
$$

Thus (7.14) holds with strict inequality in this case, and so Claim 2 is justified.
Claim 3. If equality holds in (7.14) for a digraph $D \in \mathcal{D}(k, n)$, then $D \in \mathcal{E}_{1}^{\prime}(k)$.
Let $D \in \mathcal{D}(k, n)$ be a digraph satisfying equality in (7.14). We argue by induction on $n=|V(D)| \geq k+2$. If $n=k+2$, then $D=H(k, 2) \in \mathcal{E}^{\prime}(k)$. Assume that $n>k+2$ and that Claim 3 holds for smaller values of $n$. Since $n>k+2$, by Lemma 7.2.4, one of the conclusions of Lemma 7.2.4 must hold.

If $D$ satisfies Lemma $7.2 .4(\mathrm{i})$ or (ii), without loss of generality, we assume that $D \in\left[H, K_{1}\right]_{k}$ for some $H \in \mathcal{E}^{\prime}(k)$ with $V\left(K_{1}\right)=v$. By Claim 1, if equality holds in (7.14), then $r>0$, which implies that $n-1=q(k+2)+(r-1)$, with $0 \leq r-1 \leq k$. Since equality in (7.14) holds, it follows by (7.15) that $|A(H)|=\binom{n-1}{2}+(n-2) k+(q-1)\left(1+2 k-\binom{k+2}{2}\right)$. By induction, $H \in \mathcal{E}_{1}^{\prime}(n-1, k)$. By Definition 7.3.9, $D \in \mathcal{E}^{\prime}(n, k)$, and so $D \in \mathcal{E}^{\prime}(k)$ in this case.

Hence we may assume that $D$ satisfies Lemma 7.2.4(iii), and so $D \in\left[H_{1}, H_{2}\right]_{k}$ for some $H_{1}, H_{2} \in \mathcal{E}^{\prime}(k)$. Again, let $n_{1}=\left|V\left(H_{1}\right)\right|$ and $n_{2}=\left|V\left(H_{2}\right)\right|$; and let $q_{1}, q_{2} \geq 1, r_{1}, r_{2}$ be integers satisfying $n_{1}=q_{1}(k+2)+r_{1}, 0 \leq r_{1} \leq k+1$, and $n_{2}=q_{2}(k+2)+r_{2}, 0 \leq r_{2} \leq k+1$. By Claim 2, if equality holds in (7.14), then $r_{1}+r_{2} \leq k+1$, which implies that $q=q_{1}+q_{2}$ and $r=r_{1}+r_{2}$. Since equality in (7.14) holds, it follows by (7.15) that both $\left|A\left(H_{1}\right)\right|=\binom{n_{1}}{2}+\left(n_{1}-1\right) k+$ $q_{1}\left(1+2 k-\binom{k+2}{2}\right)$ and $\left|A\left(H_{2}\right)\right|=\binom{n_{2}}{2}+\left(n_{2}-1\right) k+q_{2}\left(1+2 k-\binom{k+2}{2}\right)$. Therefore by induction, $H_{1}, H_{2} \in \mathcal{E}_{1}^{\prime}(k)$. By Definition 7.3.9, $D \in\left[H_{1}, H_{2}\right]_{k}$, which is in $\mathcal{E}_{1}^{\prime}(n, k)$, and so $D \in \mathcal{E}_{1}^{\prime}(k)$. This induction argument justifies the claim.

Now Theorem 7.4.1 follows from Lemma 7.3.11 and Claims 1, 2 and 3.

## Chapter 8

## Minimax Properties of Some Density Measures in Graphs and Digraphs

### 8.1 Introduction

A digraph $D$ is strong if $D$ is strongly connected. A strong component of a digraph $D$ is a maximal strong subdigraph of $D$. A strong component $H$ of $D$ is nontrivial if $|A(H)|>0$. Following [11], a digraph $D$ is strict if $D$ has no loops nor parallel arcs. Throughout this chapter, we use the notation $(u, v)$ to denote an arc oriented from $u$ to $v$ in a digraph, and $[u, v]$ to denote an arc which in $\{(u, v),(v, u)\}$. A digraph $D$ is complete if $D$ is strict and for every pair $u, v$ of distinct vertices of $D$, both $(u, v)$ and $(v, u) \in A(D)$. The complete digraph on $n$ vertices will be denoted by $K_{n}^{*}$. It is known that (see Page 16 of [9], for example) for any integer $n>1, \kappa\left(K_{n}^{*}\right)=n-1$.

Using the notation in [11] and [9], for any disjoint subsets $X, Y \subseteq V(G)$, define

$$
(X, Y)_{G}=\{x y \in E(G): x \in X, y \in Y\} \text { and } \partial_{G}(X)=(X, V(G)-X)_{G} .
$$

When $X=\{v\}$, we often use $\partial_{G}(v)$ for $\partial_{G}(\{v\})$. Likewise, for any disjoint subsets $X, Y \subseteq$ $V(D)$, define

$$
\begin{gathered}
(X, Y)_{D}=\{(x, y) \in A(D): x \in X, y \in Y\}, \partial_{D}^{+}(X)=(X, V(D)-X)_{D} \\
\text { and } \partial_{D}^{-}(X)=\partial_{D}^{+}(V(D)-X) .
\end{gathered}
$$

For each $v \in V(D)$, we use $\partial_{D}^{+}(v)$ for $\partial_{D}^{+}(\{v\})$ and $\partial_{D}^{-}(v)$ for $\partial_{D}^{-}(\{v\})$. The out-degree (in-degree, respectively) of $v$ in $D$, is $d_{D}^{+}(v)=\left|\partial_{D}^{+}(v)\right|\left(d_{D}^{-}(v)=\left|\partial_{D}^{-}(v)\right|\right.$, respectively). We also define

$$
N_{D}^{+}(v)=\{u \in V(D):(v, u) \in A(D)\} \text { and } N_{D}^{-}(v)=\{u \in V(D):(u, v) \in A(D)\} .
$$

For a graph $G$, let $f(G)$ denote the edge-connectivity $\kappa^{\prime}(G)$ or the minimum degree $\delta(G)$ of $G$, and define $\bar{f}(G)=\max \{f(H): H$ is a subgraph of $G\}$. As indicated in [48], networks modeled as a graph $G$ with $f(G)=\bar{f}(G)$ are of particular interest of investigations. Matula first studied the quantities

$$
\bar{\kappa}^{\prime}(G)=\max \left\{\kappa^{\prime}(H): H \subseteq G\right\} \text { and } \bar{\delta}(G)=\max \{\delta(H): H \subseteq G\}
$$

These graph invariants have drawn the attention of researchers as early as in the 1960s. Graphs $G$ with $\bar{\delta}(G) \leq k$ are called $k$-degenerate graphs and were first investigated in [63]. For any fixed integer $k>0$, the $k$-core of a graph $G$ is the unique maximal subgraph $H$ of $G$ with $\delta(H) \geq k$, and can be obtained from $G$ by repeatedly deleting vertices of degree less than $k$. The $k$-cores are considered as fundamental structures in graph theory, as seen in [28, 29, 72, 81, 87] , among others. Weighted version of $k$-cores is introduced in [40] to study the communities cooperation level in social science. Other social network applications can be found in [83]. As commented in [50, 72, 79], both $\bar{\delta}(G)$ and $\bar{\kappa}^{\prime}(G)$ are related to graph coloring problems.

In order to compute $\bar{\kappa}^{\prime}(G)$ and $\bar{\delta}(G)$, Matula defined slicings.
Definition 8.1.1. Let $G$ be a graph with $E(G) \neq \emptyset$.
(i) A sequence of disjoint nonempty edge subsets $Z=\left(J_{1}, J_{2}, \ldots, J_{m}\right)$ is a slicing of $G$ if $J_{1}$ is an edge cut of $G$, and for each $i$ with $2 \leq i \leq m$, $J_{i}$ is an edge cut of $G-\bigcup_{j=1}^{i-1} E\left(J_{j}\right)$.
(ii) If there exists a sequence $v_{1}, v_{2}, \ldots, v_{m}$ of vertices of $G$ such that $J_{1}=\partial_{G}\left(v_{1}\right)$ and for $i \geq 2$, $J_{i}=\partial_{G-\bigcup_{j=1}^{i-1} E\left(J_{j}\right)}\left(v_{i}\right)$, then the slicing $Z=\left(J_{1}, J_{2}, \ldots, J_{m}\right)$ is a $\delta$-slicing of $G$. (iii) If $Z=\left(J_{1}, J_{2}, \ldots, J_{m}\right)$ is a slicing of $G$, then the width of $Z$, is

$$
w(Z)=\max \left\{\left|J_{i}\right|: 1 \leq i \leq m\right\} .
$$

In [74], Matula discovered some minimax results involving $\bar{\kappa}^{\prime}(G)$ and $\bar{\delta}(G)$.
Theorem 8.1.2. (Matula [74]) For any graph $G$ with $|E(G)| \geq 1$, each of the following holds. (i) $\bar{\kappa}^{\prime}(G)=\max \left\{\kappa^{\prime}(H): H \subseteq G\right\}=\min \{w(Z): Z$ is a slicing of $G\}$.
(ii) $\bar{\delta}(G)=\max \{\delta(H): H \subseteq G\}=\min \{w(Z): Z$ is a $\delta$-slicing of $G\}$.

While the parameters $\bar{\delta}(G), \bar{\kappa}^{\prime}(G)$ and $\bar{\kappa}(G)$ have been intensively studied, to the best of our knowledge, the related problem on the other network reliability measures and the corresponding measures of digraphs have rarely investigated. The purpose of this chapter is to investigate whether digraphs will have similar behaviors, and to seek if Theorem 8.1.2 can be extended to other graph reliability measures. As in [9], the minimum out-degree and the minimum in-degree of a digraph $D$ are $\delta^{+}(D)=\min \left\{d_{D}^{+}(v): v \in V(D)\right\}$ and $\delta^{-}(D)=\min \left\{d_{D}^{-}(v): v \in V(D)\right\}$, respectively. Naturally, for a digraph $D$, we define

$$
\bar{\lambda}(D)=\max \{\lambda(H): H \subseteq D\}, \bar{\delta}^{+}(D)=\max \left\{\delta^{+}(H): H \subseteq D\right\}
$$

$$
\text { and } \bar{\delta}^{-}(D)=\max \left\{\delta^{-}(H): H \subseteq D\right\} .
$$

Some of the recent studies on $\lambda(D)$ and $\bar{\lambda}(D)$ focused on extremal properties and the relationship with arc disjoint spanning arborescences, as seen in $[5,6,61,68]$, among others. By the definition of $\bar{\lambda}(D)$, we observe that $\bar{\lambda}(D)=0$ if and only if $D$ does not contain a directed cycle. That is, $D$ is acyclic. Therefore, throughout this chapter, when discussing $\bar{\lambda}(D)$, we always assume that $\lambda(D)>0$.

A natural model for digraph slicing will be a sequence of disjoint and nonempty arc subsets in the form $\partial_{D_{i}}^{+}(X)$ for some subdigraph $D_{i}$ of $D$. Similarly, $\delta^{+}$-slicings ( $\delta^{-}$-slicings, respectively) will be sequences of disjoint nonempty arc subsets in the form $\partial_{D_{i}}^{+}(v)\left(\partial_{D_{i}}^{-}(v)\right.$, respectively $)$. We observe that in a nontrivial graph $G$, every edge lies in an edge cut of the connected component of $G$ containing the edge. But in a nontrivial digraph $D$, not every arc is lying in a directed cut of a strong component of $D$. Therefore, we would need to modify the definition of a graph slicing to define a digraph slicing to accommodate this difference, and the proving arguments would also be altered accordingly. In their studies of fault tolerance networks, Esfahanian and Hakimi in $[30,31]$ introduced restricted edge-connectivity of a graph. An edge cut $X$ of a graph $G$ is restricted if for any $v \in V(G), \partial_{G}(v)-X \neq \emptyset$. The restricted edge-connectivity of a graph $G$, denoted by $\lambda_{2}(G)$, is the minimum size of a restricted edge-cut of $G$. The concept of different slicing will be formally defined in the next section.

In the next section, we present the results for these minimax relations. In the last section, we will develop the concept of $\lambda_{2}$-slicing of $G$ and prove an analogous minimax duality result that determines the value of $\overline{\lambda_{2}}(G)=\max \left\{\lambda_{2}(H): H \subseteq G\right\}$.

Our approaches to the digraph generalization of Theorem 8.1.2 are motivated by and similar to the work of Matula in $[72,73,74,75]$. The minimax theorem on the restricted edgeconnectivity of graph is also motivated by these results.

### 8.2 Slicing of Digraphs

Let $k \geq 0$ be an integer. A digraph $D$ is $k$-arc-strong if $\lambda(D) \geq k$, or equivalently, for any proper nonempty subset $\emptyset \neq X \subset V(D)$, we always have $\left|\partial_{D}^{+}(X)\right| \geq k$. Thus in this sense, every digraph $D$ is 0 -arc-strong, and $\lambda(D)=0$ if and only if $D$ is not 1 -arc-strong. Let $D$ be a digraph and let $D_{1}$ and $D_{2}$ be two subdigraphs of $D$. Define $D_{1} \cup D_{2}$ to be the subdigraph of $D$ with $V\left(D_{1} \cup D_{2}\right)=V\left(D_{1}\right) \cup V\left(D_{2}\right)$ and $A\left(D_{1} \cup D_{2}\right)=A\left(D_{1}\right) \cup A\left(D_{2}\right)$. We start with some elementary properties. Proposition 8.2 .1 below follows by an argument similar to that by Matula in [72, 73].

Proposition 8.2.1. (Anderson et al. , [5]) Let $D_{1}, D_{2}, \ldots, D_{n}$ be subdigraphs of a digraph $D$ such that $\bigcup_{i=1}^{n} D_{i}$ is strongly connected. Then $\lambda\left(\bigcup_{i=1}^{n} D_{i}\right) \geq \min _{1 \leq i \leq n} \lambda\left(D_{i}\right)$.

It follows from the definitions that for any strong digraph $D$,

$$
\begin{equation*}
\kappa(D) \leq \lambda(D) \leq \min \left\{\delta^{+}(D), \delta^{-}(D)\right\} . \tag{8.1}
\end{equation*}
$$

Proposition 8.2.2. (Anderson et al. , [5, 7]) Let $D$ be a strong digraph. Then $\bar{\kappa}(D) \leq \bar{\lambda}(D) \leq$ $\min \left\{\bar{\delta}^{+}(D), \bar{\delta}^{-}(D)\right\}$.

We assume that $D$ is a digraph with $\bar{\lambda}(D)>0$. An arc subset $W$ of $D$ is a direct cut of $D$ if there exists a nonempty proper vertex subset $X$ such that $W=(X, V(D)-X)_{D}$ with $W \neq \emptyset$. We present a formal definition of digraph slicing below.

Definition 8.2.3. Let $D$ be a digraph with $\lambda(D)>0$. Set $D_{1}=D$.
(i) A slicing of $D$ is a sequence $S=\left(J_{1}, J_{2}, \ldots, J_{s}\right)$ of arcs subsets of $D$ with $s \geq 2$ such that each of the following holds.
(i-1) $J_{1}$ is a direct cut of $D_{1}$.
(i-2) Define $D_{2}=D-J_{1}$. For $i=2,3, \ldots, s-1, D_{i}$ is not acyclic, $J_{i}$ is a nonempty direct cut of $D_{i}$ and set $D_{i+1}=D_{i}-J_{i}$.
(i-3) $D_{s}=D-\bigcup_{i=1}^{s-1} J_{i}$ is acyclic.
(ii) If for each $i$ with $1 \leq i \leq s-1, J_{i}$ is a minimum direct cut of a nontrivial strong component of $D_{i}$, then the slicing $S=\left(J_{1}, J_{2}, \ldots, J_{s}\right)$ is a narrow slicing.
(iii) The width of a slicing $S=\left(J_{1}, J_{2}, \ldots, J_{s}\right)$ is $w(S)=\max \left\{\left|J_{i}\right|, 1 \leq i \leq s-1\right\}$.
(iv) The collection of all slicings of $D$ is denoted by $\mathcal{S}(D)$.

We assume that $D$ is a digraph with $A(D) \neq \emptyset$. For a digraph $D$, let $G(D)$, called the underlying graph of $D$, be the graph obtained from $D$ be erasing all the orientation of the arcs of $D$. A digraph $D$ is weakly connected if $G(D)$ is connected. A subdigraph $H$ of $D$ is a weak component of $D$ if $G(H)$ is a component of $G(D)$ with $|A(H)|>0$. (Thus, an isolated vertex of $D$ is not a weak component.) Similarly, we start with a formal definition of a $\delta^{+}$-slicing, as well as one of a $\delta^{-}$-slicing.

Definition 8.2.4. Let $D$ be a digraph with $A(D) \neq \emptyset$.
(i) A sequence of disjoint arc subsets $S=\left(J_{1}, J_{2}, \ldots, J_{s}\right)$ of $D$ is a $\delta^{+}$-slicing (or $\delta^{-}$-slicing, respectively) of $D$ if each $J_{i} \neq \emptyset, 1 \leq i \leq s$, and if each of the following holds:
(i-1) Let $D_{1}=D$. There exists a vertex $v_{1} \in V\left(D_{1}\right)$ such that $J_{1}=\partial_{D_{1}}^{+}\left(v_{1}\right)\left(J_{1}=\partial_{D_{1}}^{-}\left(v_{1}\right)\right.$, respectively).
(i-2) For $i=2, \ldots, s$, set $D_{i}=D_{i-1}-J_{i-1}$, and there exists a vertex $v_{i} \in V\left(D_{i}\right)$ such that $J_{i}=\partial_{D_{i}}^{+}\left(v_{i}\right)\left(J_{i}=\partial_{D_{i}}^{-}\left(v_{i}\right)\right.$, respectively $)$.
(i-3) $A\left(D_{s}\right)-J_{s}=\emptyset$.
(ii) $A \delta^{+}$-slicing (or a $\delta^{-}$-slicing, respectively) $S=\left(J_{1}, J_{2}, \ldots, J_{s}\right)$ is minimal if for each $i$ with
$1 \leq i \leq s$, there exists a weak component $L_{i}$ of $D_{i}$ such that $\left|J_{i}\right|=\delta^{+}\left(L_{i}\right)$ (or $\left|J_{i}\right|=\delta^{-}\left(L_{i}\right)$, respectively).
(iii) Let $\mathcal{S}^{+}(D)$ and $\mathcal{S}^{-}(D)$ denote the collections of all $\delta^{+}$-slicings and all $\delta^{-}$-slicings of $D$, respectively.

By Definition 8.2 .4 , if $S=\left(J_{1}, J_{2}, \ldots, J_{m}\right)$ is a $\delta^{+}$-slicing of $D$, then for each $i=1,2, \ldots, m$, there exists a weak component $D_{i}^{\prime}$ of $D_{i}$ and a vertex $v_{i} \in V\left(D_{i}^{\prime}\right)$ such that $J_{i}=\partial_{D_{i}^{\prime}}^{+}\left(v_{i}\right)$.

Theorem 8.2.5. (Anderson et al. , [5, 7]) Let $D$ be a digraph with $A(D) \neq \emptyset$. Let $\mathcal{S}(D)$ be the collection of all slicings of $D$ and let $\mathcal{S}^{+}(D), \mathcal{S}^{-}(D)$ be the collection of all $\delta^{+}$-slicings of $D$ and all $\delta^{-}$-slicings of $D$, respectively. Each of the following holds.
(i) Assume that $\bar{\lambda}(D)>0$. Then $\max \left\{\min \left\{\left|\partial_{H}^{+}(X)\right|: \emptyset \neq X \subset V(H)\right\}: H \subseteq D\right\}=$ $\min \left\{\max \left\{\left|J_{i}\right|: 1 \leq i \leq m\right\}: S=\left(J_{1}, J_{2}, \ldots, J_{m}\right) \in \mathcal{S}(D)\right\}$.
(ii) $\max \left\{\min \left\{d_{H}^{+}(v): v \in V(H)\right\}: H \subseteq D\right\}=\min \left\{\max \left\{\left|J_{i}\right|: 1 \leq i \leq m\right\}: S=\left(J_{1}, J_{2}, \ldots, J_{m}\right) \in\right.$ $\left.\mathcal{S}^{+}(D)\right\}$.
(iii) $\max \left\{\min \left\{d_{H}^{-}(v): v \in V(H)\right\}: H \subseteq D\right\}=\min \left\{\max \left\{\left|J_{i}\right|: 1 \leq i \leq m\right\}: S=\right.$ $\left.\left(J_{1}, J_{2}, \ldots, J_{m}\right) \in \mathcal{S}^{-}(D)\right\}$.

There are some computational useful ways of determining $\bar{\delta}^{+}(D)$ and $\bar{\delta}^{-}(D)$, as stated in the following results.

Lemma 8.2.6. (Anderson et al. , [5, 7]) Let $D$ be a digraph with $A(D) \neq \emptyset$.
(i) If $S=\left(J_{1}, J_{2}, \ldots, J_{s}\right)$ is a minimal $\delta^{+}$-slicing of $D$, then

$$
\bar{\delta}^{+}(D)=\max _{1 \leq i \leq s}\left\{\left|J_{i}\right|\right\}
$$

(ii) If $S=\left(J_{1}, J_{2}, \ldots, J_{s}\right)$ is a minimal $\delta^{-}$-slicing of $D$, then

$$
\bar{\delta}^{-}(D)=\max _{1 \leq i \leq s}\left\{\left|J_{i}\right|\right\}
$$

### 8.3 A Minimax Theorem in Restricted Edge-connectivity

In their studies of fault tolerance networks, Esfahanian and Hakimi in [30, 31] introduced restricted edge-connectivity of a graph. There has been intensive researches on restricted edgeconnectivity, as seen in the recent survey of Xu [96]. An edge cut $X$ of a graph $G$ is restricted if for any $v \in V(G), \partial_{G}(v)-X \neq \emptyset$. With this definition, not every connected graph may have a restricted edge-cut. Let $\mathcal{F}$ be a family of connected graph such that a graph $G$ is in $\mathcal{F}$ if and only if either $G$ is spanned by a $K_{3}$, or $G$ has a vertex $v \in V(G)$ such that $E(G-v)=\emptyset$.

Lemma 8.3.1. Let $G$ be a connected graph with $|E(G)|>0$. Then $G$ does not have a restricted edge-cut if and only if $G \in \mathcal{F}$.

Proof. Let $G$ be a connected graph with $|E(G)|>0$ which does not have a restricted edgecut. Since every graph on 2 vertices must be in $\mathcal{F}$, we assume that $|V(G)| \geq 3$. Assume that $|V(G)|=3$ and $G$ is not spanned by a $K_{3}$, then $G$ has a cut vertex $v$, and so $E(G-v)=\emptyset$, whence $G \in \mathcal{F}$. Thus we assume that $|V(G)| \geq 4$. If $G$ has a path of length at least 3 , then $G$ has a restricted edge-cut. Hence every longest path of $G$ has length 2 . Since $|V(G)| \geq 4, G$ cannot have a cycle of length at least 3. It follows that $G$ must be spanned by a $K_{1, n-1}$, where $n=|V(G)|$. Since $G$ contains no cycles of length at least 3, if $v \in V(G)$ has maximum degree in $G$, then $E(G-v)=\emptyset$, and so $G \in \mathcal{F}$. Conversely, it follows by definition that every member in $\mathcal{F}$ does not have a restricted edge-cut.

Lemma 8.3.1 indicates that in order to define restricted edge-connectivity of a graph, we need to define restricted edge-cuts of graphs in $\mathcal{F}$. To facilitate the study of restricted edgeconnectivity of a graph, we further define that for any $G \in \mathcal{F}$, we define an edge subset $X \subseteq E(G)$ such that it is a restricted edge-cut of $G$ if and only if $|X|=|E(G)|-1$. The restricted edgeconnectivity of a nontrivial connected graph $G$, denoted by $\lambda_{2}(G)$, is the minimum size of a restricted edge-cut of $G$. Note that $\lambda_{2}\left(K_{2}\right)=0$. If $G=K_{1}$ or if $G$ is not connected, it is natural to define that $\lambda_{2}(G)=0$. In this section, we will develop the concept of $\lambda_{2}$-slicing of $G$ and prove an analogous minimax duality result that determines the value of $\overline{\lambda_{2}}(G)=\max \left\{\lambda_{2}(H): H \subseteq G\right\}$.

### 8.3.1 Restricted Slicing of a Graph

Let $G$ be a connected graph such that $G \notin \mathcal{F}$. A restricted edge cut $S$ of $G$ is minimal if it contains no other restricted edge-cut of $G$. Thus if $S$ is a minimal restricted edge-cut of $G$, then $G-S$ has exactly two nontrivial connected components $G^{\prime}, G^{\prime \prime}$. If $G \in \mathcal{F}$, then for any restricted edge-cut $S$ of $G, G-S$ has exactly one nontrivial component isomorphic to $K_{2}$. We start with a lemma below.

Lemma 8.3.2. Let $G$ be a nontrivial connected graph such that $G \notin \mathcal{F}$. If $S$ is a minimal restricted edge-cut of $G$ such that $G-S$ has components $G^{\prime}, G^{\prime \prime}$, then

$$
\begin{equation*}
\overline{\lambda_{2}}(G)=\max \left\{|S|, \overline{\lambda_{2}}\left(G\left[E\left(G^{\prime}\right) \cup S\right]\right), \overline{\lambda_{2}}\left(G\left[E\left(G^{\prime \prime}\right) \cup S\right]\right)\right\} \tag{8.2}
\end{equation*}
$$

Proof. By definition, there exists a connected subgraph $H$ of $G$ such that $\lambda_{2}(H)=\overline{\lambda_{2}}(G)$. Since $S$ is a minimal, by definition, we have $H=G$ if and only if $\overline{\lambda_{2}}(G)=|S|$.

Assume first that $H=G$, or equivalently, $\overline{\lambda_{2}}(G)=|S|$. Then by definition of $\overline{\lambda_{2}}(G)$, we have $\overline{\lambda_{2}}(G) \geq \max \left\{\overline{\lambda_{2}}\left(G\left[E\left(G^{\prime}\right) \cup S\right]\right), \overline{\lambda_{2}}\left(G\left[E\left(G^{\prime \prime}\right) \cup S\right]\right)\right\}$. Hence (8.2) holds. Now assume that $H \neq G$. Thus $\overline{\lambda_{2}}(G)>|S|$. If $H$ is a subgraph of $G\left[E\left(G^{\prime}\right) \cup S\right]$, then $\overline{\lambda_{2}}(G)=\lambda_{2}(H)=$ $\overline{\lambda_{2}}\left(G\left[E\left(G^{\prime}\right) \cup S\right]\right) \geq \max \left\{|S|, \overline{\lambda_{2}}\left(G\left[E\left(G^{\prime \prime}\right) \cup S\right]\right)\right\}$, whence (8.2) holds. Thus it suffices to show that either $\left.H \subseteq G\left[E\left(G^{\prime}\right) \cup S\right]\right)$ or $\left.H \subseteq G\left[E\left(G^{\prime \prime}\right) \cup S\right]\right)$.

By contradiction, we assume that $H$ is not a subgraph of $\left.G\left[E\left(G^{\prime}\right) \cup S\right]\right)$ and $H$ is a subgraph of $G\left[E\left(G^{\prime \prime}\right) \cup S\right]$ ). These imply that $E(H) \cap E\left(G^{\prime}\right) \neq \emptyset$ and $E(H) \cap E\left(G^{\prime \prime}\right) \neq \emptyset$. It follows that $S \cap E(H)$ is a restricted edge-cut of $H$, and so

$$
\overline{\lambda_{2}}(G)>|S| \geq|S \cap E(H)| \geq \lambda_{2}(H)=\overline{\lambda_{2}}(G),
$$

showing that a contradiction obtains. This contradiction justifies that either $\left.H \subseteq G\left[E\left(G^{\prime}\right) \cup S\right]\right)$ or $H \subseteq G\left[E\left(G^{\prime \prime}\right) \cup S\right]$ ), and so (8.2) must hold.

We will define the $\lambda_{2}$-slicing of a connected graph $G$. To do that, we introduce a subroutine as follows.
Subroutine $\Phi(\Gamma, S, F)$.
Input. a graph $\Gamma$ with nontrivial connected components $H_{1}, H_{2}, \ldots, H_{t}$. Initially set $S=\emptyset$ and $F=\left\{H_{1}, H_{2}, \ldots, H_{t}\right\}$.
(S1) Choose $H \in F$ such that $|E(H)|=\max \left\{E\left(H_{j}\right) \mid: 1 \leq j \leq t\right\}$. If $|E(H)| \leq 1$, then set $S=\emptyset$ and stop.
(S2) Assume that $|E(H)|>1$.
(S2-1) If $H \in F$, then pick any $e_{H} \in E(H)$, set $S=E(H)-\left\{e_{H}\right\}$ and $F:=F-\{H\}$.
(S2-2) If $H \notin F$, then find a restricted edge-cut $S$ of $G$. Let $G^{(1)}, G^{(2)}, \ldots, G^{(s)}$ be the nontrivial components of $G-S$. Define, for $1 \leq i \leq s, H_{i}^{\prime}=G\left[E\left(G^{(i)}\right) \cup S\right]$. Set $S:=S$, $F:=(F-\{H\}) \cup\left\{H_{1}^{\prime}, H_{2}^{\prime}, \ldots, H_{s}^{\prime}\right\}$.
Output. An edge subset $S$ of $\Gamma$ such that either $S=\emptyset$, or $S$ is a restricted edge-cut of $G$, as well as a collection $F$ of graphs, each of which is isomorphic to a subgraph of $\Gamma$.

With Subroutine $\Phi(\Gamma, S, F)$, we have the following algorithm that generate the $\lambda_{2}$-slicings of $G$. Given a connected graph $G$.
Algorithm Slicing. Let $G$ be a connected graph with $G \notin\left\{K_{1}, K_{2}\right\}$. Initially, we first set $G_{0}=G, F_{0}=\left\{G_{0}\right\}$ and set $\sigma$ to be the empty sequence.

Apply Subroutine $\Phi\left(G_{0}, S_{1}, F_{1}\right)$. If the output $S_{1}=\emptyset$, then stop and we conclude that $G \in\left\{K_{1}, K_{2}\right\}$, and so $\lambda_{2}(G)=\overline{\lambda_{2}}(G)=0$. If $S_{1} \neq 0$, the Subroutine $\Phi\left(G_{0}, S_{1}, F_{1}\right)$ outputs a restricted edge-cut $S_{1}$ of $G_{0}$ and a collection $F_{1}$ of graphs such that each of which is isomorphic to a subgraph of $G$. Update $\sigma=\left(S_{1}\right)$ as a one term sequence, and define $G_{1}$ to be the graph whose connected components are precisely those graphs in $F_{1}$. Thus up to isomorphism, graphs in $F_{1}$ are subgraphs of $G$.

Inductively, assume that $\sigma=\left(S_{1}, S_{2}, \ldots, S_{k}\right)$ and the graph $G_{k}$ are found. We then apply Subroutine $\Phi\left(G_{k}, S_{k+1}, F_{k+1}\right)$. If the output $S_{k+1}=\emptyset$, then stop, and we define the current value $\sigma$ is a $\lambda_{2}$-slicing of $G$. Otherwise, $S_{k+1} \neq \emptyset$, and we update $\sigma:=\left(S_{1}, S_{2}, \ldots, S_{k}, S_{k+1}\right)$, and define $G_{k+1}$ to be the graph whose connected components are precisely those graphs in $F_{k+1}$.

We shall show that this algorithm terminates in finite time so that if a connected graph $G \notin\left\{K_{1}, K_{2}\right\}$, then the algorithm will generate a $\lambda_{2}$-slicing of $G$. For each current value $F^{\prime}=$
$\left\{H_{1}, H_{2}, \ldots ., H_{t}\right\}$, we assume that $\left|E\left(H_{1}\right)\right| \geq\left|E\left(H_{2}\right)\right| \geq \ldots \geq E\left(H_{t}\right)$. Let $f\left(F^{\prime}\right)=\{i: 1 \leq i \leq t\}$ and $\left|E\left(H_{i}\right)\right|=\max \left\{\left|E\left(H_{j}\right)\right|, 1 \leq j \leq t\right\}$. After one application of $\Phi(G, S, F)$, without lose of generality, we assume that $H_{1}$ is picked by the subroutine. In the execution of (S2-1), $H_{1}$ will be removed from the output $F$; in the execution of (S2-2), as each of the new edge induced subgraphs has number of edges less than $\left|E\left(H_{1}\right)\right|$, we conclude that $f\left(F^{\prime}\right)>f(F)$. As $f(F)$ is integral and as each time running the subroutine $\Phi(G, S, F)$, the output value $f(F)$ is strictly less then the input value. The algorithm must terminate in a finite time. For a connected graph $G$, let $\sigma(G)$ denote the collection of all $\lambda_{2}$-slicings of $G$.

In the execution of Subroutine $\Phi(G, S, F)$, we do not require, in Step (S2-2), that the restricted edge cut $S$ to be a minimum one. We now define a similar Subroutine $\Phi^{\prime}(G, S, F)$ by additionally requiring that in the execution of (S2-2) of the Subroutine $\Phi^{\prime}(G, S, F)$, the restricted edge-cut $S$ must be minimized. With this new subroutine $\Phi^{\prime}(G, S, F)$, we again run the algorithm described above to generate $\lambda_{2}$-slicing of $G$. These slicings will be called the restricted narrow slicing or narrow $\lambda_{2}$-slicing of $G$. Let $\sigma^{\prime}(G)$ denote the set of all narrow $\lambda_{2}$-slicings of $G$.

Lemma 8.3.3. Let $G$ be a connected graph not in $\left\{K_{1}, K_{2}\right\}$ and let $\sigma=\left(S_{1}, S_{2}, \ldots, S_{s}\right) \in \sigma(G)$. If $H$ is a subgraph of $G$ satisfying $\lambda_{2}(H)=\overline{\lambda_{2}}(G)$, then for some $j$ with $1 \leq j \leq s$, $S_{j}$ is a restricted edge-cut of $H$.

Proof. We argue by induction on $|V(G)-V(H)|$. If $V(G)=V(H)$, then $G=H$ and so as $S_{1}$ is a restricted edge-cut of $G, S_{1}$ is a restricted edge-cut of $H$. Let $h$ be the smallest integer with $1 \leq h \leq s$ such that $S_{h} \cap E(H) \neq \emptyset$.

If $S_{h}$ is a restricted edge-cut of $H$, then the lemma is proved. Assume that $S_{h}$ is not a restricted edge-cut of $H$. Then by Lemma 8.3.2 and by Algorithm Slicing, there must be a graph $H^{\prime} \in F_{h}$ such that $H$ is a subgraph of $H^{\prime}$, with $\left|V\left(H^{\prime}\right)\right|<|V(G)|$. By induction, there must be an index $j$ with $h \leq j \leq s$ such that $S_{j}$ is a restricted edge-cut of $H$.

### 8.3.2 A Minimax Theorem of Restricted Edge-connectivity

Throughout out this subsection, $G$ is assumed to be a connected graph not in $\left\{K_{1}, K_{2}\right\}$. The main result of this section is the following minimax result.

Theorem 8.3.4. Let $G$ be a connected graph not in $\left\{K_{1}, K_{2}\right\}$. Then

$$
\begin{align*}
\overline{\lambda_{2}}(G) & =\max _{H \subseteq G} \min \{|X|: X \text { is a restricted edge-cut of } H\}  \tag{8.3}\\
& =\min _{\sigma \in \sigma(G)} \max \left\{\left|S_{i}\right|: 1 \leq i \leq s, \sigma=\left(S_{1}, S_{2}, \ldots, S_{s}\right)\right\} .
\end{align*}
$$

Proof. Let $\ell=\min _{\sigma \in \sigma(G)} \max \left\{\left|S_{i}\right|: 1 \leq i \leq s, \sigma=\left(S_{1}, S_{2}, \ldots, S_{s}\right)\right\}$. We shall show that both $\overline{\lambda_{2}}(G) \leq \ell$ and $\overline{\lambda_{2}}(G) \geq \ell$. By definition, there exists a nontrivial subgraph $H$ of $G$ such that $\overline{\lambda_{2}}(G)=\lambda_{2}(H)$.

For any $\sigma=\left(S_{1}, S_{2}, \ldots, S_{s}\right) \in \sigma(G)$, by Lemma 8.3.3, there must be an index $j$ with $1 \leq j \leq s$, $S_{j}$ is a restricted edge-cut of $H$. It follows that $\max \left\{\left|S_{i}\right|: 1 \leq i \leq s, \sigma=\left(S_{1}, S_{2}, \ldots, S_{s}\right)\right\} \geq$ $\left|S_{j}\right| \geq \lambda_{2}(H)=\overline{\lambda_{2}}(G)$. Since $\sigma \in \sigma(G)$ is arbitrary, we must have $\ell \geq \overline{\lambda_{2}}(G)$.

Conversely, let $\sigma=\left(S_{1}, S_{2}, \ldots, S_{s}\right) \in \sigma^{\prime}(G)$ be a narrow $\lambda_{2}$-slicing. By Algorithm Slicing, in each iteration, each graph $H^{\prime}$ in the the resulting collection of subgraphs $F_{i}$ is isomorphic to a subgraph of $G$. Thus by the definition of a narrow $\lambda_{2}$-slicing, each $S_{i}$ is a minimum restricted edge-cut of some subgraph of $G$, and so $\overline{\lambda_{2}}(G) \geq\left|S_{i}\right|$ for each $i$ with $1 \leq i \leq s$. It follows that

$$
\overline{\lambda_{2}}(G) \geq \min _{\sigma \in \sigma^{\prime}(G)} \max \left\{\left|S_{i}\right|: 1 \leq i \leq s, \sigma=\left(S_{1}, S_{2}, \ldots, S_{s}\right)\right\} \geq \ell
$$

This completes the proof of the theorem.

### 8.4 Future Studies

We have observed that, for a number of density measures $f$ of graphs and digraphs, there exist minimax theorems to determine $\bar{f}$, as seen in Theorem 8.1.2, Theorem 8.2.5 and Theorem 8.3.4. We believe that there might be a more general theorem that can cover all these as special cases and we have not found this general result yet.
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