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ABSTRACT

Group Connectivity and Modulo Orientations of Graphs

Jiaao Li

This dissertation focuses on the subject of nowhere-zero flow problems on graphs. Tutte’s

5-Flow Conjecture (1954) states that every bridgeless graph admits a nowhere-zero 5-flow, and

Tutte’s 3-Flow Conjecture (1972) states that every 4-edge-connected graph admits a nowhere-

zero 3-flow. Jaeger et al. (1992) further conjectured that every 5-edge-connected graph is

Z3-connected, whose truth implies the 3-Flow Conjecture. Extending Tutte’s flows conjectures,

Jaeger’s Circular Flow Conjecture (1981) says every 4p-edge-connected graph admits a modulo

(2p + 1)-orientation, that is, an orientation such that the indegree is congruent to outdegree

modulo 2p+ 1 at every vertex. Note that the p = 1 case of Circular Flow Conjecture coincides

with the 3-Flow Conjecture, and the case of p = 2 implies the 5-Flow Conjecture. This work is

devoted to provide some partial results on these problems.

It is proved in Chapter 2 that every graph with four edge-disjoint spanning trees is Z3-

connected. Consequently, Jaeger et al.’s group connectivity conjecture and Tutte’s 3-Flow Con-

jecture hold for 5-edge-connected essentially 23-edge-connected graphs. We also provide several

equivalent versions of Jaeger et al.’s group connectivity conjecture and indicate that it is enough

to verify the conjecture for 5-edge-connected essentially 8-edge-connected graphs. In Chapter 3,

Tutte’s 3-Flow Conjecture is verified for graphs with independence number at most 4.

The relation of orientation and group connectivity is studied in Chapter 4. It shows that

every strongly Zm-connected graph contains m−1 edge-disjoint spanning trees, and hence every

Zm-connected graph G has (m − 1)(|V (G)| − 1)/(m − 2) edges, which solves a conjecture of

Luo et al. (2012). Those results are applied to establish some monotonicity properties of group

connectivity that every strongly Z5-connected graph is Z3-connected, and every Z3-connected

graph is A-connected for any Abelian group A with size |A| ≥ 4.

Infinite families of counterexamples to Jaeger’s Circular Flow Conjecture are presented in

Chapter 5. For p ≥ 3, there are 4p-edge-connected graphs not admitting modulo (2p + 1)-

orientation; for p ≥ 5, there are (4p+ 1)-edge-connected graphs not admitting modulo (2p+ 1)-

orientation. Towards the p = 2 case of Circular Flow Conjecture and the 5-Flow Conjecture, we

show in Chapter 6 that every 10-edge-connected planar graph admits a modulo 5-orientation.
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Chapter 1

Preliminaries

1.1 Notation and Terminology

We consider finite graphs without loops, but with possible multiple edges, and follow Bondy and

Murty [7] for undefined terms and notation. Let α(G), κ′(G) and δ(G) denote the independence

number, the edge-connectivity and the minimal degree of a graph G, respectively. For a vertex

z ∈ V (G), define NG(z) = {v ∈ V (G) : zv ∈ E(G)} to be the neighborhood of z. For vertex

subsets U,W ⊆ V (G), let [U,W ]G = {uw ∈ E(G) : u ∈ U,w ∈ W}; and for each v ∈ V (G),

define EG(v) = [{v}, V (G)−{v}]G. LetD = D(G) be an orientation ofG. We denote (u,w) to be

an arc oriented from u to w, and A(D) to be the set of all arcs in D. Define [U,W ]D = {(u,w) ∈
A(D) : u ∈ U,w ∈ W}. For notational convenience, we denote E+

D(v) = [{v}, V (D) − {v}]D
and E−D(v) = [V (D) − {v}, {v}]D for a vertex v ∈ V (D), respectively. When W = V (G) − U ,

we also denote δ+D(W ) = [W,U ]D, ∂G(W ) = [W,U ]G and dG(W ) = |∂G(W )|. In addition,

dG(v) = |EG(v)|, d−D(v) = |E−D(v)| and d+D(v) = |E+
D(v)| are known as the degree, indegree and

outdegree of v, respectively. The subscript may be omitted if it is understood from the context.

An edge-cut X of G is called trivial if it isolates a vertex (i.e. X = EG(v) for some v ∈ V (G)),

and nontrivial otherwise. An edge cut X = ∂(S) in a connected graph G is essential if at least

two components of G−X are nontrivial. A graph is essentially k-edge-connected if it does not

have an essential edge cut with fewer than k edges. A graph G is odd-k-edge-connected if it

contains no odd edge-cut of size less than k. For an edge set X ⊆ E(G), the contraction G/X

is the graph obtained from G by identifying the two ends of each edge in X, and then deleting

the resulting loops. If H is a subgraph of G, then we use G/H for G/E(H). For a vertex set

W ⊂ V (G) such that G[W ] is connected, we also use G/W for G/G[W ].
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1.2 Nowhere-zero Flow Problems

A flow in a directed graph is a map from the edge set to real numbers such that, for every vertex,

the sum of the flows entering it is equal to the sum of the flows exiting it. The concept of flow

is a useful model in operation research, and it also serves as a graph model to represent current

in an electrical network.

The concept of integer flow was introduced by Tutte [78, 79] as a generalization of map-

colouring problems. Let G = (V,E) be a graph and D be an orientation of E(G). Let A be

an (additive) Abelian group with identity 0, and A∗ = A − {0}. Following Jaeger et al. [40],

we define F (G,A) = {f |f : E(G) → A} and F ∗(G,A) = {f |f : E(G) → A∗}. For a function

f : E(G)→ A, define ∂f : V (G)→ A by

∂f(v) =
∑

e∈E+
D(v)

f(e)−
∑

e∈E−D(v)

f(e),

where “
∑

” refers to the addition in A. (D, f) is a flow if ∂f(v) = 0, ∀v ∈ V (G). It is called an

integer flow if A = Z, and an integer flow is a k-flow if |f(e)| < k, ∀e ∈ E(G). A flow (D, f) is

a nowhere-zero flow if f(e) 6= 0, ∀e ∈ E(G). A graph is bridgeless if it is 2-edge-connected, and

bridgeless is a necessary condition for a graph to admit a nowhere-zero flow. Tutte established

the relation between face-coloring problems and integer flows, which motivates the study of the

theory of integer flow.

Theorem 1.2.1. (Tutte [79]) Let G be a bridgeless plane graph. Then G is k-face-colorable if

and only if G admits a nowhere-zero k-flow.

Thus, the Four Color Problem of planar graph that every plane graph is 4-face-colorable is

essentially equivalent to the statement : every bridgeless planar graph admits a nowhere-zero 4-

flow. This motivated Tutte [79,81] to propose the following celebrated integer flow conjectures,

which generalize three theorems on planar graphs, the Five-Color Theorem, the Four-Color

Theorem (a conjecture at that time) and Grötzsch’s Three-Color Theorem.

Conjecture 1.2.1. (Tutte’s flow conjectures)

(i) (5-Flow Conjecture, 1954) Every bridgeless graph admits a nowhere-zero 5-flow.

(ii) (4-Flow Conjecture, 1966) Every bridgeless graph without Petersen-minor admits a nowhere-

zero 4-flow.

(iii) (3-Flow Conjecture, 1972) Every 4-edge-connected graph admits a nowhere-zero 3-flow.

The Four Color Problem was solved by Appel and Haken [2, 3], see also [71], known as the

Four Color Theorem. Tutte’s flow conjectures remain open so far to the best of our knowledge.

As observed by Tutte [79], the existence of nowhere-zero k-flows is equivalent to the existence

of nowhere-zero Zk-flows. The study of integer flows focuses more on nowhere-zero Zk-flows as

2



it is easier to handle. Motivated by this fact, Jaeger further generalized integer flow theory to

introduce the concept of group connectivity and modulo orientation.

Let G be a graph with orientation D(G). A mapping b : V (G)→ A is an A-valued zero sum

function (or boundary function) on G if
∑

v∈V (G) b(v) = 0. The set of all A-valued zero sum

functions on G is denoted by Z(G,A). For a mapping b ∈ Z(G,A), a function f ∈ F ∗(G,A) is a

nowhere-zero (A, b)-flow if ∂f(v) = b(v) for each vertex v ∈ V (G). A graph G is A-connected if

for any b ∈ Z(G,A), G has a nowhere-zero (A, b)-flow. If a graph G has an orientation D such

that d+D(v)−d−D(v) ≡ 0 (mod k) for every vertex v ∈ V (G), then we say that G admits a modulo

k-orientation, or a mod k-orientation for short. Note that a connected graph G has a modulo

2k-orientation if and only if G is Eulerian. We always assume p > 0 is an integer throughout

the context. The concept of strongly Z2p+1-connectedness was introduced in [52] (see also [49]),

which can be viewed as the group connectivity analogy for mod (2p+1)-orientations. Motivated

by Thomassen et al.’s θ-orientation idea [59,77], we define strongly Zk-connected graphs as follows

to include the case when k is even.

Definition 1.2.1. Let G be a graph, and let Θ(G,Zk) = {θ : V (G) → Zk |
∑

v∈V (G) θ(v) ≡
|E(G)| (mod k)}. A graph G is strongly Zk-connected if, for every θ ∈ Θ(G,Zk), there is an

orientation D such that for every vertex v ∈ V (G), d+D(G) ≡ θ(v) (mod k).

Let 〈A〉, Mk and 〈SZk〉 denote the family of all A-connected graphs, the family of all

graphs admitting a modulo k-orientation and the family of all strongly Zk-connected graphs,

respectively. Zk-connected graphs and strongly Z2p+1-connected graphs are contractible con-

figurations for nowhere-zero k-flows and mod (2p + 1)-orientations, respectively. The strongly

Z2p+1-connectedness can be also defined as follows: A graph G is strongly Z2p+1-connected if,

for every b ∈ Z(G,Z2p+1), there is an orientation D such that for every vertex v ∈ V (G),

d+D(G)− d−D(G) ≡ b(v) (mod 2p+ 1).

Jaeger proposed the following conjectures concerning group connectivity and mod (2p+ 1)-

orientations. A conjecture on strongly Z2p+1-connected graphs has also been proposed by Lai

[49].

Conjecture 1.2.2. (Jaeger’s Circular Flow Conjecture, [38])

Every 4p-edge-connected graph admits a modulo (2p+ 1)-orientation.

Conjecture 1.2.3. (a)(Jaeger et al., [40]) Every 3-edge-connected graph is Z5-connected.

(b)(Jaeger et al., [40]) Every 5-edge-connected graph is Z3-connected.

(c)(Lai, [49]) Every (4p+ 1)-edge-connected graph is strongly Z2p+1-connected.

For p = 1, Conjecture 1.2.2 is Conjecture 1.2.1 (iii) (3-Flow Conjecture). Observed by

Jaeger [39], the p = 2 case of Conjecture 1.2.2, if true, would imply Conjecture 1.2.1 (i) (5-

Flow Conjecture). Conjecture 1.2.3 (a)-(c) are strengthen of Conjecture 1.2.1 and Conjecture

3



1.2.2 on group connectivity. By a result of Kochol [44], the 3-Flow Conjecture is equivalent

to its restriction to 5-edge-connected graphs, whence Conjecture 1.2.3 (b) implies the 3-Flow

Conjecture. By Theorem 1.3.4 below, Conjecture 1.2.3 (c), if true for p = 2, would imply

Conjecture 1.2.3 (a). Thus, the p = 2 case of Conjecture 1.2.2 and Conjecture 1.2.3 (c) deserves

special attention.

The additive base conjecture of Jaeger, Linial, Payan and Tarsi [40] states that for any n and

any prime number k, the union (with possible repetition) of vectors of k linear basis of Zn
k forms

an additive basis of Zn
k . The truth of this conjecture would imply that for any prime k, every

graph with k edge-disjoint spanning trees is strongly Zk-connected. Perhaps this statement

holds for nonprime numbers as well. This motivates a new conjecture on modulo orientations,

which suggests that number of edge-disjoint spanning trees gives a sufficient condition for graphs

admitting modulo orientations.

Conjecture 1.2.4. (Lai, unpublished)

(i) Every graph with 2p+ 1 edge-disjoint spanning trees admits a modulo (2p+ 1)-orientation.

(ii) Every graph with 2p+ 1 edge-disjoint spanning trees is strongly Z2p+1-connected.

Some of the best known results concerning Conjectures 1.2.1, 1.2.2 and 1.2.3 are the following.

Theorem 1.2.2. (8-Flow Theorem, Jaeger [37], Kilpatrick [42]) Every bridgeless graph admits

a nowhere-zero 8-flow.

Seymour [75] improved the 8-Flow Theorem to get the 6-Flow Theorem which remains the

strongest partial result to the 5-Flow Conjecture.

Theorem 1.2.3. (6-Flow Theorem, Seymour, [75]) Every bridgeless graph admits a nowhere-

zero 6-flow.

The following 4-Flow Theorem was proved by Jaeger [37].

Theorem 1.2.4. (Jaeger, [37]) Every 4-edge-connected graph admits a nowhere-zero 4-flow.

The Four Coloring Theorem proved by Appel and Haken [2,3] ( see also [71]) can be stated as

: every bridgeless planar graph admits a nowhere-zero 4-flow. The best approach to Conjecture

1.2.1 (ii) (4-Flow Conjecture) is known as the snark theorem recently proved by Robertson,

Sanders, Seymour and Thomas, see [27,72–74,76].

Theorem 1.2.5. (Snark Theorem, Edwards, Robertson, Sanders, Seymour and Thomas, 2000s)

Every bridgeless cubic graph without Petersen-minor admits a nowhere-zero 4-flow.

Some early partial results on the 3-Flow Conjecture can be found in Lai and Zhang [46] and

Alon, Linial and Meshulam [1]. Thomassen recently made a breakthrough, and he proved that

4



Theorem 1.2.6. (Thomassen, [77]) Every 8-edge-connected graph is Z3-connected.

Thomassen’s result was further improved by Lovász, Thomassen, Wu and Zhang.

Theorem 1.2.7. (Lovász, Thomassen, Wu and Zhang [59], Wu [82]) Every 6p-edge-connected

graph is strongly Z2p+1-connected.

In particular, Theorem 1.2.7 indicates that every 6-edge-connected graph is Z3-connected,

and therefore admits a nowhere-zero 3-flow.

1.3 Main Results

Towards Conjecture 1.2.4 and motivated by a theorem of Jaeger et al. [40] that every graph

with two edge-disjoint spanning trees is A-connected for any Abelian group A of size |A| ≥ 4, we

prove the following sufficient condition for graphs being Z3-connected and admitting nowhere-

zero 3-flows.

Theorem 1.3.1. Every graph with four edge-disjoint spanning trees is Z3-connected.

Extending partial flows is an important technique in the study of nowhere-zero flows prob-

lems, which is used by Thomassen et al. [59, 77] and Kochol [44] to obtain breakthroughs on

nowhere-zero flows. Let β ∈ Z(G,Z3). An orientation D of G with d+D(v) − d−D(v) ≡ β(v)

(mod 3) for every vertex v ∈ V (G) is called a β-orientation. Note that a mod 3-orientation of G

is a β-orientation with β(v) = 0 for every vertex v ∈ V (G). A graph is called 〈Z3〉-extendable at

vertex z0, if for any β ∈ Z(G,Z3) and any pre-orientation Dz0 of EG(z0) = [{z0}, V (G)− {z0}]
with d+Dz0

(z0)− d−Dz0
(z0) ≡ β(z0) (mod 3), Dz0 can be extended to a β-orientation of G.

We establish a relationship between 〈Z3〉-extendability and Z3-connectedness to obtain sev-

eral equivalent versions of Conjecture 1.2.3 (b). In addition, we propose the following slightly

stronger conjecture, whose truth would imply Conjecture 1.2.3 (b) and the 3-Flow Conjecture.

Conjecture 1.3.1. Every 5-edge connected essentially 8-edge-connected graph is 〈Z3〉-extendable

at any vertex of degree at most 7.

By applying Theorem 1.3.1, the following partial result for Conjecture 1.3.1 is obtained.

Theorem 1.3.2. Every 5-edge-connected essentially 23-edge-connected graph is 〈Z3〉-extendable

at any vertex of degree at most 7.

We develop a new reduction method to handle odd wheels, and apply it to verify Tutte’s

3-Flow Conjecture for graphs with order at least 21 and independence number at most 4.

Theorem 1.3.3. Every 4-edge-connected graph G with |V (G)| ≥ 21 and α(G) ≤ 4 admits a

nowhere-zero 3-flow.

5



Let t ≥ 1 be an integer and G be a graph. Define tG the graph obtained from G by

replacing each edge of G with t parallel edges. In this dissertation, we study the relation of

group connectivity and strongly group connectivity, and obtain the following result.

Theorem 1.3.4. Let m ≥ 3 be an integer and let G be a graph. Then each of the following

holds.

(a) G ∈ 〈Zm〉 if and only if (m− 2)G ∈ 〈SZm〉.
(b) If G is strongly Zm-connected, then G has m− 1 edge-disjoint spanning trees.

(c) If G is Zm-connected, then (m− 2)G has m− 1 edge-disjoint spanning trees.

Jaeger et al. in [40] pointed out that there exists a Z5-connected graph which is not Z6-

connected. Nevertheless, Theorem 1.3.4 with m = 3, together with a theorem of Jaeger et

al. [40], implies a monotonicity theorem of group connectivity.

Theorem 1.3.5. Every Z3-connected graph is A-connected for any Abelian group A with |A| ≥ 4.

Theorem 1.3.4 with m = 5, together with Theorem 2.1.4, provides another monotonicity

theorem of group connectivity.

Theorem 1.3.6. Every strongly Z5-connected graph is Z3-connected.

Furthermore, Theorem 1.3.4 also gives useful necessary conditions for graphs being Zm-

connected and strongly Zm-connected, respectively. It is applied to determine the exact values

of ex(n,Zm) for all m ≥ 3, where ex(n,Zm) is the largest integer such that every simple graph

on n vertices with at most ex(n,Zm) edges is not Zm-connected, and to present characteriza-

tions of graphic and multigraphic sequences that have Zm-connected realizations, which solves

a conjecture of Luo et al. [62] for all Zm-connected graphs.

In this dissertation, Conjecture 1.2.2(Jaeger’s Circular Flow Conjecture) and Conjecture

1.2.3 (c) are settled in the negative by constructing infinite families of counterexamples for

every p ≥ 3.

Theorem 1.3.7. Each of the following holds.

(i) For every integer p ≥ 3, there exists a 4p-edge-connected graph admitting no modulo

(2p+ 1)-orientation.

(ii) For every integer p ≥ 5, there exists a (4p+1)-edge-connected graph admitting no modulo

(2p+ 1)-orientation.

Apart from Jaeger’s Circular Flow Conjecture, Theorem 1.3.7 (ii) also disproves a seemly

weaker conjecture of Kochol in [44] that every (4p+ 1)-edge-connected graph admits a modulo

(2p+ 1)-orientation.

Tutte’s flow conjectures (Conjecture 1.2.1) remain widely open since no counterexample is

found for the cases of p = 1, 2. For the p = 2 case of Conjecture 1.2.2, Theorem 1.2.7 of Lov́asz

6



et al. [59] implies that every 12-edge-connected graph admits a modulo 5-orientation. Note that

the 5-Flow Conjecture would follow if 12 can be lowered to 9. In this dissertation, we improve

Lovász et al.’s result for planar graphs with the following theorem, which seems to leave some

hope for proving the 5-Flow Conjecture.

Theorem 1.3.8. Every 10-edge-connected planar graph admits a modulo 5-orientation.

7



Chapter 2

Nowhere-zero 3-flows and

Z3-connectedness

This chapter includes joint work with Han and Lai, appeared in [33].

2.1 Introduction

A graph G with z0 ∈ V (G) isM3-extendable at z0 if, for any pre-orientation Dz0 of EG(z0) with

d+Dz0
(z0) ≡ d−Dz0

(z0) (mod 3), Dz0 can be extended to a mod 3-orientationD ofG. Kochol [44,45]

obtained the following equivalent versions of the 3-Flow Conjecture. In particular, his result

showed that Conjecture 1.2.3 (b) implies the 3-Flow Conjecture.

Theorem 2.1.1. (Kochol [44,45]) The following are equivalent.

(i) Every 4-edge-connected graph has a nowhere-zero 3-flow.

(ii) Every 5-edge-connected graph has a nowhere-zero 3-flow.

(iii) Every 5-edge-connected essentially 6-edge-connected graph isM3-extendable at every degree

5 vertex.

(iv) Every 4-edge-connected graph with each vertex of degree 4 or 5 is M3-extendable at every

vertex.

(v) Every bridgeless graph with at most three 3-edge-cuts admits a nowhere-zero 3-flow.

Recall that a graph is 〈Z3〉-extendable at z0 any pre-orientation Dz0 of EG(z0) with d+Dz0
(z0)−

d−Dz0
(z0) ≡ β(z0) (mod 3) can be extended to a β-orientation D of G. A graph is called 〈Z3〉-

reduced if it does not have any nontrivial Z3-connected subgraphs. By definition, K1 is 〈Z3〉-
reduced. The potential minimal counterexamples of Conjectures 1.2.1 (iii) and 1.2.3 (b) must

be 〈Z3〉-reduced graphs.

In this chapter, we obtain an analogous equivalence theorem concerning Conjecture 1.2.3

(b).
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Theorem 2.1.2. The following are equivalent.

(a) Every 5-edge-connected graph is Z3-connected.

(b-i) Every 5-edge-connected graph is 〈Z3〉-extendable at every degree 5 vertex.

(b-ii) Every 5-edge-connected essentially 6-edge-connected graph is 〈Z3〉-extendable at every de-

gree 5 vertex.

(c) Every 〈Z3〉-reduced graph has minimum degree at most 4.

(d) Every 4-edge-connected graph with at most five 4-edge-cuts is Z3-connected.

We also summarize some approach on each of the above statements from [33,59].

Theorem 2.1.3. Each of the following holds.

(a) ( [59]) Every 6-edge-connected graph is Z3-connected.

(b-i) ( [59]) Every 6-edge-connected graph is 〈Z3〉-extendable at every vertex of degree at most 7.

(b-ii) Every 5-edge-connected essentially 23-edge-connected graph is 〈Z3〉-extendable at every

degree 5 vertex.

(c) Every 〈Z3〉-reduced graph has minimum degree at most 5.

(d-i) Every 4-edge-connected graph with at most five 4-edge-cuts and without 5-edge-cuts is Z3-

connected.

(d-ii) Every 5-edge-connected graph with at most seven 5-edge-cuts is Z3-connected.

Note that Jaeger et al. [40] constructed a 4-edge-connected graph with 15 4-edge-cuts and

without 5-edge-cuts which is not Z3-connected.

In the next section, we shall prove the following proposition on extendability at vertex z0.

Proposition 2.1.1. Let G be a graph and z0 ∈ V (G).

(i) G is 〈Z3〉-extendable at z0 if and only if G− z0 is Z3-connected.

(ii) If G is 〈Z3〉-extendable at z0, then G is Z3-connected.

Analogous to Theorem 2.1.1(iii) of Kochol and Theorem 2.1.2 (b-ii), it is natural to suggest

the following strengthening, which eliminates small nontrivial edge-cuts, and whose truth would

imply Conjecture 1.2.3 (b), as to be shown in the next section.

Conjecture 1.3.1. Every 5-edge-connected essentially 8-edge-connected graph is 〈Z3〉-extendable

at any vertex of degree at most 7.

The main results of this chapter are Theorems 1.3.1 and 1.3.2, as restated below.

Theorem 1.3.1. Every graph with 4 edge-disjoint spanning trees is Z3-connected.

Thomassen [77] resolved the weak 3-flow conjecture by showing high edge-connectivity (8-

edge-connected) guarantees the existence of nowhere-zero 3-flows. Analogously, a natural ques-

tion is to ask whether a higher essentially edge-connectivity ensures the existence of nowhere-zero
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3-flows. It is straightforward to check that the graph K+
3,t (t ≥ 4) admits no mod 3-orientation,

where K+
3,t denotes the graph obtained from complete bipartite graph K3,t by adding a new

edge joining two vertices of degree t. This indicates a 3-edge-connected graph with arbitrary

high essentially edge-connectivity may not admit a nowhere-zero 3-flow. The next theorem

partially answers the question about existence and shows that 5-edge-connectivity with certain

high essentially edge-connectivity 23 is sufficient for admitting a nowhere-zero 3-flow. This also

approaches Theorem 2.1.1(iii) of Kochol, and provides some supporting evidence to Conjecture

1.3.1.

Theorem 1.3.2′. Each of the following holds.

(a)Every 5-edge-connected essentially 23-edge-connected graph is M3-extendable at any degree

five vertex.

(b)Every 5-edge-connected essentially 23-edge-connected graph is 〈Z3〉-extendable at any vertex

of degree at most seven.

Theorems 1.3.1 and 1.3.2′ are immediate corollaries of a technical theorem, stated below as

Theorem 2.1.4, which would be proved via utilizing a method of Thomassen [77] and Lovász et

al. in [59].

Following Catlin [16], let F (G, k) denote the minimum number of additional edges that must

be added to G to result in a supergraph G′ of G that has k edge-disjoint spanning trees. In

particular, G has k edge-disjoint spanning trees if and only if F (G, k) = 0. It is known ( [53,83])

that if G is Z3-connected, then it contains two edge-disjoint spanning trees (i.e. F (G, 2) = 0).

The following provides a sufficient condition for graphs to be Z3-connected through the number

of edge-disjoint spanning trees.

Theorem 2.1.4. Let G be a graph.

(i) Suppose that F (G, 4) ≤ 3. Then G is Z3-connected, unless G contains a bridge. (Thus, G is

Z3-connected if and only if κ′(G) ≥ 2.)

(ii) Suppose that F (G, 4) = 0. Then for any vertex v ∈ V (G) with dG(v) ≤ 7, if κ′(G− v) ≥ 2,

then G is 〈Z3〉-extendable at v.

In the next section, we will study the relationship between Conjectures 1.2.3 (b) and 1.3.1,

and present a proof of Theorem 2.1.2. Theorems 2.1.4, 1.3.1 and 1.3.2′ will be proved in a

subsequent section.

2.2 Relationship among group connectivity conjectures

In this section, we will justify Proposition 2.1.1 and present other preliminaries.
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For notation convenience, the algebraic manipulations in the proof of Proposition 2.1.1 will

be over Z3.

Proof of Proposition 2.1.1 As Part (ii) is straightforward, we only prove Part (i). Suppose

that a graph G is 〈Z3〉-extendable at vertex z0. Let Dz0 be a fixed pre-orientation of EG(z0).

We also use Dz0 to denote the digraph induced by the oriented edges of Dz0 . Define

b(v) = d+Dz0
(v)− d−Dz0

(v) for each v ∈ NG(z0) ∪ {z0}. (2.1)

Then b(z0) +
∑

v∈NG(z0)
b(v) = 0.

We are to prove G− z0 is Z3-connected. For any β ∈ Z(G− z0,Z3), define

β′(v) =


β(v) + b(v), if v ∈ NG(z0);

b(z0), if v = z0;

β(v), othewise.

Then
∑

v∈V (G) β
′(v) =

∑
v∈V (G−z0) β(v) + (b(z0) +

∑
v∈NG(z0)

b(v)) = 0, and so β′ ∈ Z(G,Z3).

Since G is 〈Z3〉-extendable at z0, there exists an orientation D′ of G such that d+D′(v)−d−D′(v) =

β′(v) for any vertex v ∈ V (G) and D′ agrees with Dz0 on EG(z0). Let D be the restriction of D′

on G− z0. By the definition of β′, we have d+D(v)− d−D(v) = β(v) for any vertex v ∈ V (G− z0),
and so G− z0 is Z3-connected.

Conversely, assume that G − z0 is Z3-connected. Let β′ ∈ Z(G,Z3), and Dz0 be a pre-

orientation of EG(z0) with d+Dz0
(z0)− d−Dz0

(z0) = β′(z0). Define b(v) as in (2.1), and

β(v) =

{
β′(v)− b(v), if v ∈ NG(z0);

β′(v), otherwise.

As
∑

v∈V (G−z0) β(v) =
∑

v∈V (G) β
′(v) = 0, we have β ∈ Z(G−z0,Z3). Since G−z0 ∈ 〈Z3〉, there

exists an orientation D′ of G−z0 satisfying d+D′(v)−d−D′(v) = β′(v) for any vertex v ∈ V (G−z0).
Combine D′ and Dz0 to obtain an orientation D of G. Then for any vertex v ∈ V (G), depending

on v = z0 or not, we always have d+D(v) − d−D(v) = β′(v), and so G is 〈Z3〉-extendable at z0.

This completes the proof of Proposition 2.1.1.

Let G be a graph and β ∈ Z(G,Z3). Define an integer valued mapping τ : 2V (G) 7→
{0,±1,±2,±3} as follows: for each vertex x ∈ V (G),

τ(x) ≡

{
β(x) (mod 3);

d(x) (mod 2).

For a vertex set A ⊂ V (G), denote β(A) ≡
∑

v∈A β(v) (mod 3), d(A) = |[A, V (G)−A]| and

define τ(A) to be

τ(A) ≡

{
β(A) (mod 3);

d(A) (mod 2).
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Theorem 2.2.1. (Lovász, Thomassen, Wu and Zhang, Theorem 3.1 of [59]) Let G be a graph,

β ∈ Z(G,Z3) and z0 ∈ V (G). If Dz0 is a pre-orientation of EG(z0), and if

(i) |V (G)| ≥ 3,

(ii) d(z0) ≤ 4 + |τ(z0)| and d+(z0)− d−(z0) ≡ β(z0) (mod 3), and

(iii) d(A) ≥ 4 + |τ(A)| for each nonempty A ⊆ V (G)− {z0} with |V (G)−A| ≥ 2,

then Dz0 can be extended to a β-orientation of the entire graph G.

The following is an application of Theorem 2.2.1.

Lemma 2.2.2. Let G be a 6-edge-connected graph. Each of the following holds.

(i) If v ∈ V (G) with d(v) ≤ 7, then G− v ∈ 〈Z3〉.
(ii) If E1 ⊂ E(G) with |E1| ≤ 3, then G− E1 ∈ 〈Z3〉.

Proof. (i) we may assume that dG(v) = 7 to prove the lemma. Otherwise, pick an edge

e ∈ EG(v) and add an edge parallel to e, which results in still a 6-edge-connected graph. Take

an arbitrary β′ ∈ Z(G− v,Z3). We shall show that G− v has a β′-orientation. Define β(v) = 3.

We shall apply Theorem 2.2.1 by viewing v as z0 in Theorem 2.2.1. Since d(v) = 7, we have

|τ(v)| = 3, and thus we can orient the edges EG(v) with an orientation Dv so that d+Dv
(v) = 5

and d−Dv
(v) = 2. Define b(x) = d+Dv

(x)− d−Dv
(x) for each x ∈ NG(v) and set

β(x) =


β′(x) + b(x), if x ∈ NG(v);

β(v), if x = v;

β′(x), othewise.

(2.2)

Then β ∈ Z(G,Z3). As κ′(G) ≥ 6, conditions (i)-(iii) of Theorem 2.2.1 are satisfied, and so by

Theorem 2.2.1, G has a β-orientation D. Let D′ be the restriction of D on G− v. By (2.2), D′

is a β′-orientation of G− v. This proves (i).

(ii) Since Z3-connectedness is preserved under adding edges, we may assume that |E1| = 3.

In the graph G, subdivide each edge in E1 with an internal vertex, say z1, z2, z3. Identify z1, z2, z3

to form a new vertex z0 in the resulted graph G′. By the construction of G′, we have κ′(G′) ≥ 6.

By Lemma 2.2.2 (i), G− E1 = G′ − z0 ∈ 〈Z3〉.

Lemma 2.2.3. (Proposition 2.1 of [48]) Let G be a graph. Each of the following holds.

(i) If G ∈ 〈Z3〉 and e ∈ E(G), then G/e ∈ 〈Z3〉.
(ii) If H ⊆ G and if H,G/H ∈ 〈Z3〉, then G ∈ 〈Z3〉.

Applying Theorem 2.2.1, we obtain the following, which is Theorem 2.1.3 (c).

Lemma 2.2.4. Every 〈Z3〉-reduced graph has minimal degree at most 5.
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Proof. Suppose, to the contrary, that there is a 〈Z3〉-reduced graph G with δ(G) ≥ 6. As a

cycle of length 2 is Z3-connected, G has no parallel edges and |V (G)| ≥ 4. If κ′(G) ≥ 6, then G

is Z3-connected by Theorem 1.2.7, contradicting that G is a 〈Z3〉-reduced graph. For a vertex

subset W ⊂ V (G), let W c = V (G)−W . Among all those edge-cuts [W,W c] of size at most 5 in

G, choose the one with |W | minimized. Let vc denote the vertex onto which W c is contracted

in G/W c. Obtain a graph G′ from G/W c by adding 6 − dG/W c(vc) edges between W and vc.

Then κ′(G′) ≥ 6 by the choice of W . By Lemma 2.2.2 (i), G[W ] = G′ − vc is Z3-connected, a

contradiction.

Very recently, Lemma 2.2.4 has already an application in [54] to verify Tutte’s 3-flow conjec-

ture for graphs with independent number at most four. We believe that the following strength-

ening of Lemma 2.2.4 holds as well, which is equivalent to Conjecture 1.2.3 (b), as will be shown

below in the proof of Theorem 2.1.2.

Conjecture 2.2.1. Every 〈Z3〉-reduced graph has minimal degree at most 4.

We need two more observations before the proof of Theorem 2.1.2. A k-edge-cut ∂(A) =

[A,Ac] is called a k-critical cut if |∂(A)| = k and for any A′ ⊂ A, |∂(A′)| > k.

Observation 2.2.1. Let G be a k-edge-connected graph, and let q be the number of k-edge-cuts

in G. Denote A1, A2, . . . , At to be all distinct vertex sets A such that ∂(A) is a k-critical cut.

Then each of the following holds.

(i) Ai ∩Aj = ∅ for any i 6= j.

(ii) If q = 1, then t = 2 and A2 = V (G) \A1.

(iii) If q ≥ 2, then ∂(Ai) 6= ∂(Aj) for any i 6= j. Hence t ≤ q.
(iv) Let z0 be a new vertex. Construct a graph G′ from G by connecting z0 and Ai with a new

edge for each i = 1, . . . , t. Then all the edge-cuts other than EG′(z0) in G′ have size at least

k + 1.

Observation 2.2.2. Let K6 be the complete graph on 6 vertices with vertex set {v1, . . . , v6}.
Let β ∈ Z(K6,Z3) be a boundary function such that β(vi) = 1 for each i = 1, . . . , 6. Then for

any β-orientation D of K6, there exists a vertex vi0 such that d+D(vi0) = 0 and d−D(vi0) = 5.

Proof of Theorem 2.1.2 It is routine to observe that “(b-i)⇒(b-ii)”, “(c)⇒(a)” and “(d)⇒(a)”.

We shall show that “(b-ii)⇒(c)⇒(a)”, “(b-i)⇒(d)” and “(a)⇒(b-i)” below.

Proof of (b-ii)⇒(c). We use arguments similar to those in the proof of Lemma 2.2.4. By

contradiction, we assume that (b-ii) holds but there is a counterexample G to (c) with |V (G)|
minimized and with δ(G) ≥ 5. By the validity of (b-ii), G must have an essential edge-cut of

size at most 5. Among all those essential edge-cuts [W,W c] of size at most 5, choose the one
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with |W | minimized. Let vc denote the vertex onto which W c is contracted in G/W c. Adding

some edges between W and vc such that vc has degree 5 in the new graph, and we still denote

it G/W c. Then we have |W | ≥ 2, and the minimality of |W | forces that G/W c is an essentially

6-edge-connected graph. By the assumption that (b-ii) holds, G/W c is 〈Z3〉-extendable at vc.

By Proposition 2.1.1, G[W ] = G/W c − vc ∈ 〈Z3〉, contradicting that G is 〈Z3〉-reduced. This

verifies (b-ii)⇒(c).

Proof of (c)⇒(a). Assume that (c) holds. Then by the validity of (c), every graph with

minimum degree at least 5 is not 〈Z3〉-reduced. Let G be a counterexample to (a) with |V (G)|
minimized. Since δ(G) ≥ κ′(G) ≥ 5, G is not 〈Z3〉-reduced, and so G contains a nontrivial

Z3-connected subgraph H. Since κ′(G/H) ≥ κ′(G) ≥ 5, and since |V (G)| > |V (G/H)|, the

minimality of G implies that G/H is Z3-connected. By Lemma 2.2.3 (ii), G must be Z3-

connected as well, contrary to the assumption that G is a counterexample of (a). This proves

(c)⇒(a).

Proof of (b-i)⇒(d). Let G be a 4-edge-connected graph with at most five 4-edge-cuts. Denote

A1, A2, . . . , At to be all distinct vertex sets A such that ∂(A) is a 4-critical cut. Then t ≤ 5.

The conclusion is clear if t = 0. We may assume 1 ≤ t ≤ 5. Construct a new graph G′ from

G by adding a new vertex z0, connecting z0 and A1 with 6 − t new edges, and connecting z0

and Ai with a new edge for each i = 2, . . . , t. Then dG′(z0) = 5 and G′ is 5-edge-connected by

Observation 2.2.1 (iv). By the validity of Theorem 2.1.2 (b-i), G′ is 〈Z3〉-extendable at z0. It

follows from Proposition 2.1.1 that G = G′ − z0 is Z3-connected. This proves (b-i)⇒(d).

Proof of (a)⇒(b-i). Suppose to the contrary that G is a 5-edge-connected graph which is not

〈Z3〉-extendable at z0. By Proposition 2.1.1, G− z0 is not Z3-connected, and thus G− z0 has no

β1-orientation for some boundary function β1 of G− z0. Denote E(z0) = {z0u1, z0u2, . . . , z0u5}.
(Note that ui, uj may represent the same vertex for distinct i and j.) We orient the edge z0ui

from z0 to ui for each i = 1, . . . , 5 to obtain a pre-orientation Dz0 . Let β be a boundary function

ofG such that β(z0) = 2 and β(x) = β1(x)−α(x) for any x ∈ V (G)−z0, where α(x) is the number

of directed edges from z0 to x. In particular, β(x) = β1(x) for any x ∈ V (G)−∪5i=1{ui} ∪ {z0}.
Clearly, β ∈ Z(G,Z3) and Dz0 cannot be extended to a β-orientation of G. Now, we replace

each vertex of K6 with a copy of G − z0, where each ui is connected with an edge of K6. Let

H be the resulting graph. Define a boundary function β∗ of H such that β∗ is consistent with

β in each copy of G − z0. Since H is 5-edge-connected, we have a β∗-orientation D∗ of H by

the validity of Theorem 2.1.2 (a). Under the orientation D∗, we consider the oriented graph K6

obtained from H by contraction all the copies of G − z0. By Observation 2.2.2, there exists a

vertex with indegree 5. We uncontract this vertex and denote its corresponding vertex set in

H by U . Then H/U c is isomorphic to G, where the contracted vertex y plays the same role as

z0. Furthermore, the orientation D∗ restricted to H/U c gives a β-orientation of H/U c since all

the edges incident with y are directed out of y. This contradicts to the fact that Dz0 cannot be
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extended to a β-orientation of G. The proof is completed.

Proof of Theorem 2.1.3: It remains to prove (d-i) and (d-ii).

Proof of (d-i): Let G be a 4-edge-connected graph with at most five 4-edge-cuts and without

5-edge-cuts. Let β ∈ Z(G,Z3) be a boundary function of G. We are going to show that G

has a β-orientation. Similar to the previous proof, we denote A1, A2, . . . , At to be all distinct

vertex sets A such that ∂(A) is a 4-critical cut. Note that t ≤ 5. Construct a new graph G′

from G by adding a new vertex z0, and for each i = 1, . . . , t, adding a new edge between z0

and Ai, say z0vi (where vi ∈ Ai). We pre-orient the edges in EG′(z0) and modify the boundary

appropriately to become a new boundary β′ of G′ such that d′(Ai) = 4 + |τ ′(Ai)| for each

i = 1, . . . , t. Specifically, we orient the edge z0vi from z0 to vi if τ(Ai) = 0 or 2, and orient

z0vi from vi to z0 otherwise (i.e. τ(Ai) = −2). We define the boundary boundary β′ of G′

as follows. For any x ∈ V (G′) \ {v1, . . . , vt}, define β′(x) = β(x); for each i = 1, . . . , t, define

β′(vi) = β(vi) + 1 if z0vi is oriented from vi to z0, and β′(vi) = β(vi) − 1 otherwise. Now,

it is easy to see that Theorem 2.2.1 can be applied for G′ by verifying conditions (i)(ii)(iii) of

Theorem 2.2.1. That is, we have d′(z0) ≤ 4 + |τ ′(z0)| since d′(z0) ≤ 5 and by parity, and this

verifies Theorem 2.2.1(ii). Let A be a nonempty subset of V (G)− {z0} with |V (G)−A| ≥ 2. If

d′(A) ≥ 6, then we have d′(A) ≥ 4+ |τ ′(A)| by parity. Otherwise, we have A = Ai for some i and

d′(A) = 4 + |τ ′(A)|. Hence Theorem 2.2.1(iii) holds. By Theorem 2.2.1, the pre-orientation can

be extended to a β′-orientation D′ of G′. Notice that D′ restrict to G provides a β-orientation

of G. This proves (d-i).

Proof of (d-ii): The proof of (d-ii) is analogous to the proof of Theorem 2.1.2 (b-i)⇒(d).

We add a new vertex z0 to connect each 5-critical cuts to obtain a new graph G′ such that

dG′(z0) = 7. Then G = G′ − z0 is Z3-connected by Theorem 2.1.3 (b-i) and Proposition 2.1.1.

This completes the proof.

With a similar argument, it is easy to verify that Conjecture 1.3.1 implies Theorem 2.1.2

(b-i), and therefore implies 1.2.3 (b). In addition, we observe that some edge deletions behave

similarly as extension, as showed in Proposition 2.1.1. One may also show that Conjecture 1.2.3

(b) is equivalent to the statement that every 5-edge-connected graph with any two edges deleted

is Z3-connected (see [33]). This is part of the reason why we would like to prove Theorem 2.1.4

in the form of edge deletions.

2.3 Z3-connectedness in graphs

Theorems 1.3.1, 1.3.2′ and 2.1.4 will be proved in this section. We start with two lemmas.
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Lemma 2.3.1. (Lemma 3.1(i) in [48]) Let G be a graph, v be a vertex of G with degree at least

4 and vv1, vv2 ∈ EG(v). If G′ = G− vv1 − vv2 + v1v2 is Z3-connected, then G is Z3-connected.

Lemma 2.3.2. Let G be a graph, v be a vertex of G with degree at least 4 and vv1, vv2 ∈ EG(v).

If G1 = G− v + v1v2 is Z3-connected, then G is Z3-connected.

Proof. Let G2 = G − vv1 − vv2 + v1v2. As |[{v}, V (G) − {v}]G2 | = dG(v) − 2 ≥ 2, we have

G2/G1 ∈ 〈Z3〉. Since G1 ∈ 〈Z3〉 and G2/G1 ∈ 〈Z3〉, it follows by Lemma 2.2.3 that G2 ∈ 〈Z3〉.
By Lemma 2.3.1, G2 ∈ 〈Z3〉 implies that G ∈ 〈Z3〉.

For an integer k > 0, it is known (see [67], or more explicitly, Lemma 3.1 of [50] or Lemma

3.4 of [58]) that if F (H, k) > 0 for any nontrivial proper subgraph H of G, then

F (G, k) = k(|V (G)| − 1)− |E(G)|. (2.3)

Proof of Theorem 2.1.4. Assume that Theorem 2.1.4 (i) holds and that G is a graph with

F (G, 4) = 0. If v ∈ V (G) with dG(v) ≤ 7 satisfies κ′(G − v) ≥ 2, then F (G − v, 4) ≤ 3 and

so by Theorem 2.1.4 (i), G − v is Z3-connected. It follows from Proposition 2.1.1 that G is

〈Z3〉-extendable at vertex v. Thus if (i) holds, then (ii) would follow as well. Hence it suffices

to show that

if F (G, 4) ≤ 3 and κ′(G) ≥ 2, then G ∈ 〈Z3〉. (2.4)

We argue by contradiction and assume that

G is a counterexample to (2.4) with |V (G)|+ |E(G)| minimized. (2.5)

As (i) holds if |V (G)| ≤ 2, we assume that |V (G)| ≥ 3. By assumption, there exists a set E1 of

edges not in G with |E1| = F (G, 4) such that G+ = G+E1 contains four edge-disjoint spanning

trees, denoted T1, T2, T3, T4.

Claim 1: Each of the following holds.

(i) For any nontrivial proper subgraph H of G, H /∈ 〈Z3〉 and F (H, 4) ≥ 3.

(ii) G is 4-edge-connected.

Proof of Claim 1. (i) Let H be a nontrivial proper subgraph of G. As F (G/H, 4) ≤ 3 (see,

for example, Lemma 2.1 of [58]), if H ∈ 〈Z3〉, then by (2.5) and κ′(G/H) ≥ κ′(G) ≥ 2, we

have G/H ∈ 〈Z3〉, and so by Lemma 2.2.3, G ∈ 〈Z3〉, contrary to (2.5). Hence we must have

H /∈ 〈Z3〉. If F (H, 4) ≤ 2, then by κ′(H) ≥ 2 and (2.5), we have H ∈ 〈Z3〉, contrary to the fact

that H /∈ 〈Z3〉. This proves Claim 1(i).
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(ii) To prove Claim 1(ii), assume that G has a minimum edge-cut W with |W | ≤ 3. Let H1,

H2 be the two components of G−W . By (i) and by (2.3), we have

F (H1, 4) + F (H2, 4) =
2∑

i=1

[4(|V (Hi)| − 1)− E(Hi)|] = F (G, 4)− 4 + |W | ≤ |W | − 1 ≤ 2.

This, together with the fact that W is a minimum edge-cut, implies that κ′(Hi) ≥ 2 for each

i ∈ {1, 2}. Since |V (G)| ≥ 3, at least one of H1 and H2 is nontrivial, contrary to Claim 1(i).

Thus Claim 1(ii) must hold.

Claim 2: E(G+) = ∪4i=1E(Ti).

Proof of Claim 2. Suppose that there exists e ∈ E(G+) − ∪4i=1E(Ti). The minimality of E1

indicates that E1 ⊆ ∪4i=1E(Ti), and thus e ∈ E(G). Let G′ = G − e. Then G′ is a spanning

subgraph of G with F (G′, 4) = F (G, 4) ≤ 3 and κ′(G′) ≥ 3 by Claim 1(ii). As G′ ∈ 〈Z3〉 implies

G ∈ 〈Z3〉, Claim 2 follows from (2.5).

Claim 3: Each of the following holds.

(i) G+ has no subgraph H+ with 1 < |V (H+)| < |V (G+)| such that F (H+, 4) = 0.

(ii) κ′(G+) ≥ 5 and G+ does not have an essentially 5-edge-cut.

(iii) G+ has no vertex of degree 5.

Proof of Claim 3. (i) Argue by contradiction to show Claim 3(i) and choose a subgraph H+ of

G+ with 1 < |V (H+)| < |V (G+)| and F (H+, 4) = 0 such that |V (H+)| minimized. By Claim 2,

if X = V (H+), then H+ = G+[X]. If |X| = 2, then by Claim 1(i), Claim 2 and F (H+, 4) = 0,

we conclude that E(G[X]) consists of a cut edge of G, contrary to Claim 1(ii). Hence we assume

that |X| ≥ 3. Let H = H+ − E1. Then H = G[X]. Since F (H+, 4) = 0 and by Claim 2,

F (H, 4) ≤ |E1| = F (G, 4) ≤ 3. If H has a cut edge e, then by (2.3) and as |V (H)| ≥ 3, one

component of H − e must be nontrivial and has 4 edge-disjoint spanning trees, contrary to the

minimality of |V (H+)|. Hence κ′(H) ≥ 2, and so by (2.5), H ∈ 〈Z3〉, contrary to Claim 1(i).

This proves Claim 3(i).

(ii) If W is a minimal 4-edge-cut or an essential 5-edge-cut of G+ with G+
1 and G+

2 being

the two components of G+ −W , then by (2.3), there exists a nontrivial H+ ∈ {G+
1 , G

+
2 } with

F (H+, 4) = 0, contrary to Claim 3(i). This proves Claim 3(ii).

(iii) We argue by contradiction to show Claim 3(iii). Let v0 be a vertex with dG+(v0) = 5,

EG+(v0) = {e1, e2, e3, e4, e5}, and vi, 1 ≤ i ≤ 5, be vertices with ei = v0vi. As EG+(v0) may

contain parallel edges, the vi’s are not necessarily distinct. Since F (G+, 4) = 0, we may assume

that for 1 ≤ i ≤ 4, ei ∈ E(Ti), and e5 ∈ E(T1). By Claim 1(ii), |E1 ∩ EG+(v0)| ≤ 1, and so we
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may assume that e1 ∈ E(G). By symmetry among e2, e3, e4 and by Claim 1(i)(ii), e1 has at most

one parallel edge, and thus we may assume e2 ∈ E(G) and v2 6= v1. Let e′′5 be an edge linking v1

and v5 but not in E(G). Define G′′ = G−v0 +v1v5 if E1∩EG+(v0) = ∅, and G′′ = G−v0 +v1v2

otherwise. Let

E′′1 =


E1 if E1 ∩ EG+(v0) = ∅;
E1 − EG+(v0) if |E1 ∩ EG+(v0)| = 1 and e5 /∈ E1;

(E1 − EG+(v0)) ∪ {e′′5} if E1 ∩ EG+(v0) = {e5}.

As for i ∈ {2, 3, 4}, Ti − v0 is a spanning tree of G′′ +E′′1 , and (T1 − v0) + e′′5 is a spanning tree

of G′′ + E′′1 . It follows by |E′′1 | ≤ |E1| = 3 that F (G′′, 4) ≤ 3. Note that |V (G′′)| + |E(G′′)| <
|V (G)| + |E(G)|. If G′′ has a cut edge, then as dG(v0) ≤ dG+(v0) = 5, G has an edge-cut W ′

with |W ′| ≤ 3, contrary to Claim 1(ii). Thus κ′(G′′) ≥ 2. By (2.5), G′′ ∈ 〈Z3〉. Hence G ∈ 〈Z3〉
by Lemma 2.3.2, contrary to (2.5). This proves Claim 3.

By Claim 3, κ′(G+) ≥ 6, and so by Lemma 2.2.2(ii) and F (G, 4) ≤ 3, we have G = G+−E1 ∈
〈Z3〉, contrary to (2.5). The proof is completed.

Theorem 1.3.1 is an immediate corollary of Theorem 2.1.4, and we will prove Theorem 1.3.2′

by a simple discharging argument.

The next lemma follows from arguments of Nash-Williams in [67]. A detailed proof can be

found in Theorem 2.4 of [87].

Lemma 2.3.3. Let G be a nontrivial graph and let k > 0 be an integer. If |E(G)| ≥ k(|V (G)|−
1), then G has a nontrivial subgraph H with F (H, k) = 0.

Proof of Theorem 1.3.2′. It suffices to show (b). We shall show that every 5-edge-connected

essentially 23-edge-connected graph contains 4 edge-disjoint spanning trees. Then Theorem

1.3.2′ (b) follows from Theorem 2.1.4(ii).

Let G be a counterexample with |E(G)| minimized. Then F (G, 4) > 0 and |V (G)| ≥ 4. If

|E(G)| ≥ 4(|V (G)|−1), by Lemma 4.3.3, there exists a nontrivial subgraph H with F (H, 4) = 0.

By definition of contraction, G/H is 5-edge-connected and essentially 23-edge-connected. By

the minimality of G, G/H has 4 edge-disjoint spanning trees. As H has 4 edge-disjoint spanning

trees, it follows that (see Lemma 2.1 of [58]) F (G, 4) = 0, contrary to the choice of G. Hence

we have

|E(G)| < 4(|V (G)| − 1). (2.6)

Since |V (G)| ≥ 4 and G is essentially 23-edge-connected, for any edge uv ∈ E(G), we have

d(u) + d(v) ≥ 23 + 2. (2.7)
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For integers i, k ≥ 1, define Di(G) = {v ∈ V (G) : dG(v) = i}, D≤k(G) = ∪i≤kDi(G), and

D≥k(G) = ∪i≥kDi(G). It follows from (2.7) that D≤8 is an independent set.

Each vertex begins with charge equal to its degree. If d(v) ≥ 9 and vu ∈ E(G), then v gives

charge d(v)−8
d(v) to u. Note that G may contain parallel edges and the charge runs through each

edge adjacent to v. Clearly, if v ∈ D≥8, then v will be left with charge d(v)(1− d(v)−8
d(v) ) = 8.

For any vertex x ∈ D≤7, denote d(x) = i ∈ {5, 6, 7}. By (2.7), x will end with charge at least

i+
∑

vx∈E(G)

d(v)− 8

d(v)
≥ i+

25− i− 8

25− i
i =

(42− 2i)i

25− i
≥ min{8, 180

19
,
98

9
} = 8,

a contradiction to (2.6).

We remark that there exist 5-edge-connected and essentially 22-edge-connected graphs that

do not contain 4 edge-disjoint spanning trees. Lowing the constant 23 may require new ideas and

more elaborate work. As mentioned in the Introduction, lowing into 8 would imply Conjectures

1.2.1 (iii) and 1.2.3 (b).

The number of edges in a 〈Z3〉-reduced graph is often useful in reduction method and some

inductive arguments. Theorem 2.1.4, together with Lemma 4.3.3, establishes an upper bound

for the density of a 〈Z3〉-reduced graph.

Corollary 2.3.4. Every 〈Z3〉-reduced graph on n ≥ 3 vertices has at most 4n− 8 edges.

Note that, for t ≥ 5, K+
3,t is a 〈Z3〉-reduced graph with 3(t + 3) − 8 edges. We conjecture

that this is the extreme case.

Conjecture 2.3.1. Every 〈Z3〉-reduced graph on n ≥ 8 vertices has at most 3n− 8 edges.

19



Chapter 3

Nowhere-zero 3-flows with small

independence number

This chapter includes joint work with Han, Lai, Luo and Wang. Special thanks to Han and

Lai, who contributed to this work, but did not include their names as authors in the published

journal version [54].

3.1 Introduction

It is shown in [47] that a graph G admits a nowhere-zero 3-flow (is Z3-connected, respectively)

if and only if its 〈Z3〉-reduction admits a nowhere-zero 3-flow (is Z3-connected, respectively).

Moreover, the potential minimal counterexamples to Conjectures 1.2.1 (iii) and 1.2.3 (ii) must be

〈Z3〉-reduced graphs. Therefore in order to describe nowhere-zero 3-flow and Z3-connectedness

properties of certain family of graphs, it is sufficient to characterize all 〈Z3〉-reductions of this

family.

Luo et al. [60] characterized graphs with independence number two that admit a nowhere-

zero 3-flow.

Theorem 3.1.1. (Luo et al. [60]) Let G be a bridgeless graph with independence number α(G) ≤
2. Then G admits a nowhere-zero 3-flow if and only if G cannot be contracted to K4 or G3, and

G is not one of three exceptional graphs, G3, G5, G18 (see Figure 3.1).

Yang et al. [86] further refined this result to characterize 3-edge-connected Z3-connected

graphs with independence number two.

Theorem 3.1.2. (Yang et al. [86]) Let G be a 3-edge-connected graph with α(G) ≤ 2. If G is

not one of the 18 graphs of order at most 8, then G is Z3-connected if and only if G cannot be

〈Z3〉-reduced to one of the graphs in {K4, G
3, G4, G10, G11} (see Figure 3.1).
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G3 G4 G5 G10 G11 G18

Figure 3.1: Graphs in Theorems 3.1.1 and 3.1.2

The purpose of this chapter is to further extend Theorem 3.1.1 to graphs with independence

number at most 4, and thus resolve the 3-Flow Conjecture for this family of graphs.

Denote F1 = {H| H is 〈Z3〉-reduced without mod 3-orientation, 2 ≤ |V (H)| ≤ 15, α(H) ≤ 4

and κ′(H) ≤ 3}, and let F2 = {H| H has no mod 3-orientation and 14 ≤ |V (H)| ≤ 20}.

Theorem 3.1.3. Let G be a graph with α(G) ≤ 4. Then G admits a nowhere-zero 3-flow if and

only if G /∈ F2 and the 〈Z3〉-reduction of G is not in F1.

Since each graph in F1 is of edge-connectivity at most 3, Theorem 3.1.3 immediately leads

the following, which verifies the 3-Flow Conjecture for graphs with at least 21 vertices and

independence number at most 4.

Theorem 1.3.3. Every 4-edge-connected graph G with |V (G)| ≥ 21 and α(G) ≤ 4 admits a

nowhere-zero 3-flow.

In Section 3, we will show that Theorem 3.1.3 is equivalent to Theorem 1.3.3 (Lemma 3.3.3).

For graphs with independence number at most 3, we can eliminate the order requirement in

Theorem 1.3.3 and prove the following theorem.

Theorem 3.1.4. Every 4-edge-connected graph G with α(G) ≤ 3 admits a nowhere-zero 3-flow.

In fact, in Section 3, we will prove slightly stronger results than Theorems 1.3.3 and 3.1.4

by replacing 4-edge-connectivity with odd-5-edge-connectivity.

Theorem 3.1.5. Every odd-5-edge-connected graph G with |V (G)| ≥ 21 and α(G) ≤ 4 admits

a nowhere-zero 3-flow.

Theorem 3.1.6. Every odd-5-edge-connected graph G with α(G) ≤ 3 admits a nowhere-zero

3-flow.

Remark. There are quite a few graphs in the family F1 that are far from being described

by hand. In particular, the 18 special graphs of order at most 8 demonstrated by Yang et al. [86]

can be modified to construct graphs in F1 by replacing a vertex of K4 with one of those graphs.

Also, many graphs obtained from 2-sum of two small non-3-flow admissible graphs are in F1.
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While some splitting technique can not be applied for Z3-connectedness, it seems very com-

plicated to obtain analogous results for Z3-connectedness of graphs with small independence

number via modifying the method of this paper and much more involved discussion on small

graphs are needed. However, such characterization for Z3-connectedness is interesting. Note

that Jaeger et al. [40] constructed a 4-edge-connected graph G of order 12 with α(G) = 3, which

is not Z3-connected.

The organization of the rest of this chapter is as follows: Tools and preliminaries will be

given in Section 2 and the proofs of the main results will be presented in Section 3.

3.2 Contracting an odd wheel

In this section, we display and develop some tools needed in the proofs of the main results.

Lemma 3.2.1 is a summary of certain basic properties from [40,47].

Lemma 3.2.1. Let G be a graph. Each of the following holds:

(i) If G ∈ 〈Z3〉 and e ∈ E(G), then G/e ∈ 〈Z3〉.
(ii) If H ⊆ G, and if both H ∈ 〈Z3〉 and G/H ∈ 〈Z3〉, then G ∈ 〈Z3〉.
(iii) G admits a mod 3-orientation if and only if its 〈Z3〉-reduction does.

(iv) G ∈ 〈Z3〉 if and only if its 〈Z3〉-reduction is K1.

(v) A cycle Cn is Z3-connected if and only if n = 2.

(vi) The complete graph Kn is Z3-connected if and only if n = 1 or n ≥ 5.

It has been extensively studied on the graphs admitting nowhere-zero 3-flows or being Z3-

connected under degree conditions. For example, Barat and Thomassen [5] presented some

degree conditions to ensure a simple graph to be Z3-connected. Fan and Zhou [29] and Luo et

al. [61] characterized graphs admitting nowhere-zero 3-flow and all Z3-connected graphs under

Ore-condition, respectively, where a simple graph G satisfies Ore-condition, if for every pair of

nonadjacent vertices u and v in G, dG(u) + dG(v) ≥ |V (G)|. Their results will be needed in our

proofs to handle small graphs.

Theorem 3.2.2. (Fan and Zhou [29]) Let G be a simple graph on n ≥ 3 vertices satisfying the

Ore-condition. Then G admits a nowhere-zero 3-flow except for six specified small graphs (see

Figure 3.2 (1)-(6)).

Theorem 3.2.3. (Luo et al. [61]) Let G be a simple graph on n ≥ 3 vertices satisfying the

Ore-condition. Then G is Z3-connected except for 12 specified small graphs (see Figure 3.2

(1)-(12)).

Let u1v and u2v be two distinct edges in G. Denote G[v,u1u2] to be the graph obtained from

G by deleting the edges u1v, u2v and adding a new edge u1u2, which is called the lifting operation
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(1) (2) (3) (4) (5) (6)

(7) (8) (9) (10) (11) (12)

Figure 3.2: Graphs in Theorems 3.2.2 and 3.2.3

(see [59,77]). The following splitting lemma of Zhang [91] shows that the odd-edge-connectivity

is preserved under certain lifting operation.

Lemma 3.2.4. (Zhang [91]) Let G be a graph with odd-edge-connectivity k. Assume there is a

vertex v ∈ V (G) with d(v) 6= k and d(v) 6= 2. Then there exists a pair of edges u1v, u2v in ∂G(v)

such that G[v,u1u2] preserves odd-edge-connectivity k.

A wheel Wn is the graph obtained from an n-cycle by adding a new vertex, called the center

of the wheel, which is joined to every vertex of the n-cycle. Wn is odd (or even, respectively) if

n is odd (or even, respectively). The complete graph K4 can be viewed as a W3.

Lemma 3.2.5. Let k be a positive integer.

(i) (DeVos et al. [24]) Every even wheel W2k is Z3-connected.

(ii) (Xu [85]) Let b ∈ Z(W2k+1,Z3). If there exists b(v) 6= 0 for some v ∈ V (W2k+1), then there

is an orientation D of W2k+1 such that d+D(x)− d−D(x) ≡ b(x) (mod 3) for any x ∈ V (W2k+1).

Lemma 3.2.5(ii) indicates that an odd wheel is almost Z3-connected except when the bound-

ary b ∈ Z(W2k+1,Z3) is a constant zero function. Thus if a graph contains an odd wheel and if

the resulting graph admits a nowhere-zero 3-flow (is Z3-connected, respectively) after contract-

ing an odd wheel into a K2, then so does (so is, respectively) the original graph. Therefore we

have the following lemma.

Lemma 3.2.6. Let G be a connected graph that contains a W2k+1 as a proper subgraph of G.

Let X,Y be a partition of V (W2k+1), and let G[X,Y ] be the graph obtained from G by deleting

the edges of E(W2k+1), contracting X and Y into x and y, respectively, and adding a new edge
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xy (see Figure 3.3).

(i) If G[X,Y ] has a mod 3-orientation, then so does G.

(ii) If G[X,Y ] is Z3-connected, then G is Z3-connected.

Proof. Let b ∈ Z(G,Z3) and define b′ in G[X,Y ] to be b′(x) ≡
∑

v∈X b(v) (mod 3), b′(y) ≡∑
v∈Y b(v) (mod 3) and b′(v) = b(v) for v ∈ V (G[X,Y ]) \ {x, y} = V (G) \ V (W2k+1). Then

b′ ∈ Z(G[X,Y ], Z3) as
∑

v∈V (G[X,Y ])
b′(v) ≡

∑
v∈V (G) b(v) ≡ 0 (mod 3). Let D′ be an orientation

of G[X,Y ] satisfying b′. That is, d+D′(v)− d−D′(v) ≡ b′(v) (mod 3) for any v ∈ V (G[X,Y ]). We will

show that D1 = D′(G[X,Y ]− xy), the orientation obtained from D′ by deleting the edge xy, can

be extended to an orientation D of G satisfying b, namely, d+D(v) − d−D(v) ≡ b(v) (mod 3) for

any v ∈ V (G).

View D1 = D′(G[X,Y ]−xy) as a partially orientation of G, as well as the induced subdigraph

of G obtained from the partially orientation D1 of G. Denote, for any v ∈ V (G),

b1(v) = d+D1
(v)− d−D1

(v) and b2(v) = b(v)− b1(v). (3.1)

Then, by definition, b(v) = b′(v) = b1(v) and b2(v) = 0 for any v ∈ V (G) \ V (W2k+1). Hence,∑
v∈V (W ) b2(v) ≡

∑
v∈V (G) b2(v) ≡ 0 (mod 3), and so b2 ∈ Z(W2k+1,Z3). We are to show that

there exists v0 ∈ V (W2k+1) such that b2(v0) 6= 0. Then, it follows by Lemma 3.2.5(ii) that there

is an orientation D2 of W2k+1 such that d+D2
(v)−d−D2

(v) ≡ b2(v) (mod 3) for any v ∈ V (W2k+1).

Then we combine the orientations D1 and D2 to form an orientation D of G satisfying b by the

definition of b1 and b2.

To this end, suppose to the contrary that b2(v) = 0 for any v ∈ V (W2k+1). Then, by (3.1),

we have b(v) = b1(v) = d+D1
(v) − d−D1

(v) for any v ∈ V (G). In D1 = D′(G[X,Y ] − xy), we have

b1(x) ≡
∑

v∈X b(v) ≡ b′(x) (mod 3). However, as xy is not an edge of D′(G[X,Y ]−xy), it follows

that b1(x) ≡ b′(x)± 1 (mod 3), a contradiction.

(i) follows by setting b(v) = 0 for any v ∈ V (G), and (ii) follows as the above is true for

arbitrary b ∈ Z(G,Z3).

Observe that, in a highly essentially edge-connected graph, if we contract an odd wheel into

a single edge as described in Lemma 3.2.6, then the edge connectivity of the resulting graph

cannot drop too much. To formulate this for later application, we define the following special

contraction of odd wheels.

Definition 3.2.1. Let G be a connected graph and W2k+1 be a proper subgraph of G. The graph

G1 = G[X,Y ] is a W -contraction of G if X,Y form a partition of V (W2k+1) and one of X,Y

consists of two adjacent vertices in the (2k + 1)-cycle of W2k+1 (see Figure 3.3).

Note that, in a W -contraction of G, the original 4 edges in [X,Y ]G are replaced by a single

edge K2 = xy. Hence an essential edge-cut of size k in G results in an edge-cut of size at least
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=⇒

=⇒

Figure 3.3: Example of contraction in Lemma 3.2.6

k − 3 in the W -contraction. It is also obvious that any W -contraction of G has minimal degree

at least 5 provided that G is 5-edge-connected. Therefore, we obtain the following proposition.

Proposition 3.2.1. Let G be a 5-edge-connected essentially 8-edge-connected graph. If G

contains an odd wheel as a proper subgraph, then every W -contraction of G remains 5-edge-

connected.

We shall discuss certain graphs of small order to serve for the induction basis of the proofs.

Denote r(n,Z3) = max{|E(G)| | |V (G)| = n and G is 〈Z3〉-reduced}. We determine r(n,Z3)

when n is small in the following, which is needed in later proof.

Lemma 3.2.7. r(1,Z3) = 0, r(2,Z3) = 1, r(3,Z3) = 3, r(4,Z3) = 6, r(5,Z3) = 8, r(6,Z3) = 11,

r(7,Z3) = 13.

Proof. Since a 〈Z3〉-reduced graph is simple by Lemma 3.2.1(v), it is routine to compute

r(n,Z3) when n ≤ 4. For n = 5, K5 − e is not 〈Z3〉-reduced for any edge e in K5 because it

contains a Z3-connected subgraph, namely the wheel W4 (by Lemma 3.2.5(i)). Howerver, it is

straightforward to show that K5 deleting two incident edges is 〈Z3〉-reduced (see Figure 3.2 (9)).

Therefore r(5,Z3) = 8. We are to show r(6,Z3) = 11 and r(7,Z3) = 13 below.

Let G be a 〈Z3〉-reduced graph of order 6. Since every subgraph of a 〈Z3〉-reduced graph

is also 〈Z3〉-reduced, we have |E(G)| ≤ δ(G) + r(5,Z3) = δ(G) + 8. By Lemma 3.2.1(v), G is

simple. If δ(G) ≤ 2, then |E(G)| ≤ 10. If δ(G) ≥ 3, then G satisfies Ore-condition and thus by
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Theorem 3.2.3, we have |E(G)| ≤ 11 with equality if and only if G is isomorphic to G3 in Figure

3.1. This proves r(6,Z3) = 11 and the only 〈Z3〉-reduced graph of order 6 with 11 edges is G3.

Clearly, the graph obtained from G3 by adding a new vertex with two nonparallel edges

connecting to G3 is 〈Z3〉-reduced. So r(7,Z3) ≥ 13. Let G be a 〈Z3〉-reduced graph of order

7. Then, by Lemma 3.2.1(v), G is simple and by Theorem 3.2.3, δ(G) ≤ 3. If δ(G) ≤ 2, then

|E(G)| ≤ 2 + r(6,Z3) ≤ 13. Assume δ(G) = 3. Then |E(G)| ≤ 14. If |E(G)| = 14, then

G− v = G3 for any degree 3 vertex v. Then G must be the graph obtained from G3 by adding

a new vertex v adjacent to both degree 5 vertices and one degree 3 vertex. Thus G contains

a W4. So G is not 〈Z3〉-reduced by Lemma 3.2.5(i), a contradiction. Hence |E(G)| ≤ 13 and

r(7,Z3) = 13.

In fact, Conjecture 2.3.1 in Chapter 2 is to say that r(n,Z3) = 3n− 8 for n ≥ 8.

The proposition below follows directly from the definitions of r(n,Z3) and 〈Z3〉-reduced

graphs.

Proposition 3.2.2. Let G be a 〈Z3〉-reduced graph and S ⊂ V (G). Then

|∂G(S)| ≥ δ(G)|S| − 2r(|S|,Z3).

By applying Lemma 3.2.7 and Proposition 3.2.2 with straightforward calculation, we have

the following lemma immediately.

Lemma 3.2.8. Let G be a 〈Z3〉-reduced graph with |V (G)| ≤ 15. If δ(G) ≥ 5, then G is 5-edge-

connected and is essentially 8-edge-connected. That is, for any S ⊂ V (G) with min{|S|, |S̄|} ≥ 2,

|∂G(S)| ≥ 8.

We also need the following orientation theorem of Hakimi [32] to handle small graphs.

Theorem 3.2.9. (Hakimi [32]) Let G be a graph and ` : V (G) 7→ Z be a function such that∑
v∈V (G) `(v) = 0 and `(v) ≡ dG(v) (mod 2), ∀v ∈ V (G). Then the following are equivalent.

(i) G has an orientation D such that d+D(v)− d−D(v) = `(v), ∀v ∈ V (G).

(ii) |
∑
v∈S

`(v)| ≤ |∂G(S)|, ∀S ⊂ V (G).

Lemma 3.2.10. Every odd-5-edge-connected graph of order at most 13 admits a mod 3-orientation.

Proof. Let G be a counterexample with |V (G)|+ |E(G)| minimized. Then G is a 〈Z3〉-reduced

graph by Lemma 3.2.1(iii). By Lemma 3.2.4, G is 5-regular, which implies that |V (G)| is even.

If |V (G)| ≤ 10, then G has a mod 3-orientation by Theorem 3.2.2, a contradiction. Assume

|V (G)| = 12 in the following.

Since every even wheel is Z3-connected by Lemma 3.2.5(i), G does not contain an even

wheel. If G contains an odd wheel, then we apply W -contraction, and the resulting graph is still

26



5-edge-connected by Lemma 3.2.8 and Proposition 3.2.1. This yields a smaller counterexample

by Lemma 3.2.6. Thus we obtain the following.

Fact A. G does not contain a wheel as a subgraph. In particular,

(i) G contains no K4,W4,W5;

(ii) for any vertex v ∈ V (G), G[NG(v)] has no cycle, and therefore, |E(G[NG(v)])| ≤ 4.

Let [X,Y] be a maximum edge cut of G with |X| ≤ |Y |. Since G is 5-regular, we have

|[x, Y ]G| ≥ 3, for any x ∈ X and |[y,X]G| ≥ 3, for any y ∈ Y. (3.2)

Hence

3|Y | ≤ |[X,Y ]G| ≤ 5|X| = 5(12− |Y |),

which implies that |Y | ≤ 7 and thus 5 ≤ |X| ≤ |Y | ≤ 7 since |X|+ |Y | = 12.

If |X| = 5 and |Y | = 7, denote Y0 = {y ∈ Y : |[y,X]G| = 3}. It follows that 5|X| −
2|E(G[X])| = |[X,Y ]G| ≥ 3|Y0|+ 4(7− |Y0|), which implies that

|Y0| ≥ 3 + 2|E(G[X])| and |E(G[X])| ≤ 2. (3.3)

By (3.3), there is a vertex y0 ∈ Y0 such that y0 is adjacent to an isolated vertex in G[X]. Since

y0 has only three neighbors in X, we have the following.

Fact B. If |X| = 5 and |Y | = 7, then NG(y0) ∩X induces a graph with at most one edge.

We define a function ` as follows. If |X| = |Y | = 6, set `(x) = 3 for any x ∈ X and `(y) = −3

for any y ∈ Y ; if |X| = 5 and |Y | = 7, set `(x) = 3 for any x ∈ X, `(y0) = 3 and `(y) = −3 for

any y ∈ Y \ {y0}.
As
∑

v∈V (G) `(v) = 0 and by Theorem 3.2.9, there exists an S0 ⊂ V (G) with |S0| ≤ 6 such

that

|
∑
v∈S0

`(v)| > |∂G(S0)|. (3.4)

Clearly, by (3.2), we have

S0 6⊆ X and S0 6⊆ Y. (3.5)

By (3.4) and Lemma 3.2.8, |S0| ≥ 4 and thus we have

|
∑
v∈S0

`(v)| > |∂G(S0)| ≥ 8. (3.6)

We consider three cases according to |S0| in the following.

Case 1: |S0| = 4.
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Since |
∑

v∈S0
`(v)| > |∂G(S0)| ≥ 8, by (3.6), we have |

∑
v∈S0

`(v)| = 12. Thus, by (3.5), we

have |X| = 5, |Y | = 7 and S0 ∩ Y = {y0}. However, it follows from Fact B that

∂G(S0)| ≥ 5|S0| − 2|E(G[S0])| ≥ 20− 2× (1 + 3) = |
∑
v∈S0

`(v)|, (3.7)

a contradiction to (3.6).

Case 2: |S0| = 5.

With a similar calculation as in Case 1, by Proposition 3.2.2, |∂G(S0)| ≥ δ(G)|S0|−2r(5,Z3) ≥
9, which implies |

∑
v∈S0

`(v)| = 15 by (3.4). Thus |X| = 5, |Y | = 7 and S ∩ Y = {y0} by (3.5).

When |X| = 5 and |Y | = 7, we have |E(G[X])| ≤ 2 by (3.3). Since |[y0, X]G| = 3 by the choice

of y0, we have |E(G[S0])| ≤ 5. Therefore, ∂G(S0)| ≥ 5|S0| − 2|E(G[S0])| ≥ 15, which contradicts

(3.4).

Case 3: |S0| = 6.

In this case, when |S0 ∩ X| = 2 or 3, we have |
∑

v∈S0
`(v)| ≤ 6, a contradiction to (3.6).

Thus |S0 ∩X| = 1, 4, or 5 by (3.5).

If |S0 ∩X| = 1 or 5, then either |S0 ∩X| = 1 or |S0 ∩ Y | = 1 and by (3.4), we have

12 ≥ |
∑
v∈S0

`(v)| > |∂G(S0)| = 5|S0| − 2|E(G[S0])| = 30− 2|E(G[S0])|,

which implies |E(G[S0])| ≥ 10.

Let w be the vertex in G[S0] such that S0 ∩X = {w} or S0 ∩ Y = {w}. Since dG[S0](w) ≤
dG(w) = 5, we have

|E(G[NG(w)])| ≥ |E(G[S0])| − dG[S0](w) ≥ 5,

contradicting Fact A(ii).

If |S0 ∩X| = 4, then |S0 ∩ Y | = 2. Since |∂G(S0)| ≥ 8 by (3.6), we have |
∑

v∈S0
`(v)| = 12,

implying that |X| = 5, |Y | = 7 and y0 ∈ S0 ∩ Y . We claim that

|E(G[S0])| ≤ 9. (3.8)

If |E(G[X])| = 2, we have |Y0| = 7 by (3.3). Thus |[S0 ∩X,S0 ∩ Y ]| ≤ 6. Therefore

|E(G[S0])| ≤ |E(G[X])|+ |[S0 ∩X,S0 ∩ Y ]|+ |E(G[S0 ∩ Y ])| ≤ 9.

Now assume |E(G[X])| ≤ 1. Denote (S0∩Y )\{y0} = {z}. Since |[y0, X]G| = 3 by the choice

of y0, we have |[S0 ∩X,S0 ∩ Y ]|+ |E(G[S0 ∩ Y ])| ≤ |[y0, X]G|+ dG(z) ≤ 3 + 5. Therefore, (3.8)

holds as well by the same inequality above. This proves (3.8).

By (3.8), we have

12 = |
∑
v∈S0

`(v)| > |∂G(S0)| = 5|S0| − 2|E(G[S0])| ≥ 30− 18,

a contradiction. This contradiction completes the proof of the lemma.
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Corollary 3.2.11. Let G be a graph with |V (G)| ≤ 15. If G is 5-edge-connected and contains

a K4, then G admits a nowhere-zero 3-flow.

Proof. Let G be a counterexample with |E(G)| minimum. Denote {v1, v2, v3, v4} to be the

vertex set of a K4 in G. We first show that G is a 〈Z3〉-reduced graph. Suppose to the contrary

that H is a maximal nontrivial Z3-connected subgraph of G. Since G/H admits no nowhere-zero

3-flow, G/H does not contain a K4 by the minimality of G, and |V (G/H)| ≥ 14 by Lemma

3.2.10. So |V (H)| = 2, meaning that H consists of some parallel edges. Moreover one edge of

K4, say v1v2, is included in H. Then V (H) = {v1, v2} and H contains a digon v1v2. This implies

that G[{v1, v2, v3, v4}] is Z3-connected by Lemma 3.2.1(ii)(v), a contradiction to the maximality

of H. This proves that G is a 〈Z3〉-reduced graph.

Since G is 〈Z3〉-reduced and δ(G) ≥ 5, G is essentially 8-edge-connected by Lemma 3.2.8.

Applying W -contraction on G, by Proposition 3.2.1, the resulting graph G′ remains 5-edge-

connected and has order at most 13. By Lemma 3.2.10, G′ admits a nowhere-zero 3-flow.

Therefore, G admits a nowhere-zero 3-flow by Lemma 3.2.6(i), a contradiction to the choice of

G.

3.3 3-flows and independence number

This section will devote proofs of Theorems 3.1.5 and 3.1.6. We start with some lemmas. For a

vertex subsetX of V (G), denote the neighbor set ofX to beN(X) = {y|y /∈ X and there exists x ∈
X such that xy ∈ E(G)}.

Lemma 3.3.1. Let G be a graph with α(G) ≤ t.
(i) For any nonempty X ⊂ V (G), α(G− (X ∪N(X))) ≤ t− 1.

(ii) For any maximal Z3-connected subgraph H of G with |V (H)| ≥ t+1, α(G−V (H)) ≤ t−1.

Proof. (i) is obvious.

Now we prove (ii). Denote J = G − V (H). Suppose to the contrary that α(J) = t. Let

{v1, . . . , vt} be an independent set of size t in J . By Lemma 3.2.1(ii)(v), we have |[vi, V (H)]| ≤
1 for each 1 ≤ i ≤ t. Since |V (H)| ≥ t + 1, there exists a vertex u ∈ V (H) such that

|[u, {v1, . . . , vt}]G| = 0. Thus {v1, . . . , vt, u} is an independent set of size t + 1 in G, yielding a

contradiction to α(G) ≤ t.

Lemma 3.3.2. Let G be a 〈Z3〉-reduced graph.

(a) If α(G) ≤ 2, then |V (G)| ≤ 8. Moreover, if |V (G)| = 8, then G contains a K4.

(b) If α(G) ≤ 3, then |V (G)| ≤ 14. Moreover, if |V (G)| = 14, then G is 5-edge-connected

and contains a K4.

(c) If α(G) ≤ 4, then |V (G)| ≤ 20.
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Proof. (a) Let G be a 〈Z3〉-reduced graph with α(G) ≤ 2. By Lemma 3.2.1(vi), G does not

contain a K5. Thus if κ′(G) ∈ {0, 1}, |V (G)| ≤ 8 and if |V (G)| = 8, then G contains a K4. (a)

is also true by Theorem 3.1.2 if κ′(G) ≥ 3.

Assume κ′(G) = 2. Let [X1, X2]G be a 2-edge-cut of G, where X1, X2 form a partition of

V (G). Then |N(Xi)| ≤ 2 for each i ∈ {1, 2}. By Lemmas 3.2.1(vi) and 3.3.1(i), for i ∈ {1, 2},
G− (Xi ∪N(Xi)) is a complete graph of size at most 4. Since |N(Xi)| ≤ 2, we have

|V (G)| ≤ 4 + |Xi|+ |N(Xi)| ≤ 6 + |Xi|.

If |Xi| ≤ 2 for some i ∈ {1, 2}, then we have |V (G)| ≤ 8 and |V (G)| = 8 implies that G contains

a K4. If both |X1| ≥ 3 and |X2| ≥ 3, then there is a vertex x1 ∈ X1 such that |[x1, X2]G| = 0.

Since X2 ⊆ V (G) − ({x1} ∪ N(x1)), by Lemma 3.3.1(i), G[X2] is a complete graph. Hence

|X2| ≤ 4 since G does not contain a K5. Similarly, we have |X1| ≤ 4. Thus |V (G)| ≤ 8. If

|V (G)| = 8, then G[X1] is a K4.

(b) By Lemma 2.2.4, δ(G) ≤ 5. Thus by (a) and Lemma 3.3.1(i) we have |V (G)| ≤ 1 +

δ(G) + 8 ≤ 14 and if |V (G)| = 14, then G contains a K4. When |V (G)| = 14, the above

inequality is equality, implying every vertex in G is of degree at least 5. By Lemma 3.2.8, G is

5-edge-connected.

(c) By Lemma 2.2.4, δ(G) ≤ 5. Thus by (b) and Lemma 3.3.1(i), we have |V (G)| ≤ 1 +

δ(G) + 14 ≤ 20.

Now we are ready to prove Theorem 3.1.6.

Theorem 3.1.6. Every odd-5-edge-connected graph G with α(G) ≤ 3 admits a mod 3-orientation.

Proof of Theorem 3.1.6. Let G be a counterexample with |E(G)| minimum. By Lemma

3.2.4, the degree of each vertex is odd; otherwise we lift all the edges incident with vertices of

even degrees by applying Lemma 3.2.4, and then delete all isolated vertices to obtain a smaller

counterexample. Thus δ(G) ≥ 5 and G is 〈Z3〉-reduced. By Lemma 3.2.10, |V (G)| ≥ 14.

Moreover, |V (G)| ≤ 14 by Lemma 3.3.2(b). Therefore |V (G)| = 14 and G contains a K4. By

Lemma 3.2.8, G is 5-edge-connected. By Corollary 3.2.11, G admits a mod 3-orientation, a

contradiction.

Lemma 3.3.3. Every graph G with |V (G)| ≥ 21 and α(G) ≤ 4 is 〈Z3〉-reduced to a graph of

order at most 15.

Proof. Let G1 be the underlying simple graph of G, which is obtained from G by replacing

parallel edges [u, v]G with a single edge uv for each |[u, v]G| ≥ 2 in G. Since |V (G1)| ≥ 21,

G1 contains a nontrivial Z3-connected subgraph by Lemma 3.3.2(c), say H1. Then G[V (H1)] is

Z3-connected and |V (H1)| ≥ 5 by Lemma 3.2.1(vi). Let H be a maximal Z3-connected subgraph

of G containing G[V (H1)]. Then we have |V (H)| ≥ |V (H1)| ≥ 5. Let J = G − V (H) and J ′
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be its 〈Z3〉-reduction. Since |V (H)| ≥ 5, we have α(J) ≤ 3 by Lemma 3.3.10(ii). Thus J ′, the

〈Z3〉-reduction of J , is of order at most 14 by Lemma 3.3.2(b). Since |V (G′)| = |V (J ′)| + 1,

where G′ is the 〈Z3〉-reduction of G, we have |V (G′)| ≤ 15.

Equivalence of Theorems 3.1.3 and 1.3.3: In Theorem 3.1.3, if |V (G)| ≥ 21, then the

reduction of G is of order at most 15 by Lemma 3.3.3. So Theorem 1.3.3 is in fact equivalent to

Theorem 3.1.3 by Lemma 3.2.10.

Now we are ready to prove Theorem 3.1.5.

Theorem 3.1.5. Every odd-5-edge-connected graph G of order at least 21 with α(G) ≤ 4 admits

a mod 3-orientation.

Proof of Theorem 3.1.5. Let G be a counterexample and G′ be its 〈Z3〉-reduction. We shall

show that G′ has a mod 3-orientation, which yields to a contradiction by Lemma 3.2.1(iii).

By Lemma 3.3.3, |V (G′)| ≤ 15. Since G′ is odd-5-edge-connected with no mod 3-orientation

and by Lemma 3.2.10, |V (G′)| ≥ 14. Therefore, 14 ≤ |V (G′)| ≤ 15.

Let H be a maximal nontrivial Z3-connected subgraph of G as in Lemma 3.3.3. Recall that

|V (H)| ≥ 5. Denote v1 to be the contraction of H in G′, and let J ′ = G′ − v1. Notice that J ′ is

the 〈Z3〉-reduction of J = G− V (H). Hence α(J ′) ≤ α(J) ≤ 3 by Lemma 3.3.1(ii).

We show the following to lead a contradiction.

(I) |V (G′)| = 14.

Suppose to the contrary |V (G′)| = 15. Then |V (J ′)| = 14. So J ′ is 5-edge-connected and

contains a K4 by Lemma 3.3.2(b).

If dG′(v1) < 5, then dG′(v1) is even since G′ is odd-5-edge-connected. Applying Lemma 3.2.4

to lift all edges incident with v1, the resulting graph is 5-edge-connected and of order 14. By

Corollary 3.2.11, the resulting graph admits a mod 3-orientation and so does G′, a contradiction.

If dG′(v1) ≥ 5, then G′ is 5-edge-connected as J ′ is 5-edge-connected. Since G′ contains a

K4, it admits a 3-orientation by Corollary 3.2.11, a contradiction again. This proves (I).

(II) G′ is 5-regular and thus by Lemma 3.2.8, G′ is 5-edge-connected.

Let x be a vertex in G′. If d(x) is even, applying Lemma 3.2.4 to lift all the edges incident

with x, the resulting graph remains odd-5-edge-connected with 13 vertices. Thus it has a

mod 3-orientation by Lemma 3.2.10, so does G′ by Lemma 3.2.1(iii)(v), a contradiction. Thus

δ(G′) ≥ 5. By Lemma 3.2.8, G′ is 5-edge-connected essentially 8-edge-connected.

Now assume dG′(x) ≥ 7. Since α(G′) ≤ 4, let u, v be two adjacent vertices in NG′(x). Let

G′′ = G′[x,uv] be the graph obtained from G′ by deleting the edges xu, xv and adding a new edge

uv. Since G′ is essentially 8-edge-connected and δ(G′′) ≥ 5, G′′ remains 5-edge-connected. Note

that G′′ contains a digon uv. Then G′′/uv has 13 vertices and remains 5-edge-connected. Thus

it has a mod 3-orientation by Lemma 3.2.10, so does G′ by Lemma 3.2.1(iii)(v), a contradiction.
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The final step: By (II), δ(J ′) ≤ 4. Let z ∈ V (J ′) with dJ ′(z) ≤ 4. Since α(J ′) ≤ 3, by

Lemma 3.3.1(i), α(J ′ − ({z} ∪ NJ ′(z))) ≤ 2. Note that J ′ − ({z} ∪ NJ ′(z)) is a 〈Z3〉-reduced

graph of order at least 8. Thus by Lemma 3.3.2(a), J ′−({z}∪NJ ′(z)) has exactly 8 vertices and

contains a K4 and so does G′. By (I), (II) and Corollary 3.2.11, G′ admits a mod 3-orientation,

a contradiction. This completes the proof of Theorem 3.1.5.
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Chapter 4

Group Connectivity and Strongly

Zm-Connectedness

This chapter includes joint work with Lai and Luo, appeared in [53].

4.1 Introduction

Recall that a graph G is strongly Zm-connected if, for any θ ∈ Θ(G,Zm), there is an orientation

D such that d+D(v) ≡ θ(v) (mod m) for every vertex v ∈ V (G), where Θ(G,Zm) = {θ : V (G)→
Zm |

∑
v∈V (G) θ(v) ≡ |E(G)| (mod m)}. It is easy to see that a connected graph G has a modulo

2k-orientation if and only if G is Eulerian. Since d+D(v) − d−D(v) = 2d+D(v) − d(v) ≡ d(v) (mod

2), every possible Z2k boundary β must satisfy that β(v) ≡ d(v) (mod 2), for every v ∈ V (G).

This motivates us to introduce the following definition.

Definition 4.1.1. Let Φ(G,Z2k) be the collection of all functions β : V (G)→ Z satisfying that

0 ≤ β(v) ≤ 2k − 1 and β(v) ≡ d(v) (mod 2) for every v ∈ V (G), and that
∑

v∈V (G) β(v) ≡
0 (mod 2k). A graph G is uniformly Z2k-connected if, for any β ∈ Φ(G,Z2k), there is an

orientation D such that for every vertex v ∈ V (G), d+D(v)−d−D(v) ≡ β(v) (mod 2k). Let 〈UZ2k〉
be the family of all uniformly Z2k-connected graphs.

In [77], Thomassen commented that an argument of Anton Kotzig implies that G is strong-

ly Z2-connected if and only if G is connected. The following relations are observed in Wu’s

dissertation.

Proposition 4.1.1. (Wu [82]) Let k ≥ 3 be an integer. Then each of the following holds.

(i) 〈SZk〉 = 〈UZ2k〉.
(ii) G ∈ 〈SZ2k+1〉 if and only if for any b ∈ Z(G,Z2k+1), there exists an orientation D of G

such that d+D(v)− d−D(v) ≡ b(v) (mod 2k + 1) for each v ∈ V (G).
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In fact, for a given mapping θ ∈ Θ(G,Zk), the orientation D of G with d+D(v) ≡ θ(v) (mod k)

for each v ∈ V (G) is precisely an orientation such that d+D(v) − d−D(v) ≡ β(v) (mod 2k) with

β(v) ≡ 2θ(v)−d(v) (mod 2k) for each v ∈ V (G), where β ∈ Φ(G,Z2k). Similarly, an orientation

D of G with d+D(v) ≡ θ(v) (mod 2k + 1) is an orientation such that d+D(v) − d−D(v) ≡ b(v)

(mod 2k + 1) with b(v) = 2θ(v) − d(v) for each v ∈ V (G), where b ∈ Z(G,Z2k+1). Hence any

possible elements β ∈ Φ(G,Z2k) or b ∈ Z(G,Z2k+1) can be realized by an orientation D via

carefully choosing a mapping θ ∈ Θ(G,Zm), and vice versa. So Proposition 4.1.1 follows from

these arguments.

Jaeger, Linial, Payan and Tarsi [40] proved the following result concerning the group con-

nectivity and edge-disjoint spanning trees.

Theorem 4.1.1. (Jaeger, Linial, Payan and Tarsi, Theorem 3.1 of [40]) Let G be a graph with

two edge disjoint spanning trees. Then G is A-connected for any abelian group with |A| ≥ 4.

Let t ≥ 1 be an integer and G be a graph. Define tG to be the graph obtained from G by

replacing each edge of G with t parallel edges.

Our main results in this chapter are Theorems 1.3.4, 1.3.5 and 1.3.6, which are motivated

by Theorem 4.1.1 and Proposition 4.1.1.

Theorem 1.3.4. Let m ≥ 3 be an integer and let G be a graph. Each of the following holds.

(a) G ∈ 〈Zm〉 if and only if (m− 2)G ∈ 〈SZm〉.
(b) If G is strongly Zm-connected, then G has m− 1 edge-disjoint spanning trees.

(c) If G is Zm-connected, then (m− 2)G has m− 1 edge-disjoint spanning trees.

Jaeger et al. in [40] pointed out that there exists a Z5-connected graph which is not Z6-

connected. Nevertheless, Theorem 1.3.4(b) with m = 3 together with Theorem 4.1.1 implies the

following monotonicity theorem of group connectivity.

Theorem 1.3.5. Every Z3-connected graph is A-connected for any Abelian group A with |A| ≥ 4.

Theorem 1.3.4 with m = 5 together with Theorem 2.1.4 provides another monotonicity

theorem of group connectivity.

Theorem 1.3.6. Every strongly Z5-connected graph is Z3-connected.

This chapter is organized as follows. In Section 2, we present a couple of other interesting

applications of Theorem 1.3.4, including Theorem 4.2.7 which characterizes degree sequences

with Zk-connected realizations. Section 3 is devoted to the proof of Theorem 1.3.4.
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4.2 Degree Sequences Realization

I. The size of non-A-connected graphs

In [62], motivated by an open problem (Problem 7.21 of [51]), Luo et al. define ex(n,A) for

any integer n and any finite abelian group A: the largest integer k such that every simple graph

on n vertices with at most k edges is not A-connected, and they prove the following.

Theorem 4.2.1. (Luo, Xu and Yu, Theorems 2,3, and 4 of [62]) Let A be an abelian group with

|A| = k ≥ 4, and let n ≥ k be an integer.

(i) If n ≥ 6, then 3n
2 ≤ ex(n,Z3) ≤ 2n− 3.

(ii) ex(n,A) ≤ d (n−1)(k−1)k−2 e − 1.

They conjecture that the upper bound is the exact value of ex(n,A).

Conjecture 4.2.1. (Luo, Xu and Yu, [62]) If n ≥ |A| ≥ 4 or if n ≥ 6 and A = Z3, then

ex(n,A) = d (n−1)(|A|−1)|A|−2 e − 1.

Wu et al. [83] verify Conjecture 4.2.1 for some finite cyclic groups.

Theorem 4.2.2. (Wu, Luo, Ye and Zhang, Theorem 1.5 of [83])

(i) If k is odd, n ≥ k ≥ 4 or if n ≥ 6 and k = 3, then ex(n,Zk) = d (n−1)(k−1)k−2 e − 1.

(ii) If n ≥ 4, then ex(n,Z4) = d3n−32 e − 1.

As a direct consequence of Theorem 1.3.4 (c), we prove that Conjecture 4.2.1 holds for all

finite cyclic groups.

Theorem 4.2.3. ex(n,Zk) = d(k − 1)(n− 1)

k − 2
e − 1 for n ≥ k ≥ 4 or for k = 3 and n ≥ 6.

Proof. By Theorem 1.3.4 (c), if G is Zk-connected, then |E(G)| ≥ d(k − 1)(|V (G)| − 1)

k − 2
e. Thus

ex(n,Zk) ≥ d(k − 1)(n− 1)

k − 2
e − 1. Therefore the theorem follows from Theorem 4.2.1.

II. Graphic degree sequences with Zk-connected realizations

A sequence of n nonnegative integers is graphic (multigraphic, respectively) if it is the degree

sequence of a simple graph (a multigraph, respectively) G, where G is called a realization of

the sequence. It has been extensively studied whether a degree sequence has a realization with

certain properties. A noticeable application (see [64]) of graph realization with 4-flows has

been found in the design of critical partial Latin squares which leads to the proof of the so-

called simultaneous edge-coloring conjecture by Keedwell [41] and Cameron [14]. All graphic
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sequences which have realizations admitting a nowhere-zero 3-flow or 4-flow are characterized

in [63] and [64], respectively.

Wu et al. [83] present a characterization of graphic sequences with Z4-connected realizations

which was conjectured by Luo et al. in [62].

Theorem 4.2.4. (Wu, Luo, Ye and Zhang, Theorem 1.5 of [83]) Let d = (d1, d2, . . . , dn) be a

graphic sequence. Then d has a Z4-connected realization if and only if
∑n

i=1 di ≥ 3n − 3 and

min{d1, d2, . . . , dn} ≥ 2.

Sufficient conditions for A-connected realization problems have been proved by Luo, Xu and

Yu in [62] for |A| = 4, and by Yin, Luo and Guo [88] for |A| ≥ 5.

Theorem 4.2.5. Let d = (d1, d2, . . . , dn) be a graphic sequence with min{d1, d2, . . . , dn} ≥ 2,

and A be an abelian group with |A| ≥ 4. Suppose that
∑n

i=1 di ≥ 2d(|A| − 1)(n− 1)

|A| − 2
e.

(i) (Luo et al. [62]) If |A| = 4, then d has an A-connected realization.

(ii) (Yin et al. [88]) If |A| ≥ 5, then d has an A-connected realization.

Very recently, Dai and Yin in [21] present a characterization of graphic sequences with a

Z3-connected realization. If a sequence d consists of the terms d1, . . . , dt having multiplicities

m1, . . . ,mt, we may wirte d = (dm1
1 , . . . , dmt

t ) for convenience. For n ≥ 5, let

S1(n) = {((n− 1)2, 3n−k−2, 2k) : 0 ≤ k ≤ n− 4 and k ≡ n (mod 2)}

and

S2(n) = {(d1, d2, d3, d4, 2n−4) : n− 1 ≥ d1 ≥ d2 ≥ d3 ≥ d4 ≥ 3 and d1 + d2 + d3 + d4 = 2n+ 4}.

Denote

R(n) =

{
S1(n) ∪ S2(n), if n is odd;

S1(n) ∪ S2(n) ∪ {(n− 1, 3n−1)}, if n is even.

Theorem 4.2.6. (Dai and Yin [21]) Let n ≥ 5 and d = (d1, d2, . . . , dn) be a nonincreasing

graphic sequence with dn ≥ 2. Then d has a Z3-connected realization if and only if both
∑n

i=1 di ≥
4n− 4 and d /∈ R(n).

In this section, by applying our main result (Theorem 1.3.4), we present a characterization

of graphic and multigraphic sequences that have Zk-connected realizations for all k ≥ 4 and

k ≥ 3, respectively.

Theorem 4.2.7. Let k be an integer. Each of the following holds.

(i) For k ≥ 4, a graphic sequence d = (d1, d2, . . . , dn) has a Zk-connected realization if and only

if both min{d1, d2, . . . , dn} ≥ 2 and
∑n

i=1 di ≥ 2d(k − 1)(n− 1)

k − 2
e.

(ii) For k ≥ 3, a multigraphic sequence d = (d1, d2, . . . , dn) has a Zk-connected realization if and

only if both min{d1, d2, . . . , dn} ≥ 2 and
∑n

i=1 di ≥ 2d(k − 1)(n− 1)

k − 2
e.
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By Theorem 4.2.3, if G is a Zk-connected realization of d = (d1, d2, . . . , dn), then
∑n

i=1 di =

2|E(G)| ≥ 2d(k − 1)(n− 1)

k − 2
e. Hence, together with Theorem 4.2.5, Theorem 4.2.7(i) follows. It

remains to prove Theorem 4.2.7(ii). The following former results and newly developed lemmas

will be needed in our arguments.

Theorem 4.2.8. (Hakimi [35]) If d = (d1, d2, . . . , dn) is a nonincreasing integral sequence with

n ≥ 2 and dn ≥ 0, then d is a multigraphic sequence if and only if
∑n

i=1 di is even and d1 ≤
d2 + · · ·+ dn.

Theorem 4.2.9. (Boesch and Harary [6]) Let d = (d1, . . . , dn) be a nonincreasing integral

sequence with n ≥ 2 and dn ≥ 0. Let j be an integer with 2 ≤ j ≤ n such that dj ≥ 1. Then

the sequence (d1, d2, . . . , dn) is multigraphic if and only if the sequence (d1− 1, d2, . . . , dj−1, dj −
1, dj+1, . . . , dn) is multigraphic.

Lemma 4.2.10. (Proposition 3.2 and Lemma 3.3 of [47], Lemma 2.1 of [48]) Let k ≥ 3 be an

integer, G be a graph and H be a subgraph of G.

(i) If H ∈ 〈Zk〉 and G/H ∈ 〈Zk〉, then G ∈ 〈Zk〉.
(ii) (also see [40]) A cycle of length n is in 〈Zk〉 if and only if n ≤ k − 1.

(iii) If G is connected and every edge lies in a cycle of length at most k − 1, then G is Zk-

connected.

Lemma 4.2.11. Let d = (d1, d2, . . . , dn) be a nonincreasing multigraphic sequence with dn ≥ 2

and
∑n

i=1 di = 4n− 4. Then d has a Z3-connected realization.

Proof. We argue by induction on n. If 2 ≤ n ≤ 4, then all the graphs whose degree sequences

satisfying the hypothesis of Lemma 4.2.11 are depicted in Figure 1 below.

It follows from Lemma 4.2.10 that every graph in Figure 1 is Z3-connected, and so Lemma

4.2.11 holds if 2 ≤ n ≤ 4. We now assume that n ≥ 5 and that the lemma holds for smaller

values of n. Since dn ≥ 2 and
∑n

i=1 di = 4n− 4, we conclude that 2 ≤ dn ≤ 3.

Case 1. dn = 2.

Since n ≥ 5 and
∑n

i=1 di = 4n − 4, we have d1 ≥ 4. Let d′ = (d1 − 2, d2, . . . , dn−1). If

d′ is a multigraphic sequence, d′ has a Z3-connected realization H such that v1 ∈ V (H) has

degree d1 − 2 in H by induction hypothesis. Construct a new graph G from H by adding a

new vertex vn /∈ V (H) and two new parallel edges joining v1 and vn. Then G is a realization

of d. Moreover, since H ∈ 〈Z3〉 and since G/H is a cycle of length 2, by Lemma 4.2.10, G is

a Z3-connected realization of d. Hence we assume that d′ is not multigraphic. By Theorem

4.2.8, we must have d2 > d1 − 2 +
∑n−1

i=3 di. Since d is a nonincreasing sequence and n ≥ 5, we

have d2 > d1 − 2 + 2 + 2 = d1 + 2 ≥ d2 + 2, a contradiction. This shows that d must have a

Z3-connected realization in Case 1.

Case 2. dn = 3.
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(a) (2,2) (b) (2,2,4) (c) (2,3,3) (d) (2,2,2,6)

(e) (2,2,3,5) (f) (2,2,4,4) (g) (2,3,3,4) (h) (3,3,3,3)

Figure 4.1: Multigraphic degree sequences and their Z3-connected realization when 2 ≤ n ≤ 4.

By
∑n

i=1 di = 4n − 4, we have dn−3 = dn−2 = dn−1 = dn = 3 and 4 ≤ d1 ≤ n − 1.

Thus max{d1 − 2, d2} ≤ n − 1 ≤ 3n − 11 ≤ d1 − 2 + d2 − max{d1 − 2, d2} +
∑n−2

i=3 di. Let

d∗ = (d1 − 2, d2, . . . , dn−2). Then by Theorem 4.2.8, d∗ is multigraphic. By induction, d∗ has

a Z3-connected realization H with a vertex v1 ∈ V (H) having degree d1 − 2 in H. Construct

a new graph G from H by adding two new vertices vn−1, vn /∈ V (H), two new parallel edges

joining vn−1 and vn, and two new edges v1vn−1, v1vn. By Lemma 4.2.10, G is a Z3-connected

realization of d since H ∈ 〈Z3〉 and G/H ∈ 〈Z3〉. This proves the lemma.

A graph G is supereulerian if G contains a spanning eulerian subgraph.

Lemma 4.2.12. (Theorem 1.6 of [31]) Let d = (d1, d2, · · · , dn) be a nonincreasing multigraphic

sequence. Then d has a supereulerian realization if and only if either n = 1 and d1 = 0, or n ≥ 2

and dn ≥ 2.

Lemma 4.2.13. Let n ≥ 2 and k ≥ 4. Let d = (d1, d2, . . . , dn) be a nonincreasing integral

sequence with dn ≥ 2. Each of the following holds.

(i) If d is multigraphic with n ≤ k, and
∑n

i=1 di ≥ 2d(k − 1)(n− 1)

k − 2
e, then d has a Zk-connected

realization.

(ii) If
∑n

i=1 di = 2d(k − 1)(n− 1)

k − 2
e, then d is multigraphic and has a Zk-connected realization.

Proof. (i) Assume n ≤ k. By Lemma 4.2.12, d has a supereulerian realization G. Thus G is

2-edge-connected with |V (G)| ≤ k. If n ≤ k − 1, then every edge lies in a cycle of length at

most k− 1. Thus by Lemma 4.2.10 (iii), G ∈ 〈Zk〉. Now assume n = k. If G contains a cycle of

length 2, say C. Then G/C remains 2-edge-connected and has k−1 vertices. Thus G/C ∈ 〈Zk〉.
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By Lemma 4.2.10 (ii) and (i), G ∈ 〈Zk〉. Hence we may further assume that G is simple. Since∑n
i=1 di ≥ 2d(k − 1)(n− 1)

k − 2
e, G is not a cycle. It follows that every edge of G is in a cycle of

length at most k − 1. By Lemma 4.2.10(iii), G ∈ 〈Zk〉. This proves (i).

(ii) Since dn ≥ 2 and
∑n

i=1 di = 2d(k − 1)(n− 1)

k − 2
e, we have d1 = 2d(k − 1)(n− 1)

k − 2
e−
∑n

i=2 di ≤

2d(k − 1)(n− 1)

k − 2
e − 2(n− 1) ≤ 2(n− 1) ≤

∑n
i=2 di. Thus by Theorem 4.2.8, d is multigraphic.

Now we show that d has a Zk-connected realization. By (i), we may assume n ≥ k + 1.

We first prove the following statement.

dn = · · · = dn−(k−3) = 2 and d1 ≥ 3. (4.1)

Since nd1 ≥
∑n

i=1 di = 2d(k − 1)(n− 1)

k − 2
e ≥ 2n− 2 + 2(n−1)

k−2 > 2n, we have d1 ≥ 3. Suppose

to the contrary that dn−(k−3) ≥ 3. Then, since n ≥ k + 1,

n∑
i=1

di ≥ 2d3(n− (k − 3)) + 2(k − 3)

2
e = 2d(k − 1)(n− 1)

k − 2
+

(k − 4)n

2(k − 2)
+
k − 1

k − 2
− k − 3

2
e

≥ 2d(k − 1)(n− 1)

k − 2
+

4k − 12

2(k − 2)
e ≥ 2d(k − 1)(n− 1)

k − 2
+ 1e > 2d(k − 1)(n− 1)

k − 2
e,

a contradiction to the assumption that
∑n

i=1 di = 2d(k − 1)(n− 1)

k − 2
e. Since d is nonincreasing,

dn = · · · = dn−(k−3) = 2. This proves (4.1).

We argue by induction on n to prove Lemma 4.2.13 (ii). Assume that n ≥ k + 1 ≥ 5 and

Lemma 4.2.13 holds for smaller values of n.

Case 1. d2 ≥ 3.

Let d′ = (d1 − 1, d2 − 1, d3, . . . , dn−(k−2)). By (4.1), we have

n−(k−2)∑
i=1

d′i = 2d(k − 1)(n− 1)

k − 2
e − 2− 2(k − 2) = 2d(k − 1)(n− (k − 2)− 1)

k − 2
e.

Since mini≤n−(k−2){d′i} ≥ min{d2−1, dn−(k−2)} ≥ 2, by induction, d′ is a multigraphic sequence

with a Zk-connected realization G′ with V (G′) = {v1, v2, . . . , vn−(k−2)} such that dG′(vi) = d′i

for each i = 1, 2, . . . , n− k + 2.

Construct a new graph G from G′ by adding a new path P = vn−(k−3) . . . vn with V (P ) ∩
V (G′) = ∅, and two new edges vnv1, vn−(k−3)v2. Then G is a realization of d. Moreover, since

G′ ∈ 〈Zk〉 and G/G′ is a cycle of length k − 1, it follows from Lemma 4.2.10 that G is a

Zk-connected realization of d.

Case 2. d2 = 2.
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Since d2 = · · · = dn = 2 and
∑n

i=1 di must be even, we have d1 ≥ 4 by (4.1). Let d∗ =

(d1 − 2, d2, . . . , dn−(k−2)). Since

n−(k−2)∑
i=1

d′i = 2d(k − 1)(n− (k − 2)− 1)

k − 2
e

and mini≤n−(k−2){d∗i } ≥ min{d1 − 2, dn−(k−2)} ≥ 2, by induction, d∗ is a multigraphic sequence

and has a Zk-connected realization G∗. Denote V (G∗) = {v1, v2, . . . , vn−(k−2)} where dG∗(v1) =

d1 − 2 and dG∗(vi) = di for each i = 2, . . . , n − (k − 2). Construct a new graph G from

G∗ by adding a new path P = vn−(k−3) . . . vn with V (P ) ∩ V (G∗) = ∅, and two new edges

vnv1, vn−(k−3)v1. Then G is a realization of d. Moreover, since G∗ ∈ 〈Zk〉 and G/G∗ is a cycle of

length k − 1, by Lemma 4.2.10, G is a Zk-connected realization of d. This completes the proof

of Lemma 4.2.13.

Proof of Theorem 4.2.7(ii) Let m =
∑n

i=1 di. Since d is multigraphic, m ≡ 0 (mod 2).

We argue by induction on m. By Lemmas 4.2.11 and 4.2.13, Theorem 4.2.7(ii) holds if m =

2d(k − 1)(n− 1)

k − 2
e. Assume that m ≥ 2d(k − 1)(n− 1)

k − 2
e + 2, and that Theorem 4.2.7(ii) holds

for smaller values of m.

If d2 ≥ 3, then by Theorem 4.2.9, d′ = (d1 − 1, d2 − 1, d3, . . . , dn) is multigraphic. By

induction, d′ has a Zk-connected realization G′. Denote V (G′) = {v1, v2, . . . , vn} such that

dG′(v1) = d1 − 1, dG′(v2) = d2 − 1, and dG′(vi) = di for each i = 3, . . . , n. Let G = G′ + v1v2.

Since G′ is Zk-connected, G is a Zk-connected realization of d.

If d2 = 2, then d2 = d3 = · · · = dn = 2. Thus d = (d1, . . . , dn) = (m− 2(n− 1), 2, . . . , 2). Let

t = 1
2d1 = m−2(n−1)

2 . Since m ≡ 0 (mod 2), t is an integer. By Theorem 4.2.8, d1 ≤
∑n

i=2 di =

2(n− 1). Thus n− 1 ≥ 1
2d1 = t. Since m ≥ 2d(k − 1)(n− 1)

k − 2
e+ 2, we have

2t(k − 1) = (m− 2(n− 1))(k − 1) = m(k − 1)− 2(n− 1)(k − 1) (4.2)

= m+ [(k − 2)m− 2(n− 1)(k − 1)] > m = 2t+ 2(n− 1).

By (4.2), there exist t integers k − 1 ≥ s1 ≥ s2 ≥ · · · ≥ st ≥ 2 such that

t∑
i=1

si =
m

2
. Let

C1, C2, · · · , Ct be a set of disjoint cycles such that Ci has length si. For each cycle Ci, we

designate a vertex ui ∈ V (Ci). Construct a graph G by identifying u1, u2, . . . , ut into a single

vertex labeled as v1. Then v1 has degree 2t in G, and |V (G)| =
∑t

i=1(|V (Ci)|−1)+1 =
∑t

i=1 si−
t+1 = m

2 −t+1 = n. Label the other vertices in V (G)−{v1} by v2, v3, . . . , vn, respectively. Then

for each j ≥ 2, dG(vj) = 2, so G is a realization of d = (d1, . . . , dn) = (m − 2(n − 1), 2, . . . , 2).

Since si ≤ k − 1, every edge in G lies in a cycle of length at most k − 1, Therefore by Lemma

4.2.10, G is Zk-connected. This completes the proof of Theorem 4.2.7(ii).
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4.3 Group Connectivity via Orientation

The main goal of this section is to prove Theorem 1.3.4, showing a characterization of Zm-

connectedness of a graph G in terms of the strongly Zm-connectedness of (m− 2)G, as well as

a conclusion on the lower bound of the strength (as defined in [18]) for Zm-connected graphs.

Throughout this section, for each edge e = uv ∈ E(G), we always let [e] denote the set of m− 2

parallel edges joining u and v in (m− 2)G. We assume that if e1 and e2 are two distinct edges

in E(G), (possibly e1 and e2 are parallel edges in G), then [e1] ∩ [e2] = ∅ in (m− 2)G.

We shall prove Theorem 1.3.4 (a) differently when m has different parities. Applying Propo-

sition 4.1.1 (ii), we first show Proposition 4.3.1 below when m = 2k + 1 is an odd integer.

Proposition 4.3.1. Let k > 0 be an integer and let G be a graph. Then G ∈ 〈Z2k+1〉 if and

only if (2k − 1)G ∈ 〈SZ2k+1〉.

Proof. By Proposition 4.1.1 (ii), it is sufficient to show G ∈ 〈Z2k+1〉 if and only if for any

b ∈ Z((2k−1)G,Z2k+1), there exists an orientation D of (2k−1)G such that d+D(v)−d−D(v) ≡ b(v)

(mod 2k + 1) for each v ∈ V ((2k − 1)G).

We denote Z2k+1 = {0, 1, . . . , 2k} and Z∗2k+1 = {1, . . . , 2k}, and take the convention of

regarding Z2k+1 and Z∗2k+1 as subsets of integers with the arithmetic operations taken modulo

2k + 1.

Suppose G ∈ 〈Z2k+1〉. Let b ∈ Z(G,Z2k+1). Since G ∈ 〈Z2k+1〉, there exist an orientation

D = D(G) and a mapping f ∈ F ∗(G,Z2k+1) such that ∂f = b. For each e = (u, v) of D(G)

with integral value f(e), let

t(e) =


1
2(f(e) + 2k − 1), if f(e) is odd;
1
2f(e) + 2k, if f(e) is even and f(e) < 0;
1
2f(e)− 1, if f(e) is even and f(e) > 0.

(4.3)

Since 0 < |f(e)| ≤ 2k by (4.3), we have 0 ≤ t(e) ≤ 2k − 1 for any e ∈ E(G). We shall give

(2k − 1)G an orientation D′ as follows. For each e = (u, v) of D(G), orient t(e) edges in [e]

from u to v, and the rest of 2k − 1− t(e) edges in [e] from v to u. Under the orientation D′ of

(2k − 1)G, for any vertex v ∈ V ((2k − 1)G),

d+D′(v)− d−D′(v)

= [
∑

e∈E+
D(G)

(v)

t(e) +
∑

e∈E−
D(G)

(v)

(2k − 1− t(e))]− [
∑

e∈E+
D(G)

(v)

(2k − 1− t(e)) +
∑

e∈E−
D(G)

(v)

t(e)]

=
∑

e∈E+
D(G)

(v)

[t(e)− (2k − 1− t(e))]−
∑

e∈E−
D(G)

(v)

[t(e)− (2k − 1− t(e))]

=
∑

e∈E+
D(G)

(v)

[2t(e)− 2k + 1]−
∑

e∈E−
D(G)

(v)

[2t(e)− 2k + 1]. (4.4)
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Since 4k ≡ 2k − 1 ≡ −2 (mod 2k + 1), it follows from (4.3) and (4.4) that

d+D′(v)− d−D′(v) ≡
∑

e∈E+
D(G)

(v)

f(e)−
∑

e∈E−
D(G)

(v)

f(e) ≡ b(v) (mod 2k + 1).

Therefore (2k − 1)G ∈ 〈SZ2k+1〉 by Proposition 4.1.1 (ii).

Conversely, assume (2k − 1)G ∈ 〈SZ2k+1〉. Let b ∈ Z(G,Z2k+1). By Proposition 4.1.1 (ii),

(2k−1)G has an orientation D′ such that for any vertex v, d+D′(v)−d−D′(v) ≡ b(v) (mod 2k+1).

Let D = D(G) be an orientation of G. For each e = (u, v) in D(G), let t(e) be the number

of edges in [e] oriented from u to v under the orientation D′. Define f(e) = 2t(e) − (2k − 1)

as integers. Since f(e) is odd, f(e) 6= 0. Since 0 ≤ t(e) < 2k, it follows that −(2k − 1) ≤
f(e) ≤ 2k − 1, and so f ∈ F ∗(G,Z2k+1). By (4.4) and by the definition of f , we conclude that

∂f(v) = b(v) for every v ∈ V (G). Hence G ∈ 〈Z2k+1〉. This proves Proposition 4.3.1.

Next, we are to prove Theorem 1.3.4 (a) when m is even. By Proposition 4.1.1 (i), it suffices

to show that, when m = k is even, G ∈ 〈Zk〉 if and only if (k − 2)G ∈ 〈UZ2k〉. To justify

this, we need the following technical lemma. Throughout the rest of this section, we adopt the

convention of viewing Z2k = {0, 1, 2, · · · , 2k − 1} as a subset of integers, with the arithmetic

operations taken modulo 2k. Similarly, we view Zk = {0, 1, 2, · · · , k− 1} as a subset of integers,

with its arithmetic operations taken modulo k.

Lemma 4.3.1. Let G be a graph and k ≥ 1 be an integer. Let D′ = D′(G) be an orientation of

G. The following are equivalent.

(i) G ∈ 〈Z2k〉.
(ii) For any b ∈ Z(G,Z2k), there exists a mapping f1 ∈ F (G,Z2k − {k}) such that ∂f1 = b in

Z2k.

(iii) For any b ∈ Z(G,Z2k), there exist an orientation D of G and f ∈ F (G, {0, 1, . . . , k − 1})
such that ∂f = b in Z2k under orientation D.

Proof. Throughout the proof of this lemma, the mapping b0 and f0 are defined as follows. Let

b0 : V (G) 7→ {0, k} ⊆ Z2k be a mapping such that for any v ∈ V (G), b0(v) = 0 if dG(v) is even,

and b0(v) = k if dG(v) is odd. Since the number of odd degree vertices in any graph is even,

it follows that b0 ∈ Z(G,Z2k). Let f0 = F (G, {k}) be the constant function. Then under any

orientation of G, by the definitions of b0 and f0, we have ∂f0 = b0.

Assume that (i) holds. For any b ∈ Z(G,Z2k), let b2 = b− b0 ∈ Z(G,Z2k). Since G ∈ 〈Z2k〉,
there exists f2 ∈ F (G,Z2k − {0}) such that ∂f2 = b2 = b − b0. Let f1 = f2 + f0. Then

∂f1 = ∂f2 + ∂f0 = b and for every e ∈ E(G), f1(e) = f2(e) + f0(e) = f2(e) + k 6= k. Thus (ii)

holds.

Assume that (ii) holds. Then for any b ∈ Z(G,Z2k), there exists a mapping f1 ∈ F (G,Z2k−
{k}) such that ∂f1 = b in Z2k. We define a new mapping f and a new orientation D as follows.
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For each edge e ∈ E(G), if 0 ≤ f1(e) ≤ k − 1, then define f(e) = f1(e) and the orientation of e

in D is the same as in D′; if k + 1 ≤ f1(e) ≤ 2k − 1, then define f(e) = 2k − f1(e) and oriented

e in D by reversing the orientation of e in D′. Since f1 ∈ F (G,Z2k −{k}) and ∂f1 = b, we have

f ∈ F (G, {0, 1, . . . , k − 1}) and, under the orientation D, ∂f = b in Z2k. Thus (iii) holds.

Assume that (iii) holds. Let b ∈ Z(G,Z2k). Then b − b0 ∈ Z(G,Z2k). By (iii), there exist

an orientation D of G and f1 ∈ F (G, {0, 1, . . . , k − 1}) such that ∂f1 = b− b0. Let f = f1 + f0.

Then as f1 ∈ F (G, {0, 1, . . . , k − 1}), we have f ∈ F ∗(G,Z2k). Moreover, ∂f = ∂f1 + ∂f0 =

(b− b0) + b0 = b. Hence G ∈ 〈Z2k〉 by definition.

Proposition 4.3.2. Let k > 0 be an even integer. The following are equivalent.

(i) G ∈ 〈Zk〉.
(ii) (k − 2)G ∈ 〈UZ2k〉.

Proof. Let G ∈ 〈Zk〉 and let β ∈ Φ((k − 2)G,Z2k). For any v ∈ V (G), since k − 2 is even, β(v)

is even and thus β(v) = 2jv for some integer jv with 0 ≤ jv ≤ k − 1. Define b(v) = jv for each

v ∈ V (G). By Definition 4.1.1, there exists an integer t such that
∑

v∈V (G) β(v) = 2tk, and so∑
v∈V (G) b(v) = tk ≡ 0 (mod k). Hence b ∈ Z(G,Zk). Since G ∈ 〈Zk〉, by Lemma 4.3.1 there

exist an orientation D = D(G) of G and f ∈ F (G, {0, 1, . . . , k/2 − 1}) such that ∂f = b. Thus

f(e) 6= k/2 for any e ∈ E(G). We will construct an orientation D′ of (k − 2)G as follows. For

any edge e = uv ∈ E(G), if (u, v) ∈ A(D), orient f(e) + k/2− 1 edges in [e] from u to v and the

other k/2− 1− f(e) edges in [e] from v to u. Thus, under orientation D′ of (k − 2)G,

d+D′(w)− d−D′(w) =
∑

e∈E+
D(w)

[(
f(e) +

k

2
− 1

)
−
(
k

2
− 1− f(e)

)]

−
∑

e∈E−D(w)

[(
f(e) +

k

2
− 1

)
−
(
k

2
− 1− f(e)

)]
=

∑
e∈E+

D(w)

2f(e)−
∑

e∈E−D(w)

2f(e)

≡ 2∂f(w) ≡ 2b(w) ≡ β(w) (mod 2k).

Therefore (k − 2)G ∈ 〈UZ2k〉.
Conversely, assume (k − 2)G ∈ 〈UZ2k〉. Let b ∈ Z(G,Zk) and β = 2b. Since Zk =

{0, 1, · · · , k−1} is a subset of integers, we have 0 ≤ β(w) ≤ 2k−2 for any w ∈ V (G). Since k−2

is even, for any w ∈ V (G), β(w) = 2b(w) ≡ 0 ≡ d(k−2)G(w) (mod 2). As
∑

w∈V (G) b(w) ≡ 0 (mod

k), there exists an integer t with
∑

w∈V (G) b(w) = tk, and so
∑

w∈V (G) β(w) = 2
∑

w∈V (G) b(w) =

2tk ≡ 0 (mod 2k). Hence β ∈ Φ((k− 2)G,Z2k). Since (k− 2)G ∈ 〈UZ2k〉, there exists an orien-

tation D′ of (k − 2)G such that d+D′(v)− d−D′(v) ≡ 2b(v) (mod 2k). Thus d+D′(v)− d−D′(v) is an
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even integer, and it follows that for every v ∈ V ((k − 2)G),

1

2
(d+D′(v)− d−D′(v)) ≡ b(v) (mod k). (4.5)

For each edge e = uv ∈ E(G), let t(e) be the number of edges in [e] oriented from u to v in D′.

We are to construct an orientation D of G by orienting e from u to v if and only if t(e) ≥ k
2 − 1.

For each e = (u, v) ∈ A(D), define f(e) = t(e) − k
2 + 1. Then 0 ≤ f(e) ≤ k

2 − 1, and hence

f ∈ F (G, {0, 1, . . . , k/2− 1}). Moreover, for any w ∈ V (G),

∂f(w) =
∑

e∈E+
D(w)

f(e)−
∑

e∈E−D(w)

f(e) (4.6)

=
∑

e∈E+
D(w)

(
t(e)− k

2
+ 1

)
−

∑
e′∈E−D(w)

(
t(e′)− k

2
+ 1

)

=
1

2

 ∑
e∈E+

D(w)

(t(e)− (k − 2− t(e))) +
∑

e′∈E−D(w)

(
(k − 2− t(e′))− t(e′)

)
=

1

2

 ∑
e∈E+

D(w)

t(e) +
∑

e′∈E−D(w)

(k − 2− t(e′))−

 ∑
e∈E+

D(w)

(k − 2− t(e)) +
∑

e′∈E−D(w)

t(e′)


 .

Under the orientation D′ of (k − 2)G, we have

d+D′(w) =
∑

e∈E+
D(w)

t(e) +
∑

e′∈E−D(w)

(k − 2− t(e′)), (4.7)

d−D′(w) =
∑

e∈E+
D(w)

(k − 2− t(e)) +
∑

e′∈E−D(w)

t(e′). (4.8)

Combining (4.7), (4.8), (4.6) and (4.5), we have for any w ∈ V (G),

∂f(w) =
1

2
(d+D′(w)− d−D′(w)) ≡ b(w) (mod k).

Since f ∈ F (G, {0, 1, . . . , k/2− 1}), we conclude that G ∈ 〈Zk〉 by Lemma 4.3.1.

Theorem 1.3.4 (a) now follows from Propositions 4.3.1 and 4.3.2. We are to prove Theorem

1.3.4 (b) and (c).

As in [7], c(G) denotes the number of components of G. Let H be a graph with |E(H)| > 1.

Following [18, 36], define g(H) = |E(H)|
|V (H)|−c(H) . The strength of G, as defined in [18, 20], is

η(G) = min{g(G/X)|X ⊆ E(G) with V (G[X]) 6= V (G)}. Let τ(G) be the maximum number

of edge disjoint spanning trees in G. A fundamental theorem proved independently by Nash-

Williams and Tutte implies the following.

Theorem 4.3.2. (Nash-Williams [66] and Tutte [80]) For a connected graph G, τ(G) = bη(G)c.
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By the definitions of τ and 〈SZk〉, we note that τ(K1) =∞ and K1 ∈ 〈SZk〉 and make the

following observation.

Observation 4.3.1. Let k ≥ 1 be an integer, and let T k = {G|τ(G) ≥ k}. If F = 〈SZk〉 or if

F = T k, then each of the following holds.

(i) If G ∈ F and if e ∈ E(G), then G/e ∈ F .

(ii) If H is a subgraph of G and if both H and G/H are in F , then G ∈ F .

Proof. The proof is routine when F = T k as k edge disjoint spanning trees of G can be found by

combining the k edge disjoint spanning trees of G/H and of H. For the proof of Observation 4.3.1

(i)(ii) when F = 〈SZk〉, it is more convenient to apply Proposition 4.1.1 (i) with 〈SZk〉 = 〈UZ2k〉.
Assume that G ∈ 〈UZ2k〉. Let e = uv ∈ E(G) and denote w to be the contracted vertex

corresponding to e in G/e. For any β ∈ Φ(G/e,Z2k), define a mapping β′ : V (G) 7→ Z2k

to be β′(x) = β(x) for any x ∈ V (G) − {u, v}, β′(u) = d(u) and β′(v) = β(w) − d(u) in

Z2k. Then β′(v) ≡ β(w) − d(u) ≡ (d(v) + d(u)) − d(u) ≡ d(v) (mod 2). Moreover, we have∑
x∈V (G) β

′(x) ≡
∑

x∈V (G/e) β(x) ≡ 0 (mod 2k). Hence β′ ∈ Φ(G,Z2k). As G ∈ 〈UZ2k〉, there

exists an orientation D′ of G such that d+D′(x) − d−D′(x) ≡ β′(x) (mod 2k) for any x ∈ V (G).

By contracting the edge e, this results an orientation D of G/e such that for any x ∈ V (G/e),

d+D(x) − d−D(x) ≡ β(x) (mod 2k). Hence G/e ∈ 〈UZ2k〉 by definition. This proves Observation

4.3.1 (i) for F = 〈SZk〉. The proof of Observation 4.3.1 (ii) for F = 〈SZk〉 is similar, and thus

omitted.

A graph is nontrivial if it contains at least one nonloop edge. The next lemma follows from

the arguments of Nash-Williams in [67]. A detailed proof can be found in Theorem 2.4 of [87].

Lemma 4.3.3. Let G be a nontrivial graph and let k > 0 be a integer. If g(G) ≥ k, then G has

a non-trivial subgraph H with τ(H) ≥ k.

The following theorem is a special case of Theorem 4 in [18].

Theorem 4.3.4. (Catlin et al. [18]) Let s, t be integers with s ≥ t > 0 and H be a nontrivial

graph, then η(H) ≥ s
t if and only if τ(tH) ≥ s.

By Theorem 4.3.4, Theorem 1.3.4(c) is equivalent to the following.

Theorem 4.3.5. Let k ≥ 3 be an integer and G be a Zk-connected graph on n ≥ 2 vertices.

Each of the following holds.

(i) η(G) ≥ k − 1

k − 2
.

(ii) In particular, |E(G)| ≥ d(k − 1)(n− 1)

k − 2
e.

By the definition of η, Theorem 4.3.5(ii) follows from Theorem 4.3.5(i). By Theorems 4.3.2

and 4.3.4, Theorem 4.3.5 follows from Theorem 1.3.4 and Proposition 4.3.3 below.
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Proposition 4.3.3. Let k ≥ 1 be an integer. If G ∈ 〈SZk〉, then τ(G) ≥ k − 1.

Proof. Since all graphs in 〈SZk〉 are connected, we may assume k ≥ 2. Let G be a counterex-

ample with |V (G)| + |E(G)| minimized and with n = |V (G)| > 1. We first claim that G has

no nontrivial subgraph H ∈ T k−1. Otherwise, let H ∈ T k−1 be a nontrivial subgraph of G.

Then by Observation 4.3.1(i), G/H ∈ 〈SZk〉. By the minimality of G, G/H ∈ T k−1. Hence

by Observation 4.3.1(ii), G ∈ T k−1, a contradiction to the assumption that G is a counterex-

ample. Therefore, G does not have a nontrivial subgraph in T k−1. By Lemma 4.3.3, we have

g(G) < k − 1. Thus |E(G)| < (k − 1)(n− 1) since G is connected.

Let V (G) = {v1, v2, . . . , vn}. Set θ(vi) = k − 1 if 1 ≤ i ≤ n − 1, and θ(vn) = |E(G)| −∑n−1
i=1 θ(vi). Then θ ∈ Θ(G,Zk). Since G ∈ 〈SZk〉, there exists an orientation D of G such that

for any v ∈ V (G), d+D(v) ≡ θ(v) (mod k). Thus for each 1 ≤ i ≤ n− 1, dG(vi) ≥ d+D(vi) ≥ k− 1,

and so |E(G)| ≥
∑n−1

i=1 d
+(vi) ≥ (k − 1)(n − 1), a contradiction to the fact that |E(G)| <

(k − 1)(n− 1). This completes the proof of the proposition.

We end this chapter with some conjectures. We have proved some monotonicity results in

this chapter, while Jaeger et al. [40] pointed out the general monotonicity fails as there exist

Z5-connected graphs which are not Z6-connected. We propose the following two conjectures on

monotonicity of group connectivity.

Conjecture 4.3.1. Every strongly Z2p+3-connected graph is strongly Z2p+1-connected.

Theorem 1.3.6 proves the p = 1 case of Conjecture 4.3.1.

Conjecture 4.3.2. Every Z4-connected graph is Z6-connected.

As a partial evidence to Conjecture 4.3.2, it is known that every collapsible graph is Z6-

connected.

A Zk-connected graph G is called 〈Zk〉-minimal if subdivide any edge in G resulting a non

Zk-connected graph. A strongly Zk-connected graph G is called 〈SZk〉-minimal if delete any

edge in G resulting a non-strongly Zk-connected graph. We propose the following conjecture

concerning the density of 〈Zk〉-minimal graphs and 〈SZk〉-minimal graphs.

Conjecture 4.3.3. (i)A Zk-connected graph G is 〈Zk〉-minimal if and only if |E(G)| = (k−1)(|V (G)|−1)
k−2 .

(ii) A strongly Zk-connected graph G is 〈SZk〉-minimal if and only if |E(G)| = (k−1)(|V (G)|−1).

The “if ” part of Conjecture 4.3.3 (i)(ii) follows by Theorem 1.3.4. Theorem 4.2.7 gives an

insight for the “only if” part as there are many 〈Zk〉-minimal graphs and 〈SZk〉-minimal graphs

satisfying this property.

Conjecture 4.3.3 (ii) also has the following interesting equivalent forms.

Conjecture 4.3.3′. For any strongly Zk-connected graph G with |E(G)| > (k− 1)(|V (G)| − 1),

there exists an edge e ∈ E(G) such that G− e ∈ 〈SZk〉.
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Conjecture 4.3.3′′. For any strongly Zk-connected graph G, there exists a strongly Zk-connected

spanning subgraph H of G such that |E(H)| = (k − 1)(|V (G)| − 1).

It is an amusing exercise to verify Conjecture 4.3.3′′ for some families of graphs, such as

complete graphs and complete bipartite graphs.
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Chapter 5

Counterexamples to Jaeger’s

Circular Flow Conjecture

This chapter includes joint work with Han, Wu and Zhang, appeared in [34].

5.1 Introduction

In 1981, Jaeger [38] (see also [39]) proposed the following conjecture, known as Circular Flow

Conjecture, or Modulo Orientation Conjecture.

Conjecture 1.2.2. (Jaeger’s Circular Flow Conjecture)

Every 4p-edge-connected graph admits a modulo (2p+ 1)-orientation.

In [44], Kochol also suggested a seemly weaker conjecture.

Conjecture 5.1.1. Every (4p+ 1)-edge-connected graph admits a modulo (2p+ 1)-orientation.

For p = 1, Kochol [44] showed that both Conjecture 1.2.2 and Conjecture 5.1.1 are equivalent

to the 3-Flow Conjecture of Tutte. In the case of p = 2, the truth of Conjecture 5.1.1 (and

Conjecture 1.2.2) would imply Tutte’s 5-Flow Conjecture (see [39,44]).

Resolving the weak 3-flow conjecture and the weak circular flow conjecture, Thomassen [77]

showed that such orientation exists under the edge connectivity 8 (p = 1) and 2(2p+1)2 +2p+1

(p ≥ 2), respectively. Lovász et al. [59] further proved that every 6p-edge-connected graph

admits a modulo (2p+ 1)-orientation.

In this chapter, we construct a 4p-edge-connected graph without modulo (2p+1)-orientation

for every p ≥ 3. Furthermore, for every p ≥ 5, we also construct a (4p + 1)-edge-connected

graph without modulo (2p + 1)-orientation. This disproves Jaeger’s Circular Flow Conjecture

(Conjecture 1.2.2) for every p ≥ 3 and Conjecture 5.1.1 for every p ≥ 5. Theorem 1.3.7 is

restated as two theorems below.
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Theorem 5.1.1. For every integer p ≥ 3, there exists a 4p-edge-connected graph admitting no

modulo (2p+ 1)-orientation.

Theorem 5.1.2. For every integer p ≥ 5, there exists a (4p+1)-edge-connected graph admitting

no modulo (2p+ 1)-orientation.

In Section 5.4, graphs constructed in Theorems 5.1.1 and 5.1.2 are further extended to infinite

families of counterexamples to Conjectures 1.2.2 and 5.1.1.

We shall present the construction of Theorem 5.1.1 first, which is simpler to analyze. The

construction in Theorem 5.1.2 is based on the same idea with some more elaborate modification.

5.2 The constructions of 4p-edge-connected counterexamples

Observation 5.2.1. Let F = (2p− 1)K2 be the graph consisting of two vertices u, v and 2p− 1

parallel edges between u and v, and, let t ∈ Z2p+1. The graph F admits an orientation D such

that

d+D(u)− d−D(u) ≡ t (mod 2p+ 1)

if and only if t 6= 0.

Proof. It is obvious that there is no such orientation for t = 0. The existence of such an

orientation is essentially a solution of the following equations{
d+D(u)− d−D(u) ≡ t (mod 2p+ 1),

d+D(u) + d−D(u) = 2p− 1.

For t ∈ {1, · · · , 2p}, an orientation D of F such that

d+D(u) = |E+
D(u)| =

{
p+ t−1

2 if t is odd,
t
2 − 1 if t is even,

and d−D(u) = |E−D(u)| = (2p− 1)− |E+
D(u)| would be sufficient.

Our construction relies on the following 2-sum operation, which generalizes the “edge su-

perposition” method in [45]. In fact, the case p = 1 of Lemma 5.2.1 below coincides with

Proposition 4.6 in [45] or Lemma 1 in [44].

Definition 5.2.1. Let H1 and H2 be two graphs with u1, v1 ∈ V (H1), u2, v2 ∈ V (H2) and

|EH1(u1, v1)| ≥ 2p − 1. Define H = H1 ⊕2 H2, the 2-sum of H1 and H2, to be the graph

obtained from H1 and H2 by deleting 2p − 1 parallel edges between u1 and v1 in H1, and then

identifying u1 and u2 to be a new vertex u, and identifying v1 and v2 to be a new vertex v (see

Figure 5.1).
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Figure 5.1: The 2-sum of H1 and H2.

Lemma 5.2.1. Let H = H1 ⊕2 H2 be a 2-sum of H1 and H2 used in Definition 5.2.1. If

neither H1 nor H2 admits a modulo (2p+ 1)-orientation, then H = H1⊕2H2 admits no modulo

(2p+ 1)-orientation.

Proof. Let u, v ∈ V (H), ui, vi ∈ V (Hi) (i = 1, 2) be the vertices described in Definition 5.2.1,

and let F be the set of (2p− 1) parallel edges of H1 deleted in the 2-sum.

Suppose that H admits a modulo (2p + 1)-orientation D. Let D2 be the restriction of

D on H2 and D1 be the restriction of D on H1 − F . Let βi(ui) = d+Di
(ui) − d−Di

(ui) and

βi(vi) = d+Di
(vi)− d−Di

(vi), for each i = 1, 2. It is obvious that

β1(u1) ≡ −β1(v1) ≡ −β2(u2) ≡ β2(v2) (mod 2p+ 1).

Since H2 does not admit a modulo (2p+1)-orientation, β2(u2) ≡ −β2(v2) 6≡ 0 (mod 2p+1). By

Observation 5.2.1, the edge subset F can be properly oriented so that the resulting orientation

(together with D1) is a modulo (2p+ 1)-orientation of H1. This is a contradiction.

Step 1 of the construction

It is known that the complete graph K4p admits no modulo (2p+ 1)-orientation. Our

first construction starts from it.

Construction 5.2.1. Let p ≥ 3 be an integer, and {v1, · · · , v4p} be the vertex set of the

complete graph K4p.

(i) Construct a graph G1 from the complete graph K4p by adding an additional set

T of edges such that V (T ) = {v1, · · · , v3(p−1)} and each component of the edge-induced

subgraph G1[T ] is a triangle (see G1 in Figure 5.2).

(ii) Construct a graph G2 from G1 by adding two new vertices z1 and z2, adding one

edge z1z2, adding (p− 2) parallel edges connecting v4p and zj for j = 1, 2, and adding one

edge vizj for each 3p− 2 ≤ i ≤ 4p− 1 and j = 1, 2 (see G2 in Figure 5.2).
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Figure 5.2: The graphs G1 and G2.

Lemma 5.2.2. (i) G1 admits no modulo (2p+ 1)-orientation.

(ii) G2 admits no modulo (2p + 1)-orientation. Moreover, G2 contains exactly two edge-

cuts, E(z1), E(z2), of sizes 2p+ 1, and all the other edge-cuts are of sizes at least 4p.

Proof. (i) Suppose to the contrary that G1 admits a modulo (2p+1)-orientation D. Notice

that d+D(v)− d−D(v) ∈ {±(2p+ 1)} for each vertex v ∈ V (G1). Denote V + = {x ∈ V (G1) :

d+D(x)−d−D(x) = 2p+ 1} and V − = {x ∈ V (G1) : d+D(x)−d−D(x) = −2p−1}, respectively.

Clearly, |V +| = |V −| = 2p. Since the edge-induced subgraph G1[T ] consists of (p − 1)

vertex-disjoint triangles, each of which may contribute at most two edges in the edge-cut

[V +, V −]G1 , we have

|[V +, V −]G1| ≤ |V +| · |V −|+ 2(p− 1) = 4p2 + 2p− 2 < 4p2 + 2p.

This contradicts to the fact that

4p2+2p = |V +|·(2p+1) =
∑
v∈V +

(d+D(v)−d−D(v)) = |[V +, V −]D|−|[V −, V +]D| ≤ |[V +, V −]G1|.

(ii) We argue by contradiction again and suppose that G2 admits a modulo (2p+ 1)-

orientation D. Without loss of generality, assume the edge z1z2 is oriented from z1 to z2

under the orientation D. Thus, |E+
D(z1)| = |EG2(z1)| = 2p+1 and |E−D(z2)| = |EG2(z2)| =

2p + 1. Furthermore, since |EG2(z1, vi)| = |EG2(z2, vi)| for each 3p − 2 ≤ i ≤ 4p, the

restriction of D on E(G2) − E(G1) is a modulo (2p + 1)-orientation, and, therefore, the

restriction of D on E(G1) is also a modulo (2p+ 1)-orientation. This contradicts (i).
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Step 2 of the construction

Construction 5.2.2. Denote by C4p+1 the cycle of length 4p+1 with V (C4p+1) = {ci : i ∈
Z4p+1} and E(C4p+1) = {cici+1 : i ∈ Z4p+1}. Let W = (2p − 1)C4p+1 · K1 be the graph

obtained from C4p+1 by replacing each edge cici+1 with 2p − 1 parallel edges, and then

adding a center vertex w joining each vertex ci in the cycle (see Figure 5.3).

We remark that the graph W is the dual of an example discovered by DeVos in [22]

(also see [10]) on the circular coloring of planar graphs. We include a proof of the following

lemma for the purpose of self-completeness.
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Figure 5.3: The graph W for p = 3.

Lemma 5.2.3. The graph W admits no modulo (2p + 1)-orientation. Moreover, W is

(4p− 1)-edge-connected and every (4p− 1)-edge-cut is trivial.

Proof. Suppose that W admits a modulo (2p + 1)-orientation D. Notice that, for each

vertex ci, d
+
D(ci)−d−D(ci) = 2p+1 or = −(2p+1). Furthermore, since the cycle C4p+1 is of

odd length, there exists two consecutive vertices ci, ci+1 in the cycle with d+D(ci)−d−D(ci) =

d+D(ci+1)− d−D(ci+1) (∈ {±(2p+ 1)}). However,

4p+ 2 = |(d+D(ci)− d−D(ci)) + (d+D(ci+1)− d−D(ci+1))|

= ||E+
D({ci, ci+1})| − |E−D({ci, ci+1})||

≤ |δW ({ci, ci+1})| = 4p < 4p+ 2,

a contradiction.
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The final Step of the construction

Now, we are ready to obtain our final construction via the 2-sum operations of W and

copies of G2.

Construction 5.2.3. For each ci, ci+1 (i ∈ Z4p+1) in W and z1, z2 in a copy of G2, apply

the 2-sum operation described in Definition 5.2.1. Denote M to be the final graph obtained

after these 4p+ 1 2-sum operations (see Figure 5.4).
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Figure 5.4: The graph M for p = 3.

Lemma 5.2.4. The graph M is 4p-edge-connected and admits no modulo (2p + 1)-

orientation.

Proof. It is straightforward to check M is 4p-edge-connected. Specifically, every vertex in

M is of degree at least 4p+ 1. If a nontrivial edge-cut Q separates z1 and z2 in a copy of
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G2, then Q must separate at least two copies of G2 since it intersects the cycle C4p+1 even

number of times. In each copy, at least 2p + 1 edges is contained in the cut Q, resulting

that Q is of size at least 4p + 2. If a nontrivial edge-cut Q does not separate z1 and z2

in any copy of G2, then Q contains an edge-cut Q′ 6= EG2(z1), EG2(z2) in a copy of G2,

which is of size at least 4p. Therefore, M is 4p-edge-connected.

By Lemmas 5.2.2 and 5.2.3 and applying Lemma 5.2.1 consecutively, M admits no

modulo (2p+1)-orientation. This completes the proof of Lemma 5.2.4, as well as Theorem

5.1.1.

5.3 The constructions of (4p + 1)-edge-connected counterexam-

ples

Note that each 4p-edge-cut in M is of the form δM(G1) for some copy of G1. In this

section, the Construction 5.2.1 is refined for constructing a new graphG3, which eliminates

these 4p-edge-cuts. However, the lower bound of p is unavoidably raised to 5 in the new

construction.

Construction 5.3.1. Let p ≥ 5 be an integer, and {v1, · · · , v4p} be the vertex set of the

complete graph K4p. Let q = d2p−1
3
e.

(i) Construct a graph G′1 from the complete graph K4p by adding an additional set T ′

of edges such that V (T ′) = {v1, · · · , v3q} and each component of the edge-induced subgraph

G′1[T
′] is a triangle.

(ii) Construct a graph G′2 from G′1 by adding two new vertices z′1 and z′2, adding one

edge z′1z
′
2, adding (3q − 2p + 2) parallel edges connecting v4p−1 and z′j for j = 1, 2, and

adding one edge viz
′
j for each 3q + 1 ≤ i ≤ 4p− 2 and j = 1, 2.

(iii) Let G1
2, G

2
2, G

3
2 be three copies of G′2. Construct a graph G3 from these three copies

of G′2 by identifying the corresponding z′1 in G1
2 and G2

2 to be a new vertex y1, identifying

the corresponding z′2 in G2
2 and G3

2 to be a new vertex y2, and adding a triangle connecting

the corresponding v4p’s of G1
2, G

2
2 and G3

2. Relabel the corresponding v4p’s of G1
2, G

2
2 and

G3
2 as w1, w2, w3, and relabel the remaining two degree 2p+1 vertices as x1, x2, respectively

(see Figure 5.5).

Lemma 5.3.1. (i) Neither G′1 nor G′2 admit a modulo (2p+ 1)-orientation.

(ii) G3 admits no modulo (2p+1)-orientation. In addition, G3 is (2p+1)-edge-connected,

and each edge-cut that does not separate {x1, x2} is of size at least 4p+ 1.
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Figure 5.5: The graph G3.

Proof. (i) The proof of (i) is analogous to that of Lemma 5.2.2 (i). Suppose that D is a

modulo (2p+ 1)-orientation of G′1. With a similar setting as in Lemma 5.2.2, we have

|[V +, V −]G′1| ≤ |V
+| · |V −|+ 2d2p− 1

3
e < 4p2 + 2p.

This contradicts to the fact that

4p2+2p = |V +|·(2p+1) =
∑
v∈V +

(d+D(v)−d−D(v)) = |[V +, V −]D|−|[V −, V +]D| ≤ |[V +, V −]G′1|.

The argument for G′2 is the same as G2. Note that dG′2(z
′
1) = dG′2(z

′
2) = 2p+ 1.

(ii) By contradiction, we assume that G3 admits a modulo (2p+ 1)-orientation D. Let

Di be the restriction of D on Gi
2, for i = 1, 2, 3.

We first claim that, under the orientation D, the edges w1w2, w1w3 are either both

oriented away from w1 or both oriented towards w1. If not, since {w1w2, w1w3} is oriented

with opposite directions at w1, we have, under the orientation D1 of G1
2,

d+D1
(w1)− d−D1

(w1) ≡ 0 (mod 2p+ 1).

Then it follows that

d+D1
(y1)− d−D1

(y1) ≡ −
∑

v∈V (G1
2)\{y1}

(d+D1
(v)− d−D1

(v)) ≡ 0 (mod 2p+ 1).

This implies D1 is a modulo (2p + 1)-orientation of G1
2, yielding a contradiction to (i).

Similar conclusion holds for w3.

Without loss of generality, we assume the edges w1w2, w1w3 are both oriented away

from w1 in the orientation D. Symmetrically, both edges w1w3 and w2w3 are oriented

towards w3 in D.

Since EG2
2
(y1) ∪ {w1w2, w1w3} is an edge-cut of G3, it follows from the orientations of

w1w2 and w1w3 that

d+D2
(y1)− d−D2

(y1) + 2 ≡ 0 (mod 2p+ 1),
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and symmetrically,

d+D2
(y2)− d−D2

(y2)− 2 ≡ 0 (mod 2p+ 1).

Since dG2
2
(y1) = dG2

2
(y2) = 2p+ 1 in G2

2, we have

d+D2
(y1)− d−D2

(y1) = −(d+D2
(y2)− d−D2

(y2)) = 2p− 1. (5.1)

Let V + = {x ∈ V (G2
2) : d+D2

(x) − d−D2
(x) > 0} and V − = {x ∈ V (G2

2) : d+D2
(x) −

d−D2
(x) < 0}. Then {V +, V −} is a partition of V (G2

2) as each vertex of G2
2 is of odd

degree. Clearly, d+D2
(w2)− d−D2

(w2) ∈ {±(2p+ 1)} by the orientations of w1w2 and w2w3.

Since d+D2
(v4p−1)− d−D2

(v4p−1) ≡ 0 (mod 2p+ 1) and

dG2
2
(v4p−1) = 4p− 1 + 2(3q − 2p+ 2) = 6d2p− 1

3
e+ 3 < 3(2p+ 1),

we have d+D2
(v4p−1)− d−D2

(v4p−1) ∈ {±(2p+ 1)} as well.

So, we conclude that

d+D2
(x)− d−D2

(x) = 2p+ 1, for each vertex x ∈ V + \ {y1}, (5.2)

d+D2
(x)− d−D2

(x) = −2p− 1, for each vertex x ∈ V − \ {y2}, (5.3)

and

|V +| = |V −| = 2p+ 1. (5.4)

Let S be the set of edge-disjoint 2-paths of G2
2 joining y1 and y2, where |S| = 2p.

Note that each 2-path in S contributes one edge in the edge-cut [V +, V −]G2
2
, and G2

2[T
′]

consists of q triangles, each of which may contribute at most two edges in the edge-cut

[V +, V −]G2
2
. Thus, we have

|[V +, V −]G2
2
| ≤ (|V +| − 1)(|V −| − 1) + 2q + |S|+ |E(y1, y2)|

= (2p)2 + 2d2p− 1

3
e+ 2p+ 1

< 4p2 + 4p− 1. (by p ≥ 5)

However, by Eq. (5.1), (5.2), (5.3) and (5.4), we obtain a contradiction as follows.

4p2 + 4p− 1 = (2p+ 1)|V + \ {y1}|+ 2p− 1 =
∑
x∈V +

(d+D2
(x)− d−D2

(x)) ≤ |[V +, V −]G2
2
|.

This proves (ii).

The next construction is similar to Construction 5.2.3, except that we replace copies

of G2 with copies of G3.
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Construction 5.3.2. Construct a graph M ′ as follows: Take 4p + 1 copies of G3, then

for each ci, ci+1 (i ∈ Z4p+1) in W and x1, x2 in a copy of G3, apply the 2-sum operation

described in Definition 5.2.1.

The following lemma is a mimic of Lemma 5.2.4, which eliminates 4p-edge-cuts.

Lemma 5.3.2. For every p ≥ 5, the graph M ′ is (4p+ 1)-edge-connected and admits no

modulo (2p+ 1)-orientation.

Proof. M ′ admits no modulo (2p+ 1)-orientation for the same reason as in Lemma 5.2.4.

Similar argument applies to check that M ′ is (4p + 1)-edge-connected. Notice that, by

Lemma 5.3.1, each edge-cut in G3 that does not separate {x1, x2} is of size at least 4p+1.

This proves Lemma 5.3.2, as well as Theorem 5.1.2.

5.4 More modified constructions of counterexamples

The counterexamples constructed in Theorems 5.1.1 and 5.1.2 can be easily extended to

some infinite families of counterexamples. One of the most straightforward methods is to

replace some vertices of the graphs M and M ′ by copies of some highly connected graphs

(such as, complete graphs of large orders), and see [45] for a similar “vertex superposition”

method. Another method is to replace the cycle C4p+1 in Construction 5.2.2 with a longer

odd cycle. We may also apply the 2-sum operations on copies of W , and then modify the

final construction. In addition, for the final construction, it is not necessary to apply the

2-sum operation for each ci, ci+1 (i ∈ Z4p+1) in W , as long as there is no vertex of degree

4p − 1 in the resulting graph, it produces a 4p-edge-connected graph (or (4p + 1)-edge-

connected graph in Construction 5.3.2, respectively). Applying the splitting theorem

of Mader [65] would yield a 4p-edge-connected (or (4p + 1)-edge-connected, for p ≥ 5,

respectively) (4p+1)-regular graph without modulo (2p+1)-orientation as well. We leave

all those details to interested readers.

Through Jaeger’s Circular Flow Conjecture is false, we still believe the truth of fol-

lowing similar conjecture of strongly connected modulo orientation (see [55]).

Conjecture 5.4.1. Every (4p+2)-edge-connected graph admits a strongly connected mod-

ulo (2p+ 1)-orientation.

It is known that Conjecture 1.2.4 implies Conjecture 5.4.1, but not yet published.
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Chapter 6

Modulo 5-orientation on planar

graphs

This chapter is a complete manuscript, but not yet published.

6.1 Introduction

Let G be a 3-edge-connected graph and 3G be the graph obtained from G by replacing

each edge with 3 parallel edges. As observed by Jaeger [39], If 3G admits a modulo

5-orientation, then for each edge in G, take the sum of the three corresponding parallel

edges (with directions) in 3G, it results a nowhere-zero Z5-flow of G. Therefore the 5-Flow

Conjecture follows from the following conjecture of Jaeger [39].

Conjecture 6.1.1. (Jaeger [39]) Every 9-edge-connected graph admits a modulo 5-orientation.

By solving the weak 3-flow conjecture and the weak circular flow conjecture, the

breakthrough results of Thomassen [77] showed that such an orientation exists for 55-

edge-connected graphs. Lovász, Thomassen, Wu and Zhang [59] further reduced the

edge-connectivity to 12.

Theorem 6.1.1. (Lovász et al. [59]) Every 12-edge-connected graph admits a modulo

5-orientation.

For planar graphs, the dual version of Conjecture 6.1.1, which asserts every planar

graph with girth 9 has a homomorphism to the 5-cycle C5, has attracted many attention

in recent decades, see [93,94] for excellent surveys on this topics. In particular, the results

of [92] by Zhu, or [10] by Borodin, Kim, Kostochka and West, or [8] by Borodin, Hartke,

Ivanova, Kostochka and West implies that girth 12 suffices. Our main result in this
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chapter confirms Conjecture 6.1.1 for 10-edge-connected planar graphs, which improves

the above mentioned results to girth 10 planar graph by duality (see [30]).

Theorem 6.1.2. Every 10-edge-connected planar graph admits a modulo 5-orientation.

The dual version of Theorem 6.1.2 is that every planar graph of girth 10 has a homo-

morphism to C5. DeVos and Deckelbaum in [23] claimed to have a proof of this result,

but unpublished. Very recently, applying the newly developed “potential method”, D-

vořák and Postle [26] established a density property on the C5-coloring critical graph,

which proves this result as well. By the Folding Lemma [43] or splitting lemma [91],

all the results mentioned above are extended to graphs with certain odd girth or odd

edge-connectivity.

Our proof of Theorem 6.1.2 (see Theorem 6.2.1 below) has some new features. First of

all, it is a relatively short compute-free proof, while the proof in [26] is more sophisticated

with compute checking on certain small graphs. In addition, our proof holds for flow

with boundaries, which makes some more reductions possible to yield a concise argument,

and it has some consequences on the antisymmetric Z5-flow of directed planar graphs

and its dual concept on directed chromatic number as introduced below. Nevertheless,

the result of Dvořák and Postle [26] do provide a stronger density property concerning

homomorphism to C5.

Let G be a graph and β ∈ Z(G,Z5). A modulo 5 β-orientation (or β-orientation

if no confusing occurs) is an orientation D such that d+D(v) − d−D(v) ≡ β(v) (mod 5)

for each vertex v ∈ V (G). Recall that a graph G is called strongly Z5-connected if for

any Z5-boundary β, G admits a β-orientation. Strengthening Conjecture 6.1.1 of Jaeger,

Lai [49] further conjectured that every 9-edge-connected graph is strongly Z5-connected (see

Conjecture 1.2.3 (c)). Theorem 1.2.7 of Lovász et al. [59] showed every 12-edge-connected

graph is strongly Z5-connected.

Esperet, De Verclos, Le and Thomassé [28] proved that if a graph G is strongly Z5-

connected, then for any orientation D of G, the directed graph D(G) admits an antisym-

metric Z5-flow. Thus exploring the results of Lovász et al. [59], every directed 12-edge-

connected graph admits an antisymmetric Z5-flow, and they conjectured [28] that every

directed 8-edge-connected graph admits an antisymmetric Z5-flow. Here, an antisymmet-

ric Z5-flow in a directed graph D = D(G) is a Z5-flow (D, f) such that f(e) 6= −f(e′) for

any pair of distinct edges e, e′ ∈ E(G). The concept of antisymmetric flow and its dual

version homomorphism to oriented graphs are introduced by Nešetřil and Raspaud [69].

In [68], Nešetřil, Raspaud and Sopena showed that every orientation of a planar graph of

girth at least 16 has a homomorphism to an oriented simple graph on at most 5 vertices.
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The girth condition is reduced to 14 in [11], to 13 in [10], and finally to 12 in [9]. By

duality, using the results of Nešetřil and Raspaud [69], the result of Esperet et al. [28]

together with the theorem of Lovász et al. [59] also showed girth 12 suffices. Esperet et

al. [28] remarked that “it is not known whether the same holds for planar graphs of girth

at least 11 after the grith 12 result of Borodin, Ivanova and Kostochka [9] since 2007”.

Note that, the result of Dvořák and Postle [26] seems not to apply to homomorphism to

oriented graphs. In this chapter, we improve both bounds on the problems of Lai [49] and

Esperet et al. [28] to 11 for planar graph.

Theorem 6.1.3. (i) Every 11-edge-connected planar graph is strongly Z5-connected.

(ii) Every directed 11-edge-connected planar graph admits an antisymmetric Z5-flow.

Again, by duality on Theorems 6.1.2 and 6.1.3 (see [30] and [69] ), we have the follow-

ing.

Theorem 6.1.4. Let G be a planar graph with girth g.

(a) If g ≥ 10, then G has a homomorphism to C5.

(b) If g ≥ 11, then every orientation of G has a homomorphism to any oriented simple

graph on at most 5 vertices.

Theorems 6.1.2, 6.1.3 and 6.1.4 are all corollaries of the following technique orientation

theorem (Theorem 6.2.1) below.

6.2 The Main Theorem via Partitions

Our definition of weight function w is motivated by the spanning tree packing theorem

of Nash-Williams [66] and Tutte [80]. Recall that the spanning tree packing theorem

says that a graph G has k edge-disjoint spanning trees if and only if for any partition

P = {P1, P2, . . . , Pt},
∑t

i=1 d(Pi) − 2kt + 2k ≥ 0. We define a weight function below to

have some flexibility.

Definition 6.2.1. Let P = {P1, P2, . . . , Pt} be a partition of V (G). Define

wG(P) =
t∑

i=1

d(Pi)− 11t+ 19

and

w(G) = min{wG(P) : P is a partition of V (G)}.

For example, w(2K2) = 1, w(J1) = w(J2) = 0, w(3K2) = 3 as in Figure 6.1.
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Figure 6.1: The graphs 3K2, 2K2, J1, J2.

Theorem 6.2.1. Let G be a planar graph and β ∈ Z(G,Z5). If w(G) ≥ 0, then G admits

a β-orientation, unless G is one of the problematic cases that there is a partition P such

that G/P is isomorphic to one of the graphs 2K2, 3K2, J1, J2.

Before the proof, we first verify that the following graphs in Figure 6.2 are all strongly

Z5-connected.

Lemma 6.2.2. Each of the graphs 4K2, J , 2K4 and 3C4 is strongly Z5-connected.

t t
4K2

t t
t

J

t t

t
t

2K4 3C4

t t
t t

Figure 6.2: The graphs 4K2, J, 2K4, 3C4.

Proof. It is obvious for 4K2 (see [52, 59]). For the graph J , if one of the degree 5 vertex

has non zero boundary, we lift a pair of edges incident with it, and use the rest three edges

to modify the boundary, and then orient the four parallel edges to modify the boundary

of the other two vertices. Also, J has a modulo 5-orientation, namely a β-orientation for

the constant zero function β. Hence J is strongly Z5-connected.

For the graph 2K4, if one of the vertices has boundary 0, 2 or 3, we lift two pair of edges

incident with it and apply the strongly Z5-connectedness in J to modify the boundary;

if all vertices have boundaries 1 or 4, it is straightforward to find a β-orientation as well.

For 3C4, since C4 is Z5-connected (see [40]), C4 has all possible boundary β by assigning

an orientation and a nonzero value to each of its edges. Then we replace the value of each

edge in C4 with the orientation of the corresponding three parallel edges in 3C4 to obtain

a β-orientation.
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We say a partition P = {P1, P2, . . . , Pt} is trivial if each part Pi is a singleton (i.e.

V (G) is equally partitioned into |V (G)| parts). A partition P = {P1, P2, . . . , Pt} is called

almost trivial if t = |V (G)| − 1 and there is a unique part Pi with |Pi| = 2. A partition

P is called normal if it is neither trivial nor almost trivial and P 6= {V (G)}.
The following counting argument plays an important role in our proof.

Lemma 6.2.3. Let P = {P1, P2, . . . , Pt} be partition of V (G) with |P1| > 1. Denote

H = G[P1] and Q = {Q1, Q2, . . . , Qs} to be a partition of V (H). Then Q∪ (P \ {P1}) is

a partition of G with

wG(Q∪ (P \ {P1})) = wH(Q) + wG(P)− 8. (6.1)

Proof. Clearly, Q∪ (P \{P1}) is a partition of G, and it follows from Definition 6.2.1 that

wG(Q∪ (P \ {P1}))

=
s∑

j=1

d(Qj) +
t∑

i=2

d(Pj)− 11(s+ t− 1) + 19

= [
s∑

j=1

d(Qj)− d(P1)− 11s+ 19] + [
t∑

i=1

d(Pj)− 11(t− 1)]

= [
s∑

j=1

dH(Qj)− 11s+ 19] + [
t∑

i=1

d(Pj)− 11t+ 19]− 8

= wH(Q) + wG(P)− 8.

In the following, we always assume that

G is a counterexample to Theorem 6.2.1 with |V (G)|+ |E(G)| minimized. (6.2)

We shall assume the valid of Theorem 6.2.1 for graphs smaller than G to obtain the

following lemma, which would be frequently used in our proof.

Lemma 6.2.4. Let H be a planar graph with w(H) ≥ 0 and |V (H)|+ |E(H)| < |V (G)|+
|E(G)|. Then each of the following holds.

(a) If wH(P) ≥ 4 for any nontrivial partition P, then H is strongly Z5-connected, unless

H ∼= 2K2, 3K2, J1, J2.

(b) If w(H) ≥ 1 and H is 4-edge-connected, then H is strongly Z5-connected.

(c) If w(H) ≥ 4, then H is strongly Z5-connected.
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Proof. We apply Theorem 6.2.1 for the graph H. For (a), since the problematic cases

may only occur for the trivial partition, we have a β-orientation for any β ∈ Z(H,Z5)

provided that H 6∼= 2K2, 3K2, J1, J2. For (b), the problematic cases can not occur in H

as H is 4-edge-connected and wH(P) ≥ 1 for any partition P , and thus H admits a β-

orientation for any Z5 boundary β. (c) is implied by (b) since w(H) ≥ 4 reveals that H

is 4-edge-connected.

We will study various properties of the minimal counterexample G. The main idea of

the proof is to show that the weight function w(P) is relatively large for all nontrivial

partitions, and then this allows to do some local lifting and contraction operation on the

minimal counterexample G to find certain reducible configurations. In the final step, we

disprove its existence by a discharge argument with those reducible configurations.

Claim 6.2.1. G has no strongly Z5-connected subgraph H with |V (H)| > 1. In particular,

(a) G has no subgraph isomorphic to 4K2, J, 2K4 by Lemma 6.2.2, and

(b) |V (G)| ≥ 4.

Proof. Suppose to the contrary that H is a strongly Z5-connected subgraph of G with

|V (H)| > 1. Clearly, w(G/H) ≥ 0 and G/H is not one of the problematic cases as G is

not problematic. We apply induction on G/H. G/H has a β′-orientation for the boundary

β′ with β′(vH) ≡
∑

x∈V (H) β(x) (mod 5) for the contracted vertex vH and β′(y) = β(y)

otherwise. Since H is strongly Z5-connected, we may modify the boundary β in G from

the β′-orientation of G/H by appropriately oriented the edges in E(H). This results a

β-orientation of G, a contradiction. For if |V (G)| = 3, then w(G) ≥ 0 and G 6∼= J1, J2

imply that |E(G)| ≥ 8. So either G ∼= J or G contains a 4K2, a contradiction.

Claim 6.2.2. Let P = {P1, P2, . . . , Pt} be a nontrivial partition of V (G). Then

(a) wG(P) ≥ 5, and

(b) wG(P) ≥ 8 if P is normal.

Proof. By contradiction. First, for an almost trivial partition P , we have wG(P) ≥
wG(V (G)) − 2 · 3 + 11 ≥ 5 as G does not contain 4K2 by Claim 6.2.1. Let P =

{P1, P2, . . . , Pt} be a normal partition of V (G) such that wG(P) is minimized.

We may assume |P1| > 1 and let H = G[P1]. For any partition Q = {Q1, Q2, . . . , Qs}
of V (H), Q∪ (P \ {P1}) is a partition of G, and by Eq. (6.1) we have

wH(Q) = wG(Q∪ (P \ {P1}))− wG(P) + 8. (6.3)
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(a) We first show that wG(P) ≥ 5. If wG(P) ≤ 4, then it follows from Eq.(6.3) that

wH(Q) ≥ 4 for any partition Q of H as wG(Q ∪ (P \ {P1})) ≥ 0. Hence w(H) ≥ 4 and

H is strongly Z5-connected by Lemma 6.2.4(c), a contradiction to Claim 6.2.1.

(b) We then show that wG(P) ≥ 8. Suppose to a contrary that wG(P) ≤ 7. If there

exists |Pj| > 1 for some j 6= 1, then Q∪ (P \{P1}) is always a nontrivial partition of G for

any partition Q of H, and so wG(Q∪ (P \ {P1})) ≥ 5 by (a) and w(H) ≥ 6 by Eq. (6.3).

This implies that H is strongly Z5-connected by Lemma 6.2.4(c), a contradiction to Claim

6.2.1.

We may assume |P1| ≥ 3 and |P2| = . . . = |Pt| = 1 in the following. For any nontrivial

partitionQ ofH, Q∪(P\{P1}) is a nontrivial partition ofG, and so wG(Q∪(P\{P1})) ≥ 5

by (a). Thus wH(Q) ≥ 6 for any nontrivial partition Q of H by Eq. (6.3). For the trivial

partition Q∗ of H, as w(P) ≤ 7 and by Eq. (6.3), we have wH(Q∗) ≥ 1. We apply

Lemma 6.2.4(a) on H. Since w(H) ≥ 1, we have H 6∼= J1, J2. Since |P1| ≥ 3, we have

H 6∼= 2K2, 3K2. So we conclude that H is strongly Z5-connected, yielding a contradiction

to Claim 6.2.1.

The following two claims are consequences of Claim 6.2.2, which bound the edge-

connectivity of G.

Claim 6.2.3. For a partition P = {P1, P2, . . . , Pt},
(i) if |P1| ≥ 2 and |P2| ≥ 2, then wG(P) ≥ 10;

(ii) if |P1| ≥ 2 and |P2| ≥ 3, then wG(P) ≥ 13.

Proof. Let H = G[P1] and Q = {Q1, Q2, . . . , Qs} be a partition of H. By Eq. (6.1),

wG(Q∪ (P \ {P1})) = wH(Q) + wG(P)− 8.

If wG(P) ≤ 9 (wG(P) ≤ 12 in (ii), respectively), then wH(Q) ≥ 4 for any partition Q
of H since wG(Q ∪ (P \ {P1})) ≥ 5 by Claim 6.2.2(i) (since wG(Q ∪ (P \ {P1})) ≥ 8 by

Claim 6.2.2(ii), respectively). Therefore, H is strongly Z5-connected by Lemma 6.2.4(c),

a contradiction to Claim 6.2.1.

Claim 6.2.4. For any vertex subset X ⊂ V (G) and Xc = V (G)−X,

(i) d(X) ≥ 6, (that is, G is 6-edge-connected,)

(ii) if |X| ≥ 2 and |Xc| ≥ 3, then d(X) ≥ 8.

Proof. (i) Denote P = {X,Xc} to be a partition of G. Clearly, P is a normal partition

(otherwise |V (G)| ≤ 3, contradicting Claim 6.2.1(b)). By Claim 6.2.2(b), we have 8 ≤
wG(P) = 2d(X)− 22 + 19, which implies d(X) ≥ 6.
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(ii) If |X| ≥ 2 and |Xc| ≥ 3, then wG(P) ≥ 13 by Claim 6.2.3(ii). Similar calculation

yields that d(X) ≥ wG(P)−19+22
2

≥ 8.

t t
t

t t
t t

t

t t
t tt

W1 W2 W3

Figure 6.3: The graphs W1,W2,W3

In the next step, we show that each of the configurations in Figure 6.3 is forbidden in

the minimal counterexample G.

Claim 6.2.5. G does not contain a subgraph isomorphic to W1.

Proof. If G contains a subgraph isomorphic to W1 with vertices x, y, z and |E(x, y)| = 3.

We lift xz, yz to become a new edge xy and then contract the corresponding 4K2 (contract

xy). Denote G′ to be the resulting graph. For the trivial partition Q∗ of G′, we have

wG′(Q∗) ≥ w(G) − 2 · 5 + 11 ≥ 1. For any nontrivial partition Q′ of G′, Q′ corresponds

to a normal partition Q of G in which the contracted vertex is replaced by {x, y}. Since

xz, yz are the only possible two edges that are counted in wG(Q) but not in wG′(Q′),
we have wG′(Q′) ≥ wG(Q) − 4 ≥ 4 by Claim 6.2.2(b). Therefore, we have w(G′) ≥ 1.

Since G is 6-edge-connected by Claim 6.2.4, G′ is 4-edge-connected, and so G′ is strongly

Z5-connected by Lemma 6.2.4(b). Therefore, a β′-orientation of G′ easily extends to a β-

orientation of G by Lemma 6.2.2, a contradiction, where the modified boundary β′ in G′ is

β′(v) ≡ β(x) + β(y) (mod 5) for the contracted vertex v and β′(u) = β(u) otherwise.

Claim 6.2.6. G does not contain a subgraph isomorphic to W2.

Proof. Let v1, v2, v3, v4, z be the vertex set of W2 in G with EW2(z) = {zv1, zv2}. We lift

v1z, zv2 to become a new edge v1v2 and then contract the corresponding 3C4 to obtain the

graph G′. For the trivial partition Q∗ of G′, we have wG′(Q∗) ≥ w(G)− 2 · 16 + 33 ≥ 1.

For any nontrivial partition Q′ of G′, we have wG′(Q′) ≥ wG(Q) − 4 ≥ 4 for the same

reason as in Claim 6.2.5. Therefore, we have w(G′) ≥ 1 and G′ is strongly Z5-connected

by Lemma 6.2.4(b). Since 3C4 is strongly Z5-connected by Lemma 6.2.2, we obtain a β-

orientation of G from a β′-orientation of G′ by appropriately oriented the edges in E(W2),

a contradiction.
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Claim 6.2.7. For any normal partition P = {P1, P2, . . . , Pt}, we have

wG(P) ≥ 9.

Proof. Let P = {P1, P2, . . . , Pt} be a normal partition of G with |P1| > 1. Suppose to the

contrary that wG(P) = 8 by Claim 6.2.2(b). Then we have |P1| ≥ 3 and |P2| = . . . = |Pt| =
1 by Claim 6.2.3(i). Similar as in Claim 6.2.2, let H = G[P1] and Q = {Q1, Q2, . . . , Qs}
be a partition of H. Then Q∪ (P \ {P1}) is a partition of G, and by Eq. (6.1) we have

wH(Q) = wG(Q∪ (P \ {P1}))− wG(P) + 8 = wG(Q∪ (P \ {P1})).

If Q is a nontrivial partition of H, then Q∪ (P \{P1}) is nontrivial in G, and so wH(Q) =

wG(Q∪ (P \{P1})) ≥ 5 by Claim 6.2.2(a). If Q is a trivial partition of H, then wH(Q) =

wG(Q ∪ (P \ {P1})) ≥ 0. Applying Lemma 6.2.4(a) on H, we conclude that either

H is strongly Z5-connected or H ∼= 2K2, 3K2, J1, J2. However, as |V (H)| = |P1| ≥ 3

and G does not contain a subgraph isomorphic to W1 by Claim 6.2.5, we have H 6∼=
2K2, 3K2, J1, J2. Hence H is strongly Z5-connected, a contradiction to Claim 6.2.1.

Claim 6.2.8. G does not contain a subgraph isomorphic to W3.

Proof. By contradiction. Denote z1, z2 to be two degree two vertex of W3 in G with

EW3(z1) = {z1z, z1x} and EW3(z2) = {z2z, z2y}. We lift z1z, z1x to become a new edge zx

and lift z2z, z2y to become a new edge zy, then {x, y, z} induces a graph isomorphic to J

and we contract {x, y, z} to result a graph G′. Clearly, any vertex of G′ is of degree at

least 4. The size of each edge cut decreases at most 4 from G to G′, and it decreases 4 if

and only if that edge cut separates {z1, z2} and {x, y, z} in G, in which case the original

edge cut in G is of size at least 8 by Claim 6.2.4(ii). As G is 6-edge-connected by Claim

6.2.4, we have each edge cut in G′ is of size at least 4, meaning that G′ is 4-edge-connected.

For the trivial partition Q∗ of G′, we have wG′(Q∗) ≥ w(G)− 2 · 10 + 22 ≥ 2. For any

nontrivial partition Q′ of G′, Q′ corresponds to a normal partition Q of G in which the

contracted vertex is replaced by {x, y, z}, and so wG′(Q′) ≥ wG(Q)−8 ≥ 1 by Claim 6.2.7.

Therefore, G′ is 4-edge-connected and w(G′) ≥ 1. By Lemma 6.2.4(b), G′ is strongly Z5-

connected. A β′-orientation of G′ would extend to a β-orientation of G as J is strongly

Z5-connected by Lemma 6.2.2, a contradiction.

The final step:Discharging

In the final step, we use a simple discharging argument to show that one of the con-

figurations in Figures 6.1 and 6.3 is unavoidable in G, which would finish the proof.
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Let F (G) be the set of all faces of G. For each face f ∈ F (G), we use `(f) to denote

the length of the face f , and a face f is call a k-face if `(f) = k.

A sequence of faces f1f2 . . . fs is called a face chain if fi is adjacent to fi+1 (i.e. the

boundaries of fi and fi+1 share a common edge) for each 1 ≤ i ≤ s − 1. A string is a

maximal face chain such that each face in the chain is a 2-face. The boundary of a string

consists of two edges and each of them is the intersection of a 2-face and a ≥ 3-face. Two

faces f and f ′ are called weakly adjacent if they are adjacent faces, or one of them is a

2-face which is contained in a string that is adjacent to the other face, or there is a string

adjacent to both of them. In other words, there is a face chain ff1 . . . fsf
′ such that that

each fi is a 2-face for i ≤ s (s is allowed to be 0). A k-face is called a (t1, t2, . . . , tk)-

face if its boundary edges are contained in strings with t1 − 1, t2 − 1, . . . , tk − 1 2-faces,

respectively. Here ti is allowed to be 1, meaning that the corresponding edge is not

contained in a string.

Since w(G) ≥ 0 and by Euler Formula, we have

|V (G)|+ |F (G)| − |E(G)| = 2 and 2|E(G)| − 11|V (G)|+ 19 ≥ 0.

So ∑
f∈F (G)

`(f) = 2|E(G)| ≤ 22

9
|F (G)| − 2

3
.

Assign each face f initial charge `(f). So the total charge is∑
f∈F (G)

`(f) = 2|E(G)| ≤ 22

9
|F (G)| − 2

3
<

22

9
|F (G)|. (6.4)

Now we move the charge to the faces according to the following rules.

(R1) Each 2-face receives charge 2
9

from each of its weakly adjacent ≥ 3-face.

(R2.1) Each (2, 2, 2)-face receives charge 1
9

from each of its weakly adjacent ≥ 4-face

and (2, 1, 1)-face.

(R2.2) Each (2, 2, 2)-face receives charge 1
18

from each of its weakly adjacent (2, 2, 1)-

face.

Note that if two faces are weakly adjacent with multiple intersection of edges or strings,

then the discharging applies for each edge or string in the interesection. After this charge,

we claim that every face has charge at least 22
9

to yield a contradiction to Eq. (6.4).

Clearly, each 2-face has final charge 2 + 2
9

+ 2
9

= 22
9

, and for k ≥ 5, each k-face has

final charge at least k − 4k
9
≥ 25

9
as G contains no 4K2 by Claim 6.2.1(a). For any 4-face,

since 3C4 and W2 are forbidden in G, it has final charge at least 4 − 2·7
9

= 22
9

. It is also
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straightforward to check that each (1, 1, 1)-face has final charge at least 3, each (2, 1, 1)-

face has final charge at least 3 − 2
9
− 1

9
= 24

9
, and each (2, 2, 1)-face has final charge at

least 3− 2·2
9
− 1·2

18
= 22

9
, respectively. It remains to check the (2, 2, 2)-faces.

Suppose to the contrary that a (2, 2, 2)-face xyz has final charge less than 22
9

. Then by

(R2.1) and (R2.2), the face xyz must adjacent to three 3-faces, and moreover, at most one

of them is a (2, 2, 1)-face and the others are (2, 2, 2)-faces. By Claim 6.2.8, W3 is forbidden

in G, and so those three 3-faces adjacent to xyz must shall a new common vertex, say

w. If one of wx,wy, wz is not contained in a string, then xyz is adjacent to two (2, 2, 1)-

faces, a contradiction to (R2.2). Assume each of wx,wy, wz contains parallel edges. Then

G[{x, y, z, w}] contains a 2K4, a contradiction to Claim 6.2.1(a). This proves that each

(2, 2, 2)-face has final charge at least 22
9

. The proof of Theorem 6.2.1 is completed.

6.3 Flows on 10-edge-connected planar graphs

Let G be a 11-edge-connected planar graph. It is easy to verify that w(G) ≥ 19, and so

G is strongly Z5-connected by Theorem 6.2.1. This proves Theorem 6.1.3(i). Theorem

6.1.3(ii) follows from Theorem 6.1.3(i) by the results of Esperet et al. [28] as mentioned

above in the Introduction. To prove Theorem 6.1.2, we showing the following stronger

version on odd edge-connectivity via the splitting lemma of Zhang [91] (Lemma 3.2.4).

Theorem 6.3.1. Every odd-11-edge-connected planar graph admits a modulo 5-orientation.

Proof. Let G be a counterexample with |E(G)| minimized. By Lemma 3.2.4, we have

δ(G) ≥ 11. If G is 11-edge-connected, we are done by Theorem 6.1.3(i). Let A ⊂ V (G)

be a vertex set such that d(A) < 11 with |A| minimized. Thus |A| ≥ 2, and for any

proper subset A′ ⊂ A with A′ 6= A, we have d(A′) ≥ 11. Denote H = G[A]. Then for any

partition P = {P1, P2, . . . , Pt} of H, as dG(Pi) ≥ 11 by Pi ⊂ A, we have

wH(P) =
t∑

i=1

dH(Pi)− 11t+ 19

=
t∑

i=1

dG(Pi)− dG(Ac)− 11t+ 19

≥ 11t− 10− 11t+ 19 ≥ 9.

Therefore, w(H) ≥ 9 and H is strongly Z5-connected by Theorem 6.2.1. We apply

induction on G/H to obtain a modulo 5-orientation, and then use the edges in H to

modify the boundary in A to result a modulo 5-orientation of G, a contradiction. This

completes the proof.
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As one may see that, the planarity is only used in the discharging argument (the final

step), there is essentially no planar structure in the proof except that the graph family is

closed under certain splitting and contraction. Hence the proof may be able to extended

to graphs on surface with some extra efforts. We hope this method would be of value in

later study of modulo orientations. A modification of the proof would show the following

for general graphs and we list the sketch of the proof.

Theorem 6.3.2. Every graph with 8 edge-disjoint spanning trees admits a modulo 5-

orientation.

To prove this theorem, modify the weight function to be “wG(P) =
∑t

i=1 d(Pi)−16t+

34” and the statement of Theorem 6.2.1 remains the same.

• First show that w(P) ≥ 10 for any nontrivial partition P , and w(P) ≥ 18 for

any normal partition. Then apply a similar argument to show G has certain edge

connectivity, reduce the graph W1 as in Claim 6.2.5, and show a mimic of Claim

6.2.7 that normal partitions have larger weight.

• Reduce the vertices of degree at most 11. For example, when v is a degree 11 vertex,

we orient five edges incident to v to modify the boundary β(v), delete the 5 oriented

edges incident to it, and then lift the rest three pairs of edges. In the resulting graph,

show that the weight function w is still nonnegative and the induction hypothesis is

applied.

• The above arguments would show that G is 12-edge-connected, and then apply the

theorem of Lovász et al. [59] to complete the proof.

We also have the following corollary with a similar argument as in the proof of Theorem

1.3.2.

Corollary 6.3.3. Every 9-edge-connected essentially 79-edge-connected graph admits a

modulo 5-orientation.
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Chapter 7

Final Remarks

We conclude this dissertation with some remarks on the flow index of graphs.

Let k, d be two positive integers with k > 2d. An integer flow (D, f) of a graph G is

called a circular k
d
-flow if d ≤ |f(e)| ≤ k − d for every edge e ∈ E(G). The flow index

φ(G) of a graph G is the minimum rational number r such that the graph G admits a

circular r-flow. The existence of this minimum r was established by Goddyn, Tarsi and

Zhang [30]. In this notation, Tutte’s flow conjectures says that, for every 4-edge-connected

graph G, φ(G) ≤ 3, and, for every 2-edge-connected graph G, φ(G) ≤ 5.

Jaeger [39] showed that φ(G) ≤ 2 + 1
p

if and only if G admits a modulo (2p + 1)-

orientation. It is proved in [55] that φ(G) < 2 + 1
p

if and only if G admits a strongly

connected modulo (2p+ 1)-orientation. It is also known from [55] that φ(G) < 3 for any

8-edge-connected graph G, while Jaeger conjectured this upper bound on the flow index

is 2.5, whose truth implies the 5-Flow Conjecture. Thomassen (private communication)

suggested a further step towards this conjecture.

Problem 1. Is it true that φ(G) < 2.9999 for any 8-edge-connected graph G?

Attacking Tutte’s flow conjectures, Thomassen and Zhang (private communication)

also proposed some more problems on the improvement of Jaeger’s 4-Flow Theorem and

Seymour’s 6-Flow Theorem.

Problem 2. (a) Is it true that φ(G) < 4 for any 4-edge-connected graph G?

(b) Is it true that φ(G) < 3.9999 for any 4-edge-connected graph G?

Problem 3. (a) Is it true that φ(G) < 6 for any bridgeless graph G?

(b) Is it true that φ(G) < 5.9999 for any bridgeless graph G?

Recall that in Chapters 2 and 4, we establish the relation between group connectivity

(flow with boundaries) and number of edge-disjoint trees. For a connected graph G,

70



η(G) = min{ |E(G/X)|
|V (G/X)| − 1

: X ⊆ E(G) with V (G[X]) 6= V (G)} is the strength of G,

which can be viewed as fraction spanning tree packing number (see Chapter 4). Conjecture

1.2.4 of Lai can be stated as: φ(G) ≤ 2+ 2
k−1 for any graph G with η(G) ≥ k. We propose

the following modified conjecture concerning strictly inequality.

Conjecture 7.0.1. φ(G) < 2 + 2
k−1 for any graph G with η(G) > k.

In particular, this conjecture would implies answers of Problems 1 and 2 (a).

The dual version of this problem is also very interesting. Let χc(G) be the circular

chromatic number of G (see [93]). The fractional arboricity γ(G) of a graph G is the

maximum of |E(H)|
|V (H)|−1 over all subgraphs H with at least two vertices. This concept

describes the sparseness of the graph and has attracted a lot of attention in the Nine

Dragon Tree Conjecture recently. By duality of Conjecture 7.0.1, we also conjecture that

the fractional arboricity provides upper bounds on the circular chromatic number.

Conjecture 7.0.2. If γ(G) ≤ k
k−1 , then χc(G) ≤ 2 + 2

k−1 .

Conjecture 7.0.3. If γ(G) < k
k−1 , then χc(G) < 2 + 2

k−1 .

We remark that all the above mentioned conjectures are all best possible in some sense.

One of the best known results on flow index is Theorem 1.2.7 of Lov́asz et al., which

shows that φ(G) ≤ 2 + 1
p

for any 6p-edge-connected graph. It is also proved that φ(G) ≤
2 + 2

2p−1 for any (6p − 2)-edge-connected graph, and φ(G) < 2 + 1
p

for any (6p + 2)-

edge-connected graph, but not yet published. While the counterexamples to Jaeger’s

Circular Flow Conjecture indicate that there exists a 4p-edge-connected graph M such

that φ(M) > 2 + 1
p

+ 1
1000000p3

for every p ≥ 3. It is a great challenge to find the best

possible upper bound on the flow index for each edge-connectivity. Some known results

and conjectures concerning flow index are summarized in the following table.

connectivity 2 4 6 8 10 12 14 2k+2

known φ 6 4 3 < 3 8
3

2.5 < 2.5 ∗
conjecture φ 5 3 8

3
2.5 2.5− ε 2.4− ε 7

3
− ε 2k+2

k
− ε

(Tutte) (Tutte) (new) (Jaeger) (new) modified (new) (new)
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Restricted to planar graphs, the Circular Flow Conjecture still remains open. We

suggest the following modified version.

Conjecture 7.0.4. (Planar Circular Flow Conjecture)

For any 2k-edge-connected planar graph G, φ(G) ≤ 2 + 2
k−1 .

The k = 1, 2 cases of this conjecture correspond to Grötzsch’s Three-Color Theorem

and the Four-Color Theorem, respectively. But it is widely open for k ≥ 3. Our result in

Chapter 6 provides a partial result for the k = 4 case. By modifying this proof, it should

be able to show that φ(G) ≤ 7
3

for any 16-edge-connected planar graph. We are expected

to utilize this idea to improve the general bound in future research.

The statement of Conjecture 7.0.4 fails for general graphs when k = 1 as seen from

the Peterson graph, but Tutte’s 4-Flow Conjecture claims it can be extended to Peterson-

minor free graphs. In Chapter 5, we have shown in Theorem 5.1.1 that there exists

2k-edge-connected nonplanar graph G with φ(G) > 2 + 2
k−1 for every even number k ≥ 6.

Modifying the construction, we are also able to provide nonplanar counterexamples for

large odd number k. It is quite unbelievable that Tutte’s 3-Flow Conjecture claims the

k = 2 case of Conjecture 7.0.4 can be extended to all nonplanar graphs.
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