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Abstract 

 

Error Resilient Image Transmission using T-codes and 

Edge-Embedding 

Premchander Reddy 

 

Current image communication applications involve image transmission over 

noisy channels, where the image gets damaged. The loss of synchronization at 

the decoder due to these errors increases the damage in the reconstructed 

image. Our main goal in this research is to develop an algorithm that has the 

capability to detect errors, achieve synchronization and conceal errors. 

In this thesis we studied the performance of T-codes in comparison with 

Huffman codes. We develop an algorithm for the selection of best T-code set. 

We have shown that T-codes exhibit better synchronization properties when 

compared to Huffman Codes. In this work we developed an algorithm that 

extracts edge patterns from each 8x8 block, classifies edge patterns into 

different classes. In this research we also propose a novel scrambling algorithm 

to hide edge pattern of a block into neighboring 8X8 blocks of the image. This 

scrambled hidden data is used in the detection of errors and concealment of 

errors. We also develop an algorithm to protect the hidden data from getting 

damaged in the course of transmission.  
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Chapter 1 

 
Introduction  
 
 
1.1. General Introduction  
 

Image is the best form of information for a human being to comprehend.  An 

image was first digitized in the year of 1957. Since then digital image 

processing has grown in leaps and bounds in the fields of satellite imagery, 

medical imaging, photo enhancement etc. With growing need of transmission of 

digital images in various applications, the problem of network bandwidth also 

increased, which brought in the need of digital Image compression and 

decompression. Since the medium of transmission under consideration is 

prone to errors and delays there is also a need to design an efficient error 

resilient scheme.  A significant research has been going on in the field of image 

transmission in order to cope with the problems aroused by the channel errors. 

The digital image communication has found increasing demand in the fields 

such as geographic information systems, handheld devices with multimedia 

compatibility, biometric applications. These applications require a highly 

efficient compression system, and appreciable quality of service (QOS). Both 

wired and wireless networks are highly prone to unexpected errors and delays 

which can  
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deteriorate the image when transmitted over them. Therefore a good error 

resilient scheme in addition to a good compression scheme in order to support 

the band limited channels is expected as a solution for this problem. 

1.2. General Digital Image Communication Scheme 
 

 

Figure 1.1 shows a general block diagram of a digital image communication 

scheme.  The Image is initially transform coded to aggregate most of the image 

data into one corner of the result. The Different Transform coding methods 

used are Discrete Cosine Transform (DCT), Discrete Fourier Transform (DFT) 

The Quantization step takes advantage of the human visual perception which 

cannot exactly distinguish high frequency variation. 

Original 

Image
Transform Quantization

Binary 

Coding

Encoder

Blocks or 

Entire 

Image

Channel

Binary 

Decoding

Inverse

quantization

Inverse 

Transform

Decoder

Reconstructed 

Image

 
                 

                  Figure 1.1   General Digital Image Communication Scheme 
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This is the main lossy step in the process where all the high frequency 

coefficients are rounded to zero. The low frequency coefficients become smaller 

in this process which can be binary coded using less number of bits. The 

choice of quantization parameters decides the compression rate and distortion. 

The Quantized coefficients which are in a 2-D format are reshaped to form a 1-

D stream and then sent to a Binary Coder which makes use of the statistics of 

the quantized coefficients. In the Binary Coding stage the Quantized 

coefficients are assigned binary codes. Some binary coding methods are 

Huffman coding, Arithmetic coding, and T-coding. This is a lossless stage and 

is completely reversible. The Coded stream of bits is then sent through a 

network channel where the bit stream could get damaged due to the noise 

present in the channel. The received bit stream is then sent through a binary 

decoder which performs the opposite action as that of the binary decoder. Then 

the stream is again reshaped into 2-D format and it is inverse quantized. The 

inverse quantized coefficients are then inverse transform coded to get the 

reconstructed image. A stage for error correction or error concealment could be 

added before or after the inverse transform coding to enhance the quality of the 

reconstructed image. 

1.3. Problem Addressed     

Multimedia Communication has become very popular recent years, and is 

being used in a large variety of applications. Any transmission error can result  
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in high degradation of the image. Many standards such as JPEG [1] and 

JPEG2000 [2] are used to achieve required compression rates demanded by the 

band-limited networks. But most of these compression standards use variable 

length coding as entropy coding to achieve high compression. An error in the 

transmission may result in loss of synchronization at the decoder end. A 

common solution to this problem is to include at intervals some relatively long 

unique synchronization code words (sync words) followed by some block 

address information. These sync words involve the addition of redundant 

information [3].  

Many variable length codes exhibit a tendency for resynchronization to occur 

automatically following any error. As stated in [4], the range and richness of 

the structures implicit in variable length codes renders the identification of 

general mechanisms for self-synchronization difficult, perhaps impossible. 

Huffman’s construction [5] ensures optimal coding, i.e., minimal redundancy, 

but provides no assurance as to how the decoder will perform in the face of 

channel disturbances. In practice, errors may propagate for a considerable 

period [4].  In [6], Titchener and Hunter illustrated the expected 

synchronization delay (ESD) to determine the synchronization status. In [9] 

with ESD as an objective function, Titchener explored a method for estimating 

the synchronization performance based on T-codes. T-codes are a class of self-

synchronizing codes that are derives from a recursive T-augmentation  
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construction, which typically synchronize within 2-3 code words. The Usage of 

self synchronizing T-codes against Huffman has not been studied in detail. 

Another problem encountered in multimedia communication is error 

concealment and error correction. There has been a lot of research in the field 

of error resilient entropy coding. Error resilient techniques can be classified 

into 3 major groups with the following properties [7]: an interaction between 

the encoder and decoder, as a re-send signal, or post-processing operations at 

the decoder to recover lost information, or leaving some extra redundancy at 

the encoder to minimize the reconstruction error. Some of these methods by 

hiding some information at the encoder which can be useful at the time of error 

concealment. This data hiding technique was used in steganographic 

applications like copyright protection and other security-based applications [8, 

9]. Error resilient image coding has become a new application of data hiding. 

Many methods were proposed utilizing this property but none of the previous 

approaches has proposed a complete image/video codec with detection, 

synchronization and recovery (reconstruction) capabilities together based on 

data hiding and tested under noisy channel conditions [10]. This work 

concentrates on trying to develop a scheme that takes into consideration all of 

the above capabilities together based on data hiding. Many methods have been 

introduced on how to hide the data, the most common one being the odd-even 

method. Here the DCT coefficients are forced to be even or odd based on their  
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frequency or their position. Next comes the question about the information that 

has to be embedded. Block intensity information is approximated by using 

either edge-direction information [11] or low quality coded version [12]. 

According to [5] interpolation along the edge direction gives superior results 

when compared to the popular bilinear interpolation. Instead of trying to 

estimate the edge direction of the lost block from the neighbors at the decoder, 

hiding the edge information at encoder is preferred [11]. Some novel 

concealment methods have been proposed that uses data hiding as a tool for 

error concealment but many of them neglected the use of embedded data in the 

detection of error, which could be found by measuring the inconsistency 

between the block and hidden data. Most of the above mentioned approaches 

neglected the fact that detection of the edge information from the hidden data 

becomes hard when the hidden data gets damaged in the course of 

transmission. Protection for hidden data is also a must when considering data 

hiding as a tool for error concealment.  

 

 

1.4. Research Objectives 

Most of the standard image codecs are block based and a real-time channel 

introduces unexpected errors and a possible error may damage not only a 

single block but also all the blocks that follow. As most of the standard 

compression schemes use variable length coding, any error would propagate to 

the next symbols or even blocks. So there is a need for the utilization of self  
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synchronizing codes such as T-codes at the encoder. Considerable error is still 

left over even with the help of lower synchronization delay that would still 

damage the image which should be efficiently concealed at the decoder. The 

main objectives of the research is to develop a scheme which uses self 

synchronizing T-codes as the entropy coding, a detailed study of T-codes 

against Huffman coding, and to demonstrate the use of data hiding into 

neighbor blocks, which is used at the decoder for better error concealment. 

This work also shows a novel method on how to protect the hidden data by 

hiding them in more than one neighbor block.  

The main motivation for this work comes from the fact that T-codes 

demonstrate the lowest synchronization delay of about 2-3 symbols and the 

data hiding scheme can be utilized for both error detection and error correction 

without adding extra overhead. 

1.5.  Research Contributions 

Most of the current standard compression schemes use variable length codes 

for compression. Although many variable length codes exhibit a tendency of 

resynchronization following an error, According to [4] it is very difficult for 

variable length codes to self-synchronize. Huffman coding gives ideal 

compression with minimum redundancy, but it does not assure 

synchronization at the decoder. T-codes are a set of self synchronizing variable  
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length codes which exhibit very low synchronization delay. This property of T-

codes is not used much in any recent compression schemes. This work 

provides a detailed comparison between T-codes and Huffman coding and 

shows that T-codes show good synchronization properties when compared to 

Huffman coding with a compromise made in CPU time taken.  

In a natural image the intensities from one pixel to its neighborhood varies in a 

smooth fashion, unless there is an edge. Most of techniques which conceal the 

error in a block make use of this smoothness property by making use of 

spatially closer data. The most popular method is the bilinear interpolation, 

where a pixel from the erroneous block is replaced by the weighted average of 

the four neighboring pixels. Since some parts of an image may have high 

variations simple bilinear interpolation does not give satisfactory results. So 

the edge information needs to be taken while interpolating making sure that 

the interpolation is not done across the edge. This work makes use of data 

hiding as a tool to hide the edge information at the encoder end so that the 

interpolation at the decoder is done along the edge direction where ever an edge 

is detected. This work also proposes a novel method to detect the errors at the 

decoder and also proposes a new method for the protection of hidden data. 
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1.6. Organization of research 

 

Chapter 2 gives a basic background of Image compression and talks about 

different techniques used to tackle with the problem of error resilience and the 

problems with the different approaches. The concept of data hiding for error 

concealment is discussed briefly. This chapter also mentions the role of 

variable length codes in error resilience. At the end a brief introduction to the 

approach used in the work is presented. 

Chapter 3 presents a detailed description of T-codes and Huffman coding. All 

the details of the study on T-codes VS Huffman coding are also presented in 

this section. Finally the comparative results obtained from the simulations are 

presented. 

Chapter 4 briefly describes the concept of error resilience and the concept of 

utilization of data hiding for error concealment. This section presents also 

presents the proposed method of data hiding based error detection and edge-

based interpolation. Finally the results from the simulations are presented. 

Chapter 5 concludes the thesis by summarizing the work, giving comparative 

results with other proposed methods and providing suggestions for any future 

work. 
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Chapter 2 

Background & Literature Review 

 

   2.1. Image Compression  

 
Image compression is a process of compressing an image to reduce its 

redundancy for the purpose of storage or transmission. There are two types of 

compression, namely, lossy compression and lossless compression. In lossy 

compression, the compressed image can be reproduced with a possible loss of 

information. In lossless compression, the compressed image is reproduced 

exactly without any loss of information. Some of the methods used for lossless 

compression are run-length coding, entropy coding, dictionary based coding. 

An important measure in image compression is the compression rate or bit-

rate. Compression rate is defined as the quotient of the size of the output in 

bits to the size of the input in bytes. Compression rate or bit rate is measured 

in bits per symbol (bps).  For effective utilization of compression technology, 

different applications designed by different vendors should communicate with 

each other. Some sort of standardization is required in order to achieve this. 

Some of the standards in image compression are Joint Photographic Experts 

Group (JPEG), Graphics Interchange Format (GIF), and Portable Network 

Graphics (PNG).  
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Compressing an image typically comprises of two steps  

1. Reduction of redundancy making use of the structure of the data. 

2. Assigning binary code words to the non-redundant data. 

Step 1 usually consists of two steps namely transformation and quantization. 

The output of the transformation gives a representation of the image that is 

more suitable for efficient compression. The quantization process is 

irreversible, and produces an output with limited number of symbols that are 

ready to be binary coded. Step 2 is an important step in image compression 

technique, where the quantized coefficients are assigned some binary codes. 

The binary codes can be Fixed Length Codes or Variable Length Codes (VLC). 

VLC maps code words depending on the frequency of the symbols, higher 

frequency symbols is mapped onto a smaller length code word and vice versa, 

so as to minimize the average length of the binary code word. Some of the 

approaches used for VLC are Huffman coding [57], arithmetic coding, and T-

codes [28]. Some standards like JPEG use DCT-based compression, where the 

image is first broken into 8x8 blocks. These blocks are then transformed using 

DCT. The DCT coefficients are then quantized using a standard table and 

coded using either Huffman Coding or Arithmetic Coding. The binary coded bit 

stream is then transmitted over a channel to a receiver where it is decoded. 

Ideally the decoded image should vary only a little from the original image due 

to the lossy quantization, However in practical channels, there is a lot of 

unexpected noise. Due to this noise the image gets further deteriorated before  
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it gets decoded. The solution for this problem is designing a good error resilient 

system that can handle real life channel error. 

 

2.2. Error Resilience in Image Transmission 

 

Error control in image communication poses great challenges for many 

reasons. Compressed image streams are highly vulnerable to channel errors 

due to the usage of VLC and predictive coding at the source coding stage. With 

VLC, even a single bit error can cause the decoder to lose synchronization. This 

makes the correctly received bits useless. The techniques used to overcome 

transmission errors can be classified into three categories [14]. 

 

(I)      Error Resilient Encoding: Those introduced at the source and 

channel encoder that provide more resilience to potential errors. 

(II)      Decoder Error Concealment: Those invoked at the decoder after 

detection of errors, to conceal the effect of errors. 

(III) Encoder and Decoder Interactive Error Control: Those which require 

communication between encoder and decoder, so that the encoder 

adapts its operation based on the conditions detected at the decoder. 
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2.2.1. Error Resilient Encoding 

In this approach some redundancy bits are added at the encoder side to 

counter the effect of error during the transmission. This addition of redundant 

bits makes the encoder less efficient than the encoders that aim for coding 

efficiency. The design of Error Resilient (ER) encoders aim at providing 

maximum gain in error resilience with smallest possible redundancy [14]. 

Many approaches have been proposed to implement ER encoding.  

Insertion of Synchronization markers: The main reason for a multimedia stream to 

be sensitive to bit errors is loss of synchronization at the decoder. The easiest 

way of ER encoding is by adding synchronization markers at regular intervals 

so that the decoder can resume decoding correctly after it recognizes a 

synchronization marker. But the drawback with this approach is the increase 

in overhead, due to the increase in number of bits used to represent a stream. 

Another drawback is that, once an error is discovered, the decoder discards all 

the bits until it finds a sync marker resulting in loss of data. Insertion of 

Synchronization Markers has been considered for the MPEG-4 and JPEG2000 

standards [35], [36].  

Reversible Variable Length Coding: In this approach the decoder can also decode 

from the backward direction [54]. The decoder decodes properly after 

synchronization marker is observed and before the next synchronization 

marker is observed. But the problem with this approach is increased 

complexity due to the addition of backward decoder. 
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Multiple Description Coding: Multiple Description Coding (MDC) [15], [18], was 

invented at Bell Laboratories for speech communication over telephone 

networks. It can be considered as a joint source channel coding scheme that 

can provide good resilience against errors. One of the first MDC coder was 

designed by Vaishampayam in which multiple description scalar quantizers 

were used in extension to the JPEG coder [16]. The basic concept in this 

approach is assuming multiple independent channels between encoder and 

decoder. Each channel is assumed to be detachable temporarily. The source bit 

stream is divided into several streams called Descriptions and are transmitted 

over different channels. All the descriptions are correlated and have equal 

importance. This correlation is what enables the decoder to estimate the 

missing description from a received one. Again the drawback in this approach 

is added redundancy due to the correlation. 

Forward Error Correction Coding (FEC):  One of the standard methods used to 

achieve resilience against channel errors was Automatic Repeat Request (ARQ). 

Although ARQ protocols transmit the images in a lossless manner, there is an 

excessive transmission delay due to the retransmission of the packets [17]. 

Therefore an alternate approach is to apply Forward Error Correction to 

packets. The idea behind FEC is add redundancies to the data before 

transmitting it. When there is an error the redundant data is used to recover 

the lost data. FEC is usually used in conjunction with other source coders. 
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Self –Synchronizing Entropy Coding: Many compression schemes including JPEG 

[1] still image standards use VLC as they are very efficient in reducing the bit-

rate but they have a disadvantage of losing synchronization at the decoder 

when an error occurs. Therefore designing a VLC that can reduce the loss of 

synchronization still remains as a major problem. One way to counter this is by 

designing a VLC that has some synchronizing code words [20], [24] in them. 

Another is to insert some synchronizing code words that make the VLC 

synchronizing. There have been many attempts to design codes that could 

overcome the problems of error propagation and synchronization. Most of the 

early works have been summarized in [25] and the references contained 

therein. Some of the techniques that were proposed earlier are as follows, 

periodic insertion of universal synchronizing sequence that can resynchronize 

the decoder regardless of the slippage. Although this is an efficient technique it 

introduces unwanted overhead. In [20], [21], [23], [26] a code that guarantees 

synchronization is used. In all the cases the use of optimal source code without 

additional overhead is precluded in order to guarantee synchronization. So 

there is a need to design self-synchronizing entropy coding which takes less 

bits to resynchronize in order to reduce the over head problem. Titchener 

invented T-codes in 1984 [28], which have these properties; it has been proved 

that T-codes synchronize within 2-3 symbols. This will be elaborated in the 

later chapters. This self-synchronizing entropy coding combined with good 

decoder error concealment scheme could yield better results.  
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2.2.2. Decoder Error Concealment 

Decoder error concealment is the process where by the effect of the error is 

concealed after it has been detected. It is well-known that images of natural 

scenes have predominantly low frequency components, i.e. the color values of 

spatial and temporally adjacent pixels vary smoothly, except in regions with 

edges. Techniques that have been developed for recovering texture information 

make use of the above smoothness property of image/video signals, and 

essentially they all perform some kind of spatial/temporal interpolation [14]. 

Some of the techniques proposed for decoder error concealment are discussed 

briefly in this section. 

Spatial Interpolation: This is a simple and popular approach of error concealment 

where the pixels from the erroneous blocks are interpolated using the correctly 

received neighboring blocks [29]. The interpolation weights are calculated 

according to the distances between the damaged pixel and correctly received 

pixel. The smaller the distance is the greater the weight. Since some parts of an 

image have high variations ordinary spatial interpolation does not yield 

satisfactory results. An image has complex geometric structures. Some 

techniques have tried to estimate these structures and use them in the 

interpolation. In [5], [34], directional spatial interpolation is proposed for better 

interpolation. The pixel is reconstructed via interpolation of two nearest pixels 

from the correctly received neighborhood blocks in a predicted direction. In [5] 
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two nearest surrounding pixel layers of a missing block are used to estimate an 

edge passing through the missing block and interpolation is performed along 

this edge direction. In [34] the Hough transform is used to find the direction of 

interpolation. Another simple technique of spatial interpolation is to replace the 

erroneous blocks by the average of the DC coefficients of the correctly received 

blocks [32]. 

 

2.3. Data Hiding for Error Protection 

 

2.3.1. Data Hiding 

 

People have tried to hide information for various purposes since the archaic 

period. Steganography is the general name given to data hiding. Steganography 

can be formally defined as a process of embedding some data into a host signal 

imperceptibly to get a composite signal. The growth of digital media has made 

the information hiding problem important. Depending on the application, 

steganography can be viewed as three types: data hiding, copyright marking, 

and fragile watermarking. Data Hiding is primarily used for error concealment 

by transporting some error concealment data from encoder to the decoder. The 

type of steganography used for authentication of digital content is called fragile 

watermarking. Since steganography can be applied to any kind of digital data, 

it has attracted many researchers for many reasons. Steganography has found 

its place in many applications such as covert communication [39], broadcast 

monitoring [38], copyright protection, transition tracking [37], content  
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authentication [8], copy control, and also error concealment [40-43], [13]. 

Steganography can be used in covert communications by embedding some 

secret information transparently into the image or video and then sending it to 

the receiver. Unintended receivers do not even realize the presence of the 

hidden message [39]. Steganography has been used for owner identification of 

an original Work [37]. Since the embedded data is invisible and reduction in 

visual quality is very minimal, steganography has found its importance in the 

application of copyright protection. 

Digital media can be easily and perfectly modified or altered, thus 

steganography can be used for content authentication. Here a signature is 

embedded into the digital content such that even a slight alteration of the 

content would destroy the signature. Thus it would be easy to detect when the 

content is not authenticated [8].  

Error concealment in multimedia communications has become a new 

application of steganography. Some recent methods for error concealment 

using data hiding are proposed in [13], [33], [40-43].  Error concealment using 

data hiding approach is a combination of source coding and decoder error 

concealment, where some data about the image blocks is embedded into the bit 

stream at the encoder side and is transmitted to the decoder. The decoder then 

retrieves the hidden information and makes use of the information in 

concealing the error. In [5], [34], the edge direction is estimated at the decoder 

which is a complex computation for a decoder. Instead of estimating the edge  
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direction at the decoder the edge direction can be embedded in the entropy 

coded bit stream. The decoder then can retrieve the edge direction of the blocks 

and interpolate the edge blocks along its edge direction. This reduces a lot of 

computational effort at the decoder. 

 

2.3.2. Implementation of Data Hiding 

 

Many different methods have been proposed on how to implement data hiding 

depending on the application. The earlier approaches were based on modifying 

the least significant bits (LSB). However embedding in LSB may not be the best 

approach, since the data hidden can be lost by simple changes in the host 

image. Spread spectrum techniques [44] were proposed to counter this 

problem, where data is added to the image in the spatial or transform domain. 

Later, methods based on quantization of the host signal called Quantization 

Index Modulation (QIM) were proposed and were shown to perform better than 

spread spectrum approach [45], [46], [47], [48]. Modifying the Non-zero least 

significant DCT coefficients is also one of the methods used to hide the data. 

This approach is termed as Even-Odd signaling method. This method is very 

simple to implement hence widely used [49].  
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2.3.3. Utilization of Data Hiding In Error Concealment 

 

Figure 2.1 shows the working of error concealment technique using data 

hiding. The methods explained in section 2.2.2. try to estimate the error block 

from the available correctly received block. Simple interpolation using the 

available neighbor blocks does not yield good results because an image has 

high variations and complex structures such as edges. 

 

 

Figure 2.1 Procedure at the Encoder and the Decoder 

                         

In [5], the edge orientation of the erroneous block is estimated from the 

available neighboring blocks to interpolate along the edge direction. The edge 

direction in this case is estimated at the receiver, which makes the decoding 

part complex. In [11] the major edge direction of each block is estimated at the 

encoder and is embedded into the neighboring blocks. This way the decoder 

does not have to estimate any possible edges and this prior knowledge of the 

edge direction yields better results. In [12], coefficients of low quality version of 

each block are hidden in the neighboring blocks. This approach was devised to 

avoid interpolating the spectral coefficients of the error block at the decoder.  
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But a large number of bits are required to embed all the coefficients, which is 

not acceptable. In [50], instead of embedding some secondary information in a 

host image, the host image is embedded into itself. In this approach the 

embedding is done in the block DCT domain. The DC coefficient, which carries 

majority of the information of a block, is embedded into one of its neighboring 

blocks. The DC coefficient is extracted at the decoder and is used in 

combination with some post-processing technique that takes advantage of 

interblock correlation. In this method again the required number of embedded 

bits is higher because representation of each DC coefficients requires a large 

number of bits. Further, the AC coefficients are completely neglected in this 

method which can deteriorate the image quality.  

Another important problem in multimedia communications is loss of 

synchronization at the decoder. This problem can be countered up to some 

extent by using data hiding technique.  The authors of [18] used the technique 

of hiding the resynchronization data, such as length of a block into neighboring 

blocks. This way the decoder can resynchronize as soon as an error is detected 

and resume decoding in the correct sequence.  
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2.4. VLC for Error Protection 

 

Loss of synchronization is one of the main problems faced in multimedia 

communications. Most of the compression standards including JPEG [1] use 

variable length coding, where in a single bit error can cause the decoder to lose 

synchronization.  

 

 Figure 2.2 Error Propagation in VLC 

 

Consider, Figure 2.2. The transmitted bit stream was “pqrsr” but due to a 

single bit error the receiver lost synchronization and the decoded bit stream 

becomes “ppq?psp”. In this example, after decoding “ppq” the decoder could 

not find a valid binary code word so it simply discards all the bits until it finds  
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a valid binary code word to decode. Many methods were proposed in the past to 

counter this synchronization problem. Some of them are discussed in this 

section.  In both [51] and [52] frequent restart markers were used in order to 

stop the error propagation in VLC. Whenever a restart marker is observed by 

the decoder, it resumes decoding correctly from that point thus avoiding the 

error propagation to more number of bits. This method however increases the 

overhead due to the addition of extra bits in the form of restart markers. In [53] 

a similar approach is followed where the restart markers are placed at the ends 

of lines and is combined with error detection and error concealment. The 

approaches mentioned above increases the bit rate which is not acceptable in 

many practical applications. Therefore VLC techniques that provide re-

synchronization without increasing the bit rate are needed. One such approach 

is proposed in EREC as explained in [3]. In this approach the VLC code words 

are reorganized into blocks of know length such that the each blocks start at a 

know position, and the decoder is synchronized at the start of each block. An 

alternative approach was devised by Wen and Villasenor [54], where the VLC 

code words are symmetric and the encoded stream thus obtained can be 

decoded in both forward and backward direction to maximize the amount of 

data decoded. This method leads to increased complexity at the decoder end. In 

order to develop an approach that has re-synchronizing properties and also 

does not increase the bit rate, researchers looked into the concept of re-

synchronizing variable length codes. A re-synchronizing variable length code  
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contains one or more synchronizing code words that synchronize the decoder 

regardless of the previous data. Rudner [55] developed an algorithm to 

construct codes with minimum redundancy and optimum synchronization 

property. But the applications of this optimal re-synchronizing VLCs were 

restricted to sources with alphabets less than 30 [55]. Therefore non-optimal 

re-synchronizing VLCs were designed, which make use of optimal re-

synchronizing VLC in combination with additional synchronizing code words 

such as Ad-Hoc Marker Code words [23], and Extended Synchronizing Code 

word [56]. In [56] Hemami proposed re-synchronizing VLCs formed by 

designing re-synchronizing Huffman code (RHC) with added Extended 

Synchronizing Code word (ESC). The compression is non-optimal in this 

approach as the average length of the code word is increased as a result of 

addition of the ESC. In [4] Titchener illustrated the synchronization 

performance of T-codes with expected synchronization delay as the objective 

function. T-codes are a family of self synchronizing codes which can be 

constructed in a recursive manner. It has been claimed that T-codes 

synchronize within two to three code words [4]. Unfortunately not much work 

has been done on the utilization of T-codes in error resilient image 

transmission. The utilization of T-codes as entropy coding in error resilient 

image transmission of an image is one of the major motivations of this work.  
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2.5. Our General Approach 

 

Many compression standards such as JPEG [1] uses variable length codes 

(example Huffman codes) to perform compression. In our approach we use T-

codes for this purpose utilizing its self synchronizing properties. We also make 

use of data hiding to assist the decoder in efficient error concealment. Many 

methods have been proposed on using data hiding in conjunction with decoder 

side error concealment [40-43], [13], [33]. Our Approach follows a similar 

technique as used in [11]. However in our work we propose a novel edge-

pattern classification method to detect and correct errors. Edge information of 

each block is estimated at the encoder side and blocks are classified into 

different edge classes based on their edge pattern. The edge class of each block 

is embedded into the low frequency DC coefficients in some other blocks. Data 

hiding is performed using the odd-even signaling method [49]. Usually the side 

information is embedded into neighboring blocks. In our approach, we follow a 

novel scrambling algorithm to hide the data into three different blocks. These 

blocks are chosen to be far from the current block and from each other in order 

to protect the hidden data from the burst errors. Since the hiding process does 

not add any redundancy hiding in multiple blocks does not add extra overhead. 

The embedded data is then retrieved from the received encoded bit stream and 

erroneous blocks are detected by comparing the de-embedded information from 

all the three blocks that it has been embedded into. Then the decoder performs  
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error concealment by interpolating the erroneous blocks along their edge 

direction. The concealment is done by simple spatial interpolation using the 

neighboring blocks. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Chapter 3 Comparative Study of T-Codes and Huffman Codes 

 
27 

 

Chapter 3 

 

Comparative Study of T-Codes and Huffman Codes 

 

3.1. T-codes 

Entropy coding is an important step in image communications. The main 

objective is to ensure that the redundancy of the source is minimized. Other 

desired properties in entropy coding are developing a coding process that is 

suitable for all kinds of data and also constructing codes that are capable of re-

synchronizing the decoder. Irrespective of nature of channels, codeword 

synchronization is a very important aspect of digital media communication. In 

these years of advancement in image compression, many algorithms were 

proposed to construct self-synchronizing codes [20], [21], [54]. Our approach 

uses a class of VLCs that poses an extraordinary capability for self-

synchronization, called T-Codes [6], [28]. 

Titchener devised an algorithm [28] for the construction of prefix free code 

words which can be summarized by the defining T-codes. T-codes are 

generated by recursive T-augmentation [4] of elements in an alphabet. The more 

formal definition of T-augmentation and T-codes according to [28] is as follows 
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Definition of T-Augmentation [6]: 

Denote 
�by the set of natural numbers and let�
� � 
�	
�. Let ��be a finite 
alphabet. The number of elements in � is denoted by ���. The set �� denotes the 
free monoid generated by � under concatenation. The elements of �� are called 

strings. The length of a string � � ���  is denoted by �� . �  denotes the empty 

string, �� � 
. A set ���� is denoted by ��.  
For a code set ������  a string �� � �  and a positive integer �� � �
�� the 
generalized T-Augmentation of �, denoted by ���, is given by 

                            ��� �� ������� � 
��� ! � ����� � ��	��" �# �	�����                   (3.1) 
The generation of ���  from � is known as T-Augmentation, where ��is called the 
prefix. ��is known as the expansion parameter. Our approach uses a simple 

augmentation, where � � �. 
Definition of T-Codes [28]: 

The alphabet A and sets derived from A by one or more T-augmentations as 

shown in equation (3.1) are called T-Code sets.  

T-codes in general have the following properties [56]: 

(a) Variable Length Codes with synchronizing code words spread all over the 

code set. 

(b) High potential to show self-synchronizing property when an error occurs, 

even when the error cannot be recognized as such. 
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(c) Synchronization is re-established after the decoder recognizes an error. 

In [6] Titchener explains synchronization process using the T-augmentation 

equation (3.1), in which it is evident that all but one elements in � , i.e., 
���� $ ���, where ���� denotes the number of elements in �, are included in the 
new set ���  , � % �  times, with the prefixes ��� ��� ! � ��  respectively. These, 
together with the element ����, give 

                                  &���& � �� % ������ $ �� % �                                      (3.2) 
The above definitions of T-augmentation and T-codes could be easily 

understood with the help of an example. Suppose a binary alphabet � � 	
���, 
to obtain the first set of code words from � we apply T-augmentation on it, i.e. 

we remove one of the element from � and augment it with both the elements of 

�. Suppose if we remove the element ‘
' from�, the new set, ���� � 	�� 

� 
��. 
Application of T-augmentation to ���� results in more code words. In case we 

remove element ‘ ’ from ����and T-augment it, the new set obtained is  ������ �
	

� 
�� ��� �

� �
��(�In a similar way another code set can be generated by 

eliminating the element ‘
�' from ����(� The new code set formed if we eliminate 

‘
�’ from �����in the previous example is ������� � 	�� 

� 
��� 
�

� 
�
��. And in 
similar way if we eliminate ‘00’ we get a new set ������� � 	�� 
�� 

�� 



� 

�
�. 
Thus for each augmentation level ) there are  �* � + ,-� % �./0��1�  different code 

sets, each consisting of �-/ % �� code words.  
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Tree Generation using the above example: 

 

 

Figure 3.1 Generation T-Code trees����� and ������� from � � 	
� �� 
 

Shorter code words may not be the best prefixes because they result in uniform 

tree generation. Therefore, there is a need to develop an algorithm to choose 

the best T-codes that give a better compression. We proposed a novel algorithm 

to select best T-codes from the huge data base of T-code sets. 
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The following table gives a numerical explanation for the expressions given for 

number of Codeword sets and number of Code words within each code set. The 

table is shown for augmentation levels 0 to 9. 

 

Augmentation  

Level �2� 

Code words within 

each code set �-/ % �� 

 No. of different 

Code sets �34� 

    

               0                  2                          1 

               1 3                          2 

               2 5                          6 

               3  9                       30 

               4  17                270 

               5 33              4590 

               6 65            15140 

               7 129        9845550 

               8 257    120075950 

               9 513   326409519150 

    

    

 

Table 3.1: Size and number of code sets for each augmentation level. 

 

3.1.1. Self-synchronization of T-codes 

Consider a string  � � ���5�� ! � �6� � �  and let the codewords formed as a result 

of T-Augmentation of �  be 7�� 75� ! 78 � 78��� ! � ��� . From the standpoint of the 

decoder, any non-prefix element � � ��	�� encountered in the decoding of the 
string � must, according to the equation (3.2), mark a boundary between the 
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codeword pair ! 7878�� !  thus any non-prefix element is a synchronizing 

pattern, automatically establishing resynchronization at the decoder. This can 

be explained using an example.  

Consider a binary T-code set � � 	
��
������
����
������(  
Level 0 Level 1 Level 2 Level 3

0

1

1110

110

10

1111

1110

110

10

0

11

10

0

1111
 

Figure 3.1.1: T-code synchronization tree 

Following a synchronization loss, the decoder will revert itself to the lowest 

level code word state, level 0. Once in level 0, the decoder moves onto the next 

level upon the receipt of any non-prefix element �� � ��	�� , where �  is the 
element used as the prefix. In the above example the decoder moves to level 1 

upon receipt of 0. Otherwise the decoder must remain in the current level. 

Thus any non-prefix element � � ��	�� acts as a synchronizing pattern. Once 
the highest level of code word state (corresponding to the degree of 

augmentation of the final set) is reached, synchronization is assured. In the 

example, using the set �������
�, we assume that a synchronization loss is 
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occurred and the decoder is reverted to level 0. In level 0 a receipt of 0 will lead 

to a transition to level 1. In level 1 receipt of 10 or 11 will lead to a transition to 

level 2. In level 2, a 110, 1110 or 1111 will carry the decoder to next level. Now 

this is the highest codeword state, at which time the synchronization process 

will, with certainty, be known to be complete. From the example we can see 

that any non prefix element that belongs to the code set ��	��  acts as a 
synchronizing pattern, thus assuring resynchronization at the decoder. 

3.1.2. Selection of T-Codes 

When performing T-augmentation, choosing shorter code words as the prefix 

may not yield best results in terms of compression, because a tree suitable for 

uniform distribution is generated. Choosing longer code word as the prefix may 

not also yield good compression, because a tree suitable for skewed 

distribution is generated. Selection of best T-codes is an important step when 

using T-codes as entropy codes. In [51], Higgie proposed an algorithm to select 

database of best T-codes. These databases are derived using a complex 

algorithm that calculates the ASD of all the T-codes up to augmentation level of 

8. In this work we proposed a novel T-code selection algorithm that is simple to 

implement. 

Selection Algorithm: The novel selection algorithm was developed on the basis 

of observations made on T-augmentation. The key observations are  
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• (1) Choosing longest codeword for T-augmentation results in a 

highly skewed tree  

• (2) Choosing the shortest codeword results in a balanced tree 

(equal-length code), suitable for uniform distribution 

• (3) We can use an idea similar to Binary Search to select the best 

T-Code for a given input 

Let 9� be average code length. The important steps that were implemented in 

our T-code selection algorithm are organized as 

• Step 1: 9� � Compress input using (1);  

• Step 2: 95 � Compress input using (2);  

• Step 3: 9: � Compress input using the median codeword for the 

T-augmentation; 

• Step 4a: If �9�� �;� �9:���OR  ��9�� �$�9�: ��;� �9�5 $�9�:��� 
• Repeat (1) to (4) between 9�: and 9��  (That is, use 9�� �� � 9�� , 9�5 �� 9�: ) 

• Step 4b: If �9�5 ��;� �9�:� OR  ��9�5 �$ �9�: ��;� 9�� ��$ �9�:�  
• Repeat steps 1 to 4 between 9�:  and 9�5   (That is, use 9�� ��9�:, 9�5 �� � 9�5) 

• Step 4c: If �9�� �� 9�: �� 9�5��� 
• Stop. Use T-code at 9�:   as the coding tree. 
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Thus, at the stopping stage, we have only one code tree. The time taken would 

be logarithmic. 

Figure 3.1.2 shows the ideal case for selection T-codes, where T-code set 

formed by using codewords of length 9: as prefix is selected.  
 

Root

0
1

10
11

110
111

1110 1111

Root

1
0

01 00

100101

11

 

              Figure 3.1.2: Ideal case for selection of T-codes. 

 

Figure 3.1.3 shows a case where the range between 9� and 95 has been reduced 
by applying proposed T-code selection algorithm. The algorithm is recursively 

applied until 9� and 95 are converged to a single point 9:, which would be the 
best T-code set to use. 
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Root

0
1

10
11

110 111

1110 1111

Root

1
0

01 00

100101

11

 

              Figure 3.1.3: Reduced range after applying proposed algorithm 

 

3.2. Huffman Codes 

Huffman Coding is a prefix-free entropy coding algorithm invented by David A. 

Huffman in 1952 [57]. Huffman coding is known for its optimum compression 

efficiency for a symbol to symbol coding with a known probability distribution. 

Huffman codes are efficient when the probability of each symbol is negative 

power of two (i.e., dyadic distribution). The worst case performance of a 

Huffman code is found when the probability distribution is given by �� � -0�, for 
the ith symbol. Almost all the compression techniques including JPEG [1] uses 

Huffman coding for compression. Many researchers have extensively studied 

Huffman codes due to its best compression performance and thus various 

variations and modifications have been proposed [57], [62], [58], [59], [61], [60].  
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Binary Huffman Codes. 

Huffman codes aim at achieving a minimum redundancy codes by minimizing 

the average message length. According to [57] the following restrictions are 

made to a code to achieve minimum redundancy 

(1) No two messages will consist of identical arrangements of coding digits 

(2) Once the starting point of a message sequence is known, no additional 

information should be required to know where a particular message code 

ends or begins. 

(3) If there are N messages and P is the probability distribution of the N 

messages. The messages are assumed to be ordered in such a way that 

 <��� = <�-� = <�>� = ? �<�
 $ �� = <�
� 
For a minimum redundant code the additional condition is 

9��� @ 9�-� @ 9�>� @ ? 9�
 $ �� � 9�
� 
(4) At least two of the messages with code length L(N) should have codes 

that are alike except for the last bit. 

 

The design of basic binary Huffman codes follows the above restrictions to 

obtain a minimum redundancy code or optimum code [57]. According to the 

restriction (3) the least two probable messages should have equal length codes. 

Restriction (4) makes it necessary that the last digits of codes of Nth and (N-

1)th messages are 0 and 1. Though the codes of the least probable messages  
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are undetermined it can be said that the codes of these messages are 

equivalent to a single message and its code will be the common prefix of order L 

(N-1) of these two messages. And its probability should be the sum of the two 

messages from which it was created. The least probable messages are then 

replaced with their composite message whose probability is the sum of the 

probabilities of the two messages. The messages are again ordered in 

descending order of their probabilities. The codes of each of the least 

probability messages are assigned to be 0 and 1. This technique is applied 

again and again until the number of messages becomes two. The sum of 

probabilities of these two messages should be 1 which can also be called as 

root. The code for each message can be obtained by tracing the path to the 

message from the root. The above explanation could be better understood with 

the help of an example. Let us assume that the messages are S= {A, B, C, D, E} 

with the probability distribution of {0.4, 0.25, 0.15, 0.1, 0.1}.  The schematic of 

the method is shown in Figure 3.2 

 

 

Figure 3.2: Huffman Coding Procedure. 



Chapter 3 Comparative Study of T-Codes and Huffman Codes 

 
39 

 

 

Figure 3.3: Huffman Tree Construction 

 

Figure 3.3 shows the construction of a Huffman tree for assigning the 

codewords to each of the messages. The truncated leaf nodes are the generated 

Huffman Codes which are assigned to the messages or the symbols.  

The Huffman table can be generated using the methodology explained. 

 

Table 3.2: Huffman Table 
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Table 3.2 shows the average length of a code in a Huffman encoded data.  

Almost all VLCs exhibit synchronization properties up to some extent. 

Huffman’s coding design makes it optimum as per compression efficiency is 

concerned, but provides no assurance on as to how the decoder reacts to the 

channel errors. The Performance of Huffman against T-codes in various aspects 

like Average Synchronization Delay (ASD), PSNR, MSE, MAE, Compression 

rate, and encoding-decoding times is studied in this work. The details of the 

work and the results obtained are presented in the next section of the chapter. 

 

3.3. Details of the Comparative study  

The efficiency of Huffman coding and T-codes are studied in this work. A 

comparative study is done in various aspects, especially in the self-

synchronizing aspect. The study shows the behavior of both Huffman codes 

and t-codes in an erroneous environment. The various aspects studied are 

briefly discussed in this section. 

Compression ratio or Compression rate: is an important parameter when 

measuring the efficiency of a compression scheme. In Image Compression, 

Compression rate is measured in terms of bits per pixel (bpp) Huffman coding 

gives optimum performance in terms of compression. T-codes also exhibit good 

performance in compression aspect, which is close to that of Huffman coding.  
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Encoding and Decoding Times: are another set of parameter that decides the 

applicability of a scheme in real life environment. The computational and 

operational complexity of encoder and decoder is a major factor when designing 

a model. Due to the design structure of T-codes, they show a higher encoding 

and decoding time when compared to that of Huffman coding.  

Average Synchronization Delay: The main purpose of this study is to analyze 

the performance of T-codes over Huffman codes in the aspect of 

synchronization and hence error resilience. The efficiency of synchronization 

can be measured in terms of Average Synchronization Delay (ASD). 

Synchronization Delay is defined as the number of bits or symbols after which 

the decoder regains synchronization. G. R. Higgie studied T-codes from the 

ASD point of view in [56], in which he calculates ASD and standard deviation of 

SD when a single bit error is occurred in a compressed pdf data.  In this work 

we have studied the ASD aspect of T-Codes in comparison with Huffman codes 

and also the variations of ASD against different parameters like Average length 

of the code, Different error rates, and Entropy are studied. T-Codes show a 

clear dominance over Huffman coding in this aspect. From this result comes 

the motivation for the usage of T-Codes in the application of multimedia 

transmission where synchronization property is very much needed, which is 

also one of the major contributions of this work. 

Quality Analysis: The effect of superior performance in synchronization and 

thus error resilience is reflected in the decoded image at the decoder. Peak  
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Signal to Noise Ratio (PSNR), Mean Square Error (MSE), and Mean Absolute 

Error (MAE) are the three major parameters that indicate the closeness of the 

reconstructed image to the original image. All three performance parameters 

are studied against different error probabilities for both Huffman Coding and T-

coding.  

Visual Comparison: “A Picture is worth a thousand words.”  The visual results 

tell us much more about the performance of an image transmission system. 

Reconstructed images were plotted against different error probabilities for both 

Huffman coding and T-Coding. 

From the results obtained in this detailed study, it can be said that in 

situations where codeword synchronization is needed, T-Codes can be used 

instead of Huffman Codes without sacrificing much coding efficiency. A 

detailed analysis with the help of the results obtained in the study is shown in 

the next section of this chapter. 

3.4. Results of the Study 

The Main objective of this study is to demonstrate the superiority of T-Codes 

over Huffman Codes in synchronizing the decoder without much compromise 

in compression efficiency. The parameters used to analyze this performance are 

MSE, PSNR, MAE, ASD, and Compression Ratio.  
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In all the following equations x is the original image pixel and x’ is the 

reconstructed image pixel. M and N are the dimensions of the Image  

MSE: Mean square Error, MSE is calculated by using the formula shown below 

          MSE =
�5AAB �:C D D ��E�/ $ �′E�/�5C0�/1�:0�E1�                       (3.3) 

PSNR: Peak Signal to Noise Ratio, PSNR calculation is shown below 

                                        PSNR = 10FGH��� �:IJ�                                                      (3.4) 
MAE: Mean Absolute error, the formula to calculate MAE is given below 

              MAE = 
�:C D D ���E�/C0�/1�:0�E1� $ �KE�/��                        (3.5) 

The experiments were performed in a MATLAB 7.0.1 environment, using a PC 

running at 1.2 GHz, with 512GB of RAM. 

 

3.4.1. Results for Encoding Time and Decoding Time 

Table 3.3 shows the encoding time of both Huffman and T-codes calculated for 

three sizes of images. The time shown is in seconds. A matlab command 

cputime is used to calculate the time taken to encode and decode. 
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Table 3.3 Encoding Time in seconds 

Table 3.4 shows the decoding time for Huffman coding and T-codes.  

 

Table 3.4 Decoding Time in seconds 
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3.4.2. Results for Compression Rate 

Compression Ratio is the measure of compression efficiency of a coding scheme.  It is 

defined as   

CR = (Original Image Size) / (Compressed Image Size). The Higher the compression 

ratio, the higher is the compression efficiency. Huffman codes are known for their 

optimum compression efficiency. In table 3.5 compression ratios of Huffman codes, T-

codes (shortest code word prefix), T-codes (Proposed Selection Algorithm) and T-codes 

(Longest code word prefix) are shown. 

 

 

Table 3.5 Compression Ratio 
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3.4.3. Results for PSNR, MSE, MAE 

 

PSNR, MSE and MAE are the quality measures for the reconstructed image. 

PSNR and MSE show a similar picture of the quality performance. MAE shows 

the absolute difference between the original image and the reconstructed 

image. Figures 3.4.1 - 3.4.4 show the plot of PSNR vs. Error Rate. The plot 

shows the variations of both Huffman and T-codes. It can be observed that the 

T-Codes show better PSNR when compared to Huffman codes.  

 

Figure 3.4.1 Variation of PSNR with Error Rate for Lena 
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Figure 3.4.2 Variation of PSNR with Error Rate for Baboon 

 

 

Figure 3.4.3 Variation of PSNR with Error Rate for Cameraman Image 
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Figure 3.4.4 Variation of PSNR with Error Rate for Airplane Image 

Figures 3.5.1-3.5.4 shows the plot of MSE against the Error rate for both the 

schemes.

 

Figure 3.5.1 Variation of MSE with Error Rate for Lena Image 
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Figure 3.5.2 Variation of MSE with Error Rate for Baboon Image 

 

Figure 3.5.3 Variation of MSE with Error Rate For Cameraman Image 

 

10
-6

10
-5

10
-4

10
-3

10
-2

0

1000

2000

3000

4000

5000

6000

7000

8000
MSE For Baboon

Error Probability

M
S
E

T-Codes

Huffman

10
-6

10
-5

10
-4

10
-3

10
-2

0

500

1000

1500

2000

2500

3000

3500
MSE For Cameraman

Error Probability

M
S
E

TCodes

Huffman



Chapter 3 Comparative Study of T-Codes and Huffman Codes 

 
50 

 

Figure 3.5.4 Variation of MSE with Error Rate For Airplane Image 

Similar to the PSNR response, T-Codes show better MSE in comparison with 

Huffman Codes. Figure 3.6.1-3.6.4 shows the plot of MAE vs Error rate for 

both Huffman and T-codes.  

 

Figure 3.6.1 Variation of MAE with Error Rate for Lena Image 
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Figure 3.6.2 Variation of MAE with Error Rate for Baboon Image 

 

Figure 3.6.3 Variation of MAE with Error Rate For Cameraman Image 
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Figure 3.6.4 Variation of MAE with Error Rate For Airplane Image 

By observing the above results one can say that the performance of T-Codes is 

good when compared to the standard Huffman codes.  
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3.7.1-3.7.4 show the plots of ASD versus error rate, both Huffman and T-Code 

behavior is shown. 

 

Figure 3.7.1 Behavior of ASD against Error rate for Lena Image 

 

Figure 3.7.2 Behavior of ASD against Error rate for Baboon Image 
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Figure 3.7.3 Behavior of ASD against Error rate for Cameraman Image 

 

 

 

Figure 3.7.4 Behavior of ASD against Error rate for Airplane Image 

10
-6

10
-5

10
-4

10
-3

10
-2

1

1.5

2

2.5

3

3.5

4

4.5

5
Behaviour of ASD against Error for Cameraman

Error Probability

A
S
D

 

 

TCodes

Huffman

10
-6

10
-5

10
-4

10
-3

10
-2

1

1.5

2

2.5

3

3.5

4

4.5

5
Behaviour of ASD against Error for Airplane

Error Probability

A
S
D

 

 

TCodes

Huffman



Chapter 3 Comparative Study of T-Codes and Huffman Codes 

 
55 

 

3.4.5. Visual Results 

For any kind of image coding scheme, visual analysis is very necessary because 

things which cannot be explained using mathematical analysis can be easily 

analyzed by visual perception. The following figures show some reconstructed 

images reconstructed from the two schemes in focus, Huffman codes and T-

Codes. It can be observed from the figures that T-Codes are more resilient 

against errors than Huffman codes. Figures 3.8.1-3.8.4 shows the images of 

Lena that were reconstructed using both the schemes at different error rates.  

 

Figure 3.8.1 “Lena” Reconstructed by Huffman coding and T-coding at different error rates 
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Figure 3.8.2 “Baboon” Reconstructed by Huffman coding and T-coding at different error rates 

 

Figure 3.8.3 “Cameraman” Reconstructed different error rates By Huffman Codes and T-Codes 
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Figure 3.8.4 “Airplane” Reconstructed different error rates by Huffman Codes and T-Codes 
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Chapter 4 

 

Error Resilience Using Edge-Based Data Hiding 

 

4.1. Data Hiding Concept 

 

Data hiding is the process of hiding some side information invisibly into host 

data. Data hiding has been used in many applications like covert 

communications, copyright protection, and content authentication [37], [39], 

[8]. Error concealment in multimedia communication has become a new 

application of data hiding in recent years.  

In general original image data is unavailable at the decoder side; the only data 

available would be the correctly received data around the damaged data. If we 

could estimate some features from the correctly received data before-hand, it 

would be useful for a better concealment of the damaged blocks. The purpose 

of data hiding in error concealment is to hide some important features of the 

original data into itself and using them at the decoder end for concealing the 

error. Many methods were proposed on how to hide the data into the host 

signal [44], [45]. In our approach, we use ‘odd-even’ method [49], in which the 

non-zero low frequency AC coefficients are modified to achieve data hiding. If  
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the data to be embedded is ‘0’ then the AC coefficient is modified to an even 

number, otherwise it is modified into an odd number. It can be generalized as          

                     pi���hide��qi���ri��
� ST� % ��  U�T� V 
�W)X��T� $ Y��Z[X- \ 
T� $ ����������� U�T� ; 
�W)X��T� $ Y��Z[X- \ 
T� �����������������������������������������������������������]^_`Ya b` c 

here pi and qi are ith AC coefficients of the received and original images 

respectively, ri�is the message bit to be embedded. We have chosen to use the 

‘odd-even’ method mainly because of its simplicity and flexible nature.  

Usually in all the previous works proposed on data hiding (for example see 

[11]), features extracted from a block are embedded into its surrounding block 

and is transmitted. Since the transmitted bit stream could experience a lot of 

channel errors, the hidden data may also get corrupted in the process. This 

may result in improper detection of the hidden feature and thus improper 

correction of error. In our approach we propose a novel scheme, in which we 

embed features of a block into three other blocks which are far away from each 

other using a novel data scrambling method. This way even if hidden data from 

one of the blocks is damaged, it can be retrieved from the other two blocks. 

This data scrambling method is also used in the detection of error which is 

explained in detail in the next section.  
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To implement the novel data scrambling method, we created a scramble table 

that shows, for each block in an image, the set of three blocks in which data of 

the particular block should be embedded.   

 

P

T

Q

R

‘000110’

8X8 Blocks

 

Figure 4.1 Novel Scrambling technique 

 

Figure 4.1 shows an example of the data scrambling approach. Let the feature 

extracted from an 8x8 block ‘P’ be assigned a binary code ‘000110’.  By looking 

up the scramble table it can be determined that the set of three blocks in which 

the data from ‘P’ is to be embedded are Q, R, and T. As you can see the 

scramble table is created in such a way that all the three blocks in a set are far 

from each other. This way a burst error involving one of the blocks does not 

affect the other two blocks. Finally after the features of all the blocks have been  
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embedded into other blocks, each block now holds hidden information of three 

other blocks. Figure 4.2 shows a view of a block after the scrambling and 

embedding process.  

0 1 0 0 0 0 0 1 1 1 0 0 1 1 1 1 1 0

Significant 

AC 

Coefficients
Embedded 

bits

Data from block ‘A’ Data from block ‘B’ Data from block ‘C’

 

Figure 4.2 Example of a DCT block with embedded bits. 

 

The first two AC coefficients are left untouched when hiding the data because 

they are assumed to contain most of the information of all the AC coefficients. 

In our approach we use 6 bits to represent the feature of the block, as shown 

in Figure 4.3.  

4.2. Edge-Based Error Detection 

In the above discussion we referred to embedding a particular ‘feature’ of a 

block into other blocks. It is very important to determine what kind of feature 

we need to embed in order to achieve a better error detection and error 

concealment. A natural image consists of high variations in intensities 

especially due to edges etc. and ordinary bilinear interpolation may not yield 

better results when interpolated across edges. A bilinear interpolation which is  
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edge directed, that is, interpolation along the edge direction yields better 

results [5]. A prior knowledge of edge direction will thus improve efficiency of 

concealment. So we consider edge information as the ‘feature’ to be embedded.  

Error detection is a major step before going into concealment of the error. A 

good error detection scheme promises better concealment. In our approach we 

make use of the same embedded data to detect the errors and to conceal the 

errors.  

Edge Pattern Classification: Firstly, we know that edges may be in different 

directions, so our approach makes use of an edge-pattern classification scheme 

that classifies edges into different classes based on their direction. The different 

edge patterns considered in this work are shown in figure 4.3.  

 

Figure 4.3 Different types of edge patterns 
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Each edge pattern is assigned a binary code. Edge patterns of all the blocks in 

an image are estimated and the corresponding binary code is then embedded 

into three different blocks using our novel scrambling algorithm. The image is 

then transmitted over a potentially noisy channel where it gets degraded due to 

the channel errors.  After receiving the image, the decoder starts to de-embed 

the hidden data from all the blocks. The decoder can de-embed all the three 

copies of the embedded data of a particular block. By using the scramble table, 

the decoder can determine the locations of the three copies of embedded data 

of a particular block. The decoder compares all the three copies and determines 

the edge direction of the block by taking the majority of the copies. Figure 4.4 

shows the general block diagram of edge-based data hiding.  

 

 

Figure 4.4 Edge-Based Data Hiding 
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For example, let us consider that the edge information of a block ‘P’, ‘000100’, 

has been embedded into a set of three blocks Q, R, and T. Suppose  a block, 

say, Q has been damaged due to the channel error and R, T are correctly 

received, as shown in Figure 4.5. The de-embedded information obtained from 

Q will be different from that of R and T. So the decoder determines that the 

block Q is an erroneous block, accomplishing an important task of error 

detection.  

0 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 1

Data Supposed 

to be from  ‘P’

0 0 1 0 1 0 0 0 0 1 0 0 0 0 0 0 1 1

Data from ‘P’

0 1 1 0 1 0 0 0 1 1 1 0 0 0 0 1 0 0

Data from ‘P’

De-embedded ‘R’

Block

De-embedded ‘Q’

Block (In error)

De-embedded ‘T’

Block

Data from P is  ‘000100’

 

Figure 4.5 Error detection by comparison of the three copies 

 

To determine the edge direction of block ‘P’, the decoder uses a majority rule 

between the three copies of embedded data obtained from Q, R, and T. since R 

and T are received correctly, the de-embedded data should also match with 

each other. The decoder now can say that the de-embedded data from R and T 

corresponds to the edge direction of the block ‘P’. Here we assume that only  
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one of the blocks that carry the same embedded information is damaged. The 

process can be illustrated using a flowchart as shown in Figure 4.6. The Flow 

chart shows a sequence of operations performed by the decoder to detect and 

correct errors. 

 

 

 

Figure 4.6 Flow chart of Decoder operations. 
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4.3. Edge-Based Interpolation 

 

After the successful detection of errors, the next step would be concealing the 

errors. The most basic technique used to conceal an error is bilinear 

interpolation in the spatial domain. In this method the lost pixel is interpolated 

using the four nearest neighbors in all four directions. The averaging is done 

on weight basis; the weights are dependant on the respective distances of the 

neighboring pixels from the lost pixel. Closer pixels are given more weightage. 

However, due to high variations of intensities in an image, ordinary spatial 

interpolation does not always produce good results, especially across edges. 

Therefore interpolation is done in the direction of an edge. Figure 4.7 shows the 

basic bilinear interpolation and basic directional interpolation. 

 

Figure 4.7 Basic bilinear interpolation, directional interpolation and Edge-directed Interpolation 
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In Figure 4.7, the dark circle corresponds to the pixel to be interpolated and 

the hollow circle indicates pixels used for interpolation. As explained in the 

previous section the edge information is embedded into the AC coefficients of 

the original image and is transmitted over a channel. At the receiver end, the 

hidden data is retrieved and is utilized in the error concealment. The block 

diagram of the proposed approach is shown in Figures 4.8 and 4.9. 

 

 

Figure 4.8 Encoder end operations 
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Figure 4.9 Decoder end operations 
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In our approach we use odd-even data hiding technique to embed edge 

information at the encoder. The error detection is done using a novel scheme 

explained in the previous section. Once the error detection is done, edge blocks 

are identified from the erroneous blocks and their corresponding edge direction 

is obtained from the hidden data. The error concealment is done using directed 

interpolation along the edge.  Erroneous smooth blocks are corrected using 

normal bi-directional interpolation technique. Each pixel in the erroneous 

block is interpolated depending on the edge information in as shown in Figure 

4.10 

 

Figure 4.10 Linear Interpolation for smooth blocks and for edge blocks 

 

Let p be the lost pixel in an 8x8 block and p1, p2, p3, p4 be the nearest 

neighbors from all the directions, d1, d2, d3, d4 being the respective distances 
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from the neighbor pixel to the lost pixel p. In the bilinear interpolation 

technique the lost pixel p is replaced with the weighted average of all the four 

nearest pixels as follows 

� � � �X� � ��� % �X- � �-� % �X> � �>� % �Xe � �e�X� % X- % X> % Xe  

For an edge directed interpolation only the nearest pixels that are in the 

direction of the edge are considered for the interpolation.  

� � � �X- � ��� % �X� � �-�X� % X-  

For each given edge pattern, we have a corresponding set of neighboring pixels 

and their respective weights based on the distance from pixel under 

consideration. 

4.4. Results 

The quality performance of the scheme is tested by calculating the PSNR before 

interpolation and after interpolation.  In Table 4.1 PSNR 1 represent the PSNR 

after the interpolation and PSNR 2 represent PSNR before the interpolation 

when no protection is provided.  
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Table 4.1 PSNR values before and after the edge-directed Interpolation 

 

We captured some erroneous 8x8 blocks before the interpolation and after the 

interpolation to show the performance with respect to visual quality. The 8x8 

blocks are taken from Lena image.  

 

Figure 4.11 Zoomed 8x8 Block from Lena 
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Figure 4.12 Zoomed portion of Lena containing an erroneous 8x8 block 

 

 

 

Figure 4.13 Zoomed portion of Lena Image containing an erroneous 8x8 block 
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The above figures 4.11-4.13 show that the edges are interpolated along their 

direction. The above results show that our scheme produces good results 

making use of the edge-based interpolation. 

4.5 Comparative results 

For measuring the comparative performance, we take results from algorithms 

previously implemented and compare them with the results we obtained. 

Table 4.2 shows the comparative PSNR results calculated when a Lena Image is 

transmitted over a noisy channel with error rate 10-3. 

 

 

 Table 4.2 Comparative PSNR results at error rate 10-3 
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Chapter 5 

Conclusions 

 

An image error concealment method, which achieves error detection and image 

reconstruction using data hiding, is proposed. A novel data scrambling scheme 

is proposed in order to achieve error detection and also to protect the hidden 

data. We have also studied the synchronization performance of two entropy 

coding schemes, namely T-codes and Huffman codes.  

Simulations show that T-codes give better synchronization performance when 

compared to Huffman codes, with some sacrifice in compression efficiency. 

Motivated by these results, we have chosen to use T-codes as the entropy 

coding technique in our error concealment method. The reconstructed image is 

recovered after channel error using edge-based interpolation. The edge 

directional information is transmitted to the receiver by hiding it in the DCT 

coefficients. A novel scrambling algorithm is proposed to detect the errors in 

the received bit stream and also to protect the hidden data. Simulation results 

on images transmitted over a binary symmetric channel (BSC) using T-codes 

and edge embedding algorithm, demonstrate the performance of the proposed 

scheme.            
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The proposed algorithm uses a simple augmentation of T-codes, where the T-

codes tree expansion is limited. To increase the number of T-codes generated, a 

higher augmentation level can be chosen. To improve the compression 

performance of the scheme, best T-codes can be chosen from the huge code set 

generated from the higher augmentation of T-codes. We developed a novel 

algorithm for the selection of best T-codes. Our selection algorithm achieved 

good compression results that are comparable to that of Huffman codes. 

In its current form, the protection of DC coefficients is one limitation 

acknowledged in the proposed work. The proposed scheme can be made more 

efficient by adding some kind of FEC to the DC coefficients of the image blocks. 

The results obtained are encouraging for further study on the edge embedding 

algorithm using data hiding for video signals transmitted over real channels. 
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