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Abstract

Explanatory and Causality Analysis in Software Engineering

Yasser Ali Alshehri

Software fault proneness and software development efforts are two key areas of software
engineering. Improving them will significantly reduce the cost and promote good planning
and practice in developing and managing software projects. Traditionally, studies of software
fault proneness and software development efforts were focused on analysis and prediction,
which can help to answer questions like ‘when’ and ‘where’. The focus of this dissertation is
on explanatory and causality studies that address questions like ‘why’ and ‘how’.

First, we applied a case-control study to explain software fault proneness. We found
that Bugfixes (Prerelease bugs), Developers, Code Churn, and Age of a file are the main
contributors to the Postrelease bugs in some of the open-source projects. In terms of the
interactions, we found that Bugfixes and Developers reduced the risk of post release software
faults. The explanatory models were tested for prediction and their performance was either
comparable or better than the top-performing classifiers used in related studies. Our results
indicate that software project practitioners should pay more attention to the prerelease bug
fixing process and the number of Developers assigned, as well as their interaction. Also,
they need to pay more attention to the new files (less than one year old) which contributed
significantly more to Postrelease bugs more than old files.

Second, we built a model that explains and predicts multiple levels of software develop-
ment effort and measured the effects of several metrics and their interactions using categorical
regression models. The final models for the three data sets used were statistically fit, and
performance was comparable to related studies. We found that project size, duration, the ex-
istence of any type of faults, the use of first- or second generation of programming languages,
and team size significantly increased the software development effort. On the other side, the
interactions between duration and defective project, and between duration and team size
reduced the software development effort. These results suggest that software practitioners
should pay extra attention to the time of the project and the team size assigned for every
task because when they increased from a low to a higher level, they significantly increased
the software development effort.

Third, a structural equation modeling method was applied for causality analysis of soft-
ware fault proneness. The method combined statistical and regression analysis to find the
direct and indirect causes for software faults using partial least square path modeling method.
We found direct and indirect paths from measurement models that led to software postrelease
bugs. Specifically, the highest direct effect came from the change request, while changing
the code had a minor impact on software faults. The highest impact of the code change



resulted from the change requests (either for bug fixing or refactoring). Interestingly, the
indirect impact from code characteristics to software fault proneness was higher than the di-
rect impact. We found a similar level of direct and indirect impact from code characteristics
to code change.
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Chapter 1

Introduction

This dissertation offers four major contributions to two areas of software engineering.

The two areas of study are software fault proneness and software development efforts. Most

of the related works are focused on analysis and prediction. This area lacks of explanatory

and causality studies. This area also lacks systemic modeling techniques that can overcome

challenges associated with the nature of the software project data and provide explanatory

models to fit the data. The contributions aim to provide an explanatory approach using

methods that (1) consider main confounders1 and their interactions results in models that (2)

are not affected by multicollinearity, and (3) and are statistically fit for the data. So, models

can explain how different confounders and their interactions are affecting both software fault

proneness and software development effort. This can help software practitioners to improve

their practice in software development and testing, and in estimating the development effort,

which can significantly help to improve quality of software products and reduce the extra

cost that results from the inaccurate effort estimation or software faults.

1In this dissertation, depending on the specific approach used, we use different terms for independent
variables, such as metrics, exposure, confounders, and features.
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The contributions to these two areas include (1) an explanatory approach using a matched

case-control method in the software fault proneness area; (2) an explanatory approach using

a categorical regression method for modeling confounders and interactions of confounders in

the software development efforts area; and (3) use of the structural equation modeling SEM

as a causality modeling technique to explain software fault proneness and direct and indirect

effects of different metrics on software faults.

The first contribution of this work is to establish a methodology that can build a well-

fitting explanatory model to explain the main contributors of software faults from con-

founders (i.e., metrics) and interactions of confounders. The methodology is based on a

case-control study that accounts for exposure and matching between files in terms of their

size. Matching between files can potentially tighten the range of the upper and lower values

around the odds (i.e., the probability of success over the probability of failure). We tested

conditional logistic regression (CLR) algorithm to allow for matching between files based on

their size when the model was built. Further, interactions in the model gave more insight

and new explanations that have not been discussed in similar works [3, 4, 5, 6, 7, 8, 9]. The

selection of the initial set of confounders was based on the pair-wise correlation coefficients

between all pairs of confounders. We divided the data based on the postrelease bugs sta-

tus: (1) cases groups are files with one postrelease bug or more and (2) controls group are

files with no postrelease bugs. Then, sampling was made for the cases group, followed by

matching with files with the same size from the controls group. Then, the initial model was

tested for multicollinearity. Lastly, the backward elimination modeling was applied because

of the existence of interactions between confounders. The final model was measured for the

goodness of fit. We built a total of twelve models from twelve releases of Eclipse and Apache

projects. All final models were fit to the data and reported some consistent results across

all projects as discussed in more details in Chapter 3.

Second, we measured the prediction performance of the models built for explanatory

purposes. We used the same samples and the same models with their confounders and

interactions for this purpose. To evaluate the performance of the conditional logistic regres-

sion (CLR), we needed to compare the performance with other commonly used classifiers as

benchmark. However, for the other classifiers, we were not able to use the interactions of
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the confounders. Therefore, we used all the set of the change metrics for all other classifiers.

We also applied a new algorithm that accounts for confounders selection and shrinkage by

minimizing insignificant confounders’ coefficients to zeros and relied on the remaining met-

rics for prediction. This process can automate the manual selection of confounders that was

applied earlier and provide good predictions. The prediction performance of this algorithm

was compared with the performance of five top-performing classifiers in the area (i.e., logistic

regression, naive Bayes, decision tree J48, random forest, and decision list PART). The work

of this part is covered in detail in Chapter 4.

Third, we applied an explanatory study in the area of software development effort. This

area also lacks systemic modeling techniques that can overcome challenges associated with

the nature of the software project data and provide explanatory models to fit the data.

Software development effort, measured in man-hours, was discretized to ordinal format with

other selected independent confounders. The independent confounders were chosen based on

the early findings and popularity of the confounders in the related works. Other considera-

tions were made to treat missing data, study the association between independent metrics,

and test models for multicollinearity during the process of building the final models. Insignif-

icant interactions and metrics were eliminated to leave the model with only significant terms

(i.e., confounders and their interactions). The final models were tested for goodness of fit

and the ability of the final models to predict different classes for software development effort

were also considered using the most popular performance metrics. The findings regarding

the main confounders and interactions can be used by the software project managers and

practitioners to help to produce software products with less challenge concerning develop-

ment effort. The proposed methodology was applied to three open and private data sets,

which discussed in more detail in Chapter 5.

Last, we explored applying the causality concept in the software fault proneness area.

Causality is important because there is a clear distinction between correlation and causation.

We conducted a causality using one of the popular methods, structural equation modeling

(SEM) [10, 11]. We built our own methodology based on several aspects from earlier works.

The methodology leads to a final graphical causal model, which includes significant con-
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founders and underlying variables (i.e., latent variables) that cause the postrelease faults.

The final model was achieved after statistical analysis, model specification, estimation, and

model validation. The methodology of this work and the case study using the Eclipse project

are explained in Chapter 6.

The rest of this dissertation is organized as follows. A highlight on related studies from

all the areas, which includes (1) explanatory and prediction of software fault proneness,

(2) explanatory and prediction of software development effort, and (3) causality studies

are discussed in Chapter 2. In Chapter 3 we discuss the motivation, methodology, case

studies, and results of explanatory work proposed by this study using a case-control method.

The prediction of explanatory models and the comparison of prediction performance with

other classifiers including the Group Lasso regression algorithm are explained in Chapter

4. The explanatory and prediction studies for the software development effort are discussed

in Chapter 5, including the methodology and the case study of the three open and private

projects datasets. The causality study of the software fault proneness area is described in

Chapter 6. The threats to validity and future directions of research are discussed at the end

of each chapter. Last, the dissertation is concluded in Chapter 7.
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Chapter 2

Related Works

This chapter highlights related studies of the two areas: software fault proneness and soft-

ware development efforts. The chapter focuses on studies that used explanatory approaches

in the two areas. Further, it highlights some of the recent studies that applied different

approaches of predictions, including the performance they achieve from applying prediction.

Additionally, the chapter covers related studies that used the causality approach in software

engineering and in other fields. This chapter is organized as follows. The related works on

software fault proneness are discussed in Section 2.1. Then, the related works of explanatory

and prediction in software development efforts are discussed in Section 2.2. Last, the related

works of causality in software engineering and in other fields are explained in Section 2.3.

At the end of every section, we describe the novelty our work is adding to the specific area.
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2.1 Related Works on Software Fault Proneness

The studies focused on software fault proneness can be classified into three main cate-

gories: 1) studies focused on analysis [12, 13, 14, 15, 16, 17, 18, 19]; 2) studies focused on

prediction [20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31]; and 3) studies focused on explanatory

methods to identify impacts of metrics on the software fault proneness [3, 4, 5, 6, 7, 8, 9].

2.1.1 Analysis studies on software fault proneness

The first category is based on statistical and quantitative analysis to find relations be-

tween different metrics and software faults [12, 13, 14, 15, 16, 17, 18, 19, 32, 33]. Three

studies found that LOC are not associated with Postrelease bugs [12, 13, 14]. Other studies

found that LOC is negatively correlated with fault density [32, 33]. Fenton and Ohlesson

[12] did not find any relation between prerelease and Postrelease bugs using a dataset from

Ericsson Telecom. The study found that 72% to 94% of prerelease faults were detected in

files with no Postrelease faults. On a contrary, the two replicated studies [13, 14] found the

Prerelease bugs and Postrelease bugs are associated. The study [16] found that prerelease

and Postrelease faults are positively correlated. Other studies [17, 19] investigated where

faults are localized and a common source of failure. Two studies [30, 31] found that 75%

of software faults were localized in 20% of files. Misirli et al. [18] used the Spearman test

to explain the correlation between change metrics and faults of Eclipse 2.1 and 3.0. The

study found a high correlation between age (old files) and Prerelease faults. Additionally,

the study found a high correlation between number of revisions and the Postrelease faults.

A high correlation was found between the number of developers and Postrelease faults. An-

other statistical test (Mann Whitney-U) was used to examine the differences between two

groups of files (failure prone, and non failure prone) [15]. Code churn and complexity of the

code metrics were found to be statistically significantly different between the two groups.

The two metrics were highly associated with software faults on the Eclipse dataset and had a

low association in Microsoft Windows Vista. Other metrics were consistent in both systems.
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2.1.2 Software fault proneness prediction

The second category of related works dealt with predicting software fault proneness

[20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31]. Predictions were made using mainly two

types of modeling: numerical prediction or classification. Models used regression results in

numerical values for number of faults in a software unit. At the same time, the output from

classification models can tell us if the software unit is faulty or fault free.

Hall et al. [34] reviewed 208 papers in software fault proneness and investigated the

algorithms applied, metrics applied, and datasets used. In terms of the algorithms, LR

algorithm was used most often (in 40% of papers), followed by the NB algorithm, used in

25%. Other algorithms such as J48, neural networks, and RF were each used by around 8%

of papers [34]. Object-oriented metrics were used in 20%, followed by the static code metrics

used in 18%. Change metrics, a combination of static code (8%) and change metrics (8%),

LOC (8%), and source code (5%), came next. Regarding datasets, 50% of papers used the

Eclipse project, 13% used telecom project(s), 12% used Mozilla, and only 1% of papers used

Apache projects.

Analysis of specific metrics and their role in improving prediction performance was con-

ducted by [28, 29, 25, 35, 36]. Older files (more than a year in age) had fewer faults than new

files [28]. Another study [35] found that the number of developers has no impact on software

faults. Ostrand et al. [36] developed a prediction model that considered the developers

metric to find a number of faults related to every developer. Another two studies found

that using the summation of added lines and deleted lines as a code churn metric improved

prediction performance [29, 25].

Schröter et al. [20] encouraged to work in mining static metrics, change metrics, and

human-related metrics and used them to predict software faults. Zimmermann et al.[23]

built classification models for Eclipse releases 2.0, 2.1, and 3.0 and reported precision, recall,

and accuracy of all classification models using both file and package levels. The reported

accuracy was between 80% and 90%. At the file level, the recall values were very low, not

exceeding 30%, and the precision values were between 47% and 72% at the package level.

Catal et al. [37] investigated the effects of dataset size, metrics set, and feature selection
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techniques on software fault predictions, using NASA datasets from the PROMISE repository

and applying nine machine learning algorithms (e.g., J48, RF, NB). In terms of the AUC,

RF outperformed other classifiers when used with large datasets, and NB performed the

highest when used with small datasets.

Moser et al. [21] investigated whether change metrics provide better prediction than

static code metrics. The authors applied several machine learning algorithms to Eclipse

releases 2.0, 2.1, and 3.0 and found the change metrics provided better performance than

static code metrics on all datasets for all algorithms. Krishnan et al. [22] used change

metrics, the same Eclipse releases as [21] and another four releases (Europa, Ganymede,

Helios, and Galileo). The predictions were done at file level using the J48 algorithm. In a

follow-up work, Krishnan et al. [38] investigated whether the predictions of software fault

proneness improved as the Eclipse product line evolved. The study found that there was no

statistically significant difference between the AUC and the true positive rate (TPR) of the

top algorithms, including J48. Therefore, J48 was used, and its performance on releases 2.0,

2.1, and 3.0 was compared with the previous works [23, 21].

Gue et al. [39] analyzed the performance of RF with other machine learning algorithms

(e.g., logistic regression, J48, Naive Bayes, and random forest). The study used five datasets

from NASA project, applied different types of features (e.g., McCabe complexity, line count,

Halstead, branches count), and measured the performance using specificity, sensitivity, and

the probability of false positive. The random forest machine learning algorithm outperformed

all other machine learning algorithms. Lessmann et al. [40] proposed a framework for

bench-marking classification models for software fault proneness. The study applied 22

machine learning algorithms on ten public datasets from the NASA Metrics Data repository.

The main finding of the study was that there were no significant differences among the

performance of the top 17 algorithms (out of the 22 algorithms used) in terms of the AUC

values. Another benchmark study [41] that focused only on Bayesian networks machine

learning algorithms applied 15 BN machine learning algorithms to predict software faults

proneness using 11 NASA MDP datasets [41]. The study compared the performance of
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all machine learning algorithms using the ROC curve and H-measure metric. The study

found that augmented naive Bayes machine learning algorithms perform as well as or better

than naive Bayes machine learning algorithm. Another study [42] found that decision tree

regression performed better than other types of regression.

More recent works applied and proposed different methods for software fault prediction,

such as Bayesian networks [41, 43], deep learning [44], semi-supervised deep fuzzy clustering

[45], faults prediction after reducing irrelevant, redundant features, and using reliable features

[46, 47], back propagation neural networks [48], combining genetic algorithms with deep

neural network DNN in [49] and with back-propagation learning algorithm in [50], multiple

kernel ensemble learning [51], and non-negative sparse graph-based label propagation [52].

G-Lasso is an extension of the linear lasso regression that can be used for binary classi-

fication. Linear lasso regression and G-Lasso have been employed in different areas such as

medicine [53, 54, 55, 56], image processing [57, 58, 59], and finance [60]. The results of using

the linear lasso and G-Lasso in these other areas have been promising, which motivated us

to use the algorithm for software fault proneness prediction. To the best of our knowledge,

G-Lasso has not been used neither in software engineering in general nor for prediction of

software fault proneness in particular. Security classification was the closest area to ours

and used G-Lasso [61]. In [61], the authors applied lasso for binary and multiclassification

and found that it performed better than SVM and k-NN algorithms. The overall accu-

racy achieved by the binary classification with lasso was 78%, the recall was 89%, and the

precision was 79%.

In Chapter 4, we used CLR and G-Lasso algorithms for classification for the first time

in the area of software fault proneness prediction, and compared their performance to the

performance of five widely classifiers. We also explored performance at the data sets used.

Our work generalized the related work that did benchmarking analysis of different machine

learning algorithms [40]. The approach and comparison of all results with related studies

are covered in details in Chapter 4.
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2.1.3 Explanatory studies on software fault proneness

With respect to the explanatory studies, they aim to explain why things happen and

quantify the contribution of every confounder on software faults. This kind of studies has

been used widely in medical research to find how factors (such as smoking, or eating habits)

contribute to certain diseases, like cancer or heart problems [62, 63]. Several related works

exist in the area of software fault proneness [3, 4, 5, 6, 7, 8, 9].

Cataldo et al [3] investigated two areas of dependencies: logical dependencies and high

levels of work. The analysis involved measuring for VIF, to test for multicollinearity, and

a pairwise correlation test to test for the correlation between two different variables. The

model was built in a forward fashion, and the metrics were excluded based on the VIF values.

The initial model contained only the dependent variable and the intercept. Then, one metric

at a time was added to the initial model until the final model was reached. To measure the

impact of this metric, χ2, ∆χ2 were calculated along with the deviance percentage to measure

the goodness of fit of every model.

Following the same approach, another explanatory study by Shihab et al [5] was con-

ducted to find what confounders affect Postrelease faults. Using logistic regression, the study

started with 34 metrics from static code and change confounders and ended up with four

confounders that showed significant impact on Postrelease faults. Total lines of code and

prerelease bugs were found to be consistent in Eclipse 2.0, 2.1, and 3.0. Other confounders

were found to be highly significant in a single release such as the number of parameters,

number of static methods, and anonymous type declaration. Additionally, the study mea-

sured the performance of the reduced models and compare them with the models that used

all metrics. Recall and precision values were comparable between models with the complete

set of confounders and reduced models. Recall values ranged between 15.8 to 32.4% and

precisions ranged between 58.6 to 66.3%.

Bettenburg and Hassan [6, 4] explored human factors of developers and their impact

on software fault proneness using a similar approach. They considered confounders that

included in the content of messages exchanged between developers such as the amount of

source code, amount of patches, the amount of stack traces, and the number of URL links.
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Other factors related to the social structure, dynamics of communications, and workflow

measures were also considered. Both studies applied variance inflation factor VIF values

to test the multicollinearity by allowing variables with VIF values less than 10. The main

findings were: source code in the content increases faults by 67%, the number of patches

in the content increases software faults by 18 times, and consistent flow of the information

decreases software faults.

Human factor was also chosen as an area for an explanatory work in [7]. The study used

Openstack and Eclipse datasets to explain the relationship between human discussion and

software faults. Confounders in this research included the length of comments, number of

comments, time for discussion and experience of developers involved in the change process.

Experience of developers are found to reduce the risk for software faults. Positive words

between developers was considered in the model as a confounder but did not show any

significant impact on software faults. The model was built using the same method used

in [3] by applying logistic regression and diagnose multicollinearity using VIF values. The

model is validated using 10-k cross-validation and reported recall (ranged between 0.59-0.74),

precision (ranged between 0.37-0.82), the area under curve AUC (ranged between 0.56-0.71).

Explaining the software fault proneness on mobile applications was investigated in [8].

The selection of mobile applications of the study is based on their popularity, being open-

source, simplicity, and having a large code base. The source code confounders used in the

study were lines of code, coupling, cohesion, and platform (e.g., Android). The study applied

logistic regression to explain confounders and they applied VIF to asses multicollinearity and

eliminate confounders with VIF higher than 5. The results indicate that both platform and

coupling are statistically significant in most projects. The main finding was that cohesion

and coupling have the greatest impact to explain software fault-proneness.

Explaining log-related confounders (e.g., log density, logging level, and log lines) was an

area of study in [9]. The study applied logistic regression on Hadoop and JBoss software

projects to explain confounders that cause Postrelease faults. The main finding of the study

is that the log-related confounders improve the explanatory power by 40% along with the

static code and change confounders.
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Many empirical research works have been focused on software fault proneness. They were,

with only a few exceptions, descriptive and predictive in nature. Therefore, the confounders

that affect software fault proneness are still not well understood. Some of the reasons for the

lack of understanding are (1) relying on the one confounder at a time analysis method and

not considering the multicollinearity of several confounders, (2) no exploring the interactions

between confounders, and (3) relying on predictive models to conduct explanatory studies.

In our work, the selection of confounders is based on earlier findings and the results of the

pairwise correlation to eliminate high collinear confounders. We add the interaction of the

confounders in the model. Multicollinearity diagnosis test is used to test the initial model

which contained confounders and interactions. Then, the final model is achieved based on

a backward fashion, starting with the highest order term (interaction). A goodness of fit

model was applied to confirm that the elimination of each interaction does not affect the

reduced model. Another goodness of fit test was also applied to the final model, which was

not done in other previous related works. The motivation and the methodology of this work

are covered in details in Chapter 3.

2.2 Explanatory Work on Software Development Ef-

forts

Earlier research on prediction of software development efforts was based on three ap-

proaches. The first approach was based on expert judgment in estimation [64, 65, 66, 67].

The purposes of that research was to build accurate models based on expert judgment and

compare them with mathematical and machine learning models. The second approach was

to use a mathematical model to estimate the effort [68, 69, 70, 71, 72]. The most common

mathematical model is the COCOMO model [72], which uses the size of a project (measured

in thousands of coded lines) as the main parameter to estimate effort. The third approach
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was based on modeling techniques and used either analogy-based models (e.g., [73, 74, 75])

or machine-learning models (e.g., [76, 77, 78, 79]). Most of the research used the third ap-

proach because of its simplicity and low cost [80], specifically when applying several machine

learning methods to improve estimation.

Because our work falls into the third category, we focus on the related studies that applied

predictions to obtain an accurate estimation. Further, because we included interactions

of metrics in our model, we highlight some related studies that involved interactions for

prediction.

Angelis et al. [81] applied OLS on numerical and categorical data using ISBSG metrics.

Missing values were treated by elimination the complete row (i.e., list-wise deletion). They

used three numerical metrics: function points (Size), efforts, and max team size. The study

transformed data to a logarithmic format to obtain normal distribution and implement OLS

regression. The study used development-type and language-type metrics in a categorical

format. The study applied a correlation test using χ2 values, and highly correlated metrics

were eliminated. Briand et al [82] used OLS, ANOVA, CART, and analogy-based approaches

as well as a combination of methods (CART with OLS and CART with analogy). They used

the Laturi data set, which consists of 206 projects collected from companies from Finland.

They found that size, organization type, and target platform are the top prediction metrics,

and that the CART model performed better than other approaches for local or cross-company

projects. A replicated assessment work [83] used the same approaches that were used in [82]

with a multi organization software project data set. Size and maximum team size were the

two major overriding variables in all models. The results of the replicated work showed that

CART performed relatively poorly and the OSL model was sufficient to predict the effort.

OLS was also used in several other studies [84, 85, 64, 86].

Several other studies applied machine learning algorithms to predict efforts [87, 78, 88,

89, 76, 90, 91, 92, 77, 93]. Some studies proposed or applied single method of prediction,

and other applied several methods, ensemble methods, or methods applied on fuzzy decision

tree.
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Srinivasan and Fisher [87] applied regression tree and neural networks on COCOMO and

Kemerer’s data sets and compared their accuracy with different arithmetical models such as

COCOMO and Software Lifecycle Management SLIM. Kocaguneli et al. [75] proposed an

analogy-based method that outperformed linear regression and neural network estimators.

They applied the same method for the transfer learning methodology to estimate efforts.

Kumari and Pushkar [91] proposed cuckoo Search algorithm and hybridizes it with neu-

ral networks to improve the prediction of effort estimation. An estimation method based

on fuzzy logic was proposed in [94], and it shewed a significant improvement in prediction

compared to other studies. Sarro et al. [95] a genetic programming method on the Deshar-

nais, Finnish, and Miyazaki data sets, and they measured their performances using MMRE,

PRED(25), and MdMRE. The best results achieved for MMRE, MdMRE, and PRED(25)

were 0.51 in Miyazaki, 0.43 in Desharnais, and 0.32 in Miyazaki and Desharnais. A causal

discovery algorithm using a PC search algorithm was proposed in [79] to predict direct, in-

direct, and bi-directed edges between software efforts metrics. Sigweni et al. [96] applied

leave-one out cross validation method based on chronological orders of software projects (i.e.,

grow one at a time technique) and not based on random selection of projects for Desharnais

and Finnish data set. The study found that the proposed technique is more realistic than

the traditional method.

Baskeles et al. [89] applied neural networks, regression trees, and support vector regres-

sion for the NASA and Turkish industry data sets. Li et al. [90] used Neural networks and

regression trees on Desharnais and Maxwell data sets. Radinski and Hoffmann [76] applied

twenty-three machine learning methods (e.g., Bayes, lazy, rules, and trees) on four datasets

(i.e., COCOMO, Desharnais, Maxwell, and QQDefects) to predict software development

effort. Andreou and Papatheocharous [78] used fuzzy decision trees to predict cost on the

ISBSG data set. Huang et al. [88] proposed a model based on fuzzy decision trees for software

cost prediction for the COCOMO dataset. Kocaguneli et al. [97] applied ensemble methods

combining multiple learners with multiple preprocessing method and found that CART re-

gression ranked at the top. Elish [93] applied ensemble learning method using five classifiers

on five data sets. The result of the ensemble method outperformed the performance of indi-

vidual classifiers. Another ensemble method was developed by [98] and the study found that
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applying principle component analysis with the CART regression was ranked at the top of

all other methods. Several machine learning methods (i.e., k-NN, support vector regression,

multilayer perceptron, and decision trees) were applied in [92]. Nassif et al. [77] applied

four types of neural networks (i.e., multilayer perceptron, general regression neural network,

radial basis function neural network, and cascade correlation neural network) on ISBSG

data set. Jodpimai et al. [99] applied five data preprocessing techniques with five learning

techniques (i.e., regression analysis, support vector regression, classification and regression

tree, k-NN, and radial basis function). The study did not find a dominant learning that

outperformed all other algorithms.

In the area of software effort estimation, ordinal regression has been used once by [100].

In this study, the models were built for prediction and used on three data sets: Maxwell, CO-

COMO81, and ISBSG. The study used both categorical and numerical independent metrics.

The authors log transformed the size and duration metrics to gain normality in the distri-

bution. The response confounder, effort, was discretized to four levels in all data sets using

the equal frequency method. The learning model was developed using forty-two projects to

test ten projects. The authors evaluated the model using MMRE, PRED(25), hit rate, and

correct classification.

Some studies have considered the effect of metrics when they interact with each other.

Interactions were considered with a goal to improve the prediction. Three studies have used

interactions in prediction models [101, 102, 103].

Gray et al. [103] used logistic regression for three response metrics related to the over-

estimation, underestimation, and error estimation. For every model, the study developed

all possible scenarios including interactions of metrics. The goal of adding interaction was

to get the best fit model according to the Akaike information criterion (AIC). For all the

scenarios involving the three models, interactions did not improve the fit. Tsunoda et al.

[101] aimed to determine whether interactions can change accuracy by comparing them to

models without interactions. The study emphasized the necessity of using interactions to

improve prediction. However, not enough evidence was shown to prove the case. A slight
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improvement in performance occurred with NASA data set when the model used interac-

tions. Tsunoda et al. [102] investigated the role of moving windows in estimating efforts.

This involved interactions between size and timing (the age of the project). The results of

the interaction showed a slight improvement in the evaluation criteria for some cases.

Missing values are very common in software development estimation. Next, we highlight

the major treatments applied by studies in this field and their main findings. Strike et

al. [85] evaluated the use of several techniques: listwise deletion, mean imputation, and

eight different types of hot-deck imputation. The study found that hot-deck imputation

perform consistently with the highest precision and least bias compared to other techniques.

k-NN achieved better performance than toleration and mean imputation techniques in [104].

Another study [105] suggested the use of multinomial logistic regression over listwise deletion,

mean imputation, regression imputation, and expectation maximization for missing data

treatment with ISBSG projects. Song et al. [106] found k-NN to improve prediction models

built using the C4.5 algorithm. The study also found that the percentage of the missing data

should not exceed 40%. Idri et al. [107] studied three techniques of missing data treatment

(i.e., toleration, deletion, and k-NN) using two types of analogy models. The study found

that using k-NN can improve the performance of the models more than using toleration and

deletion.

Our proposed approach (in Chapter 5) shares a similar goal, which explains how specific

metrics and interactions contribute to the software effort. The involvement of the interactions

should add more explanations from the model unlike related works. In addition, we use

a holistic approach that includes a test for correlation, discretization of numerical data,

handling of missing values, multicollinearity, elimination of insignificant interactions and

metrics, and goodness of fit. The methodology and implementation of the three case studies

of different datasets are explained in details in Chapter 5.
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2.3 Related Works on Causality

Structural equation modeling (SEM) has not been used in the field of software engineer-

ing or in any closely related areas. However, this method has been used in many other

areas such as psychology (e.g., [11, 108, 109]), education (e.g., [110]), biology (e.g., [111]),

neuroscience (e.g., [112]), ecologic studies (e.g., [113]), accounting (e.g., [114]), marketing

(e.g., [115, 116]), hospitality management (e.g., [117]), operations management (e.g., [118]),

management information systems (e.g., [119]), and strategic management (e.g., [120]).

In [11], the SEM methodology was described as a guide for researches in psychology.

Martens [108] reviewed 99 papers published in the Journal of Counseling Psychology be-

tween 1987 and 2003. The study analyzed how researchers handled issues such as normality

and goodness of fit. For example, in nineteen percent of studies the authors discussed the

normality of their data. The goodness of fit test using χ2 was the most common approach,

reported by ninety percent of the studies. A comparative fit index (CFI) was used by sixty

percent of the studies, the Tucker-Lewis index (TLI) was used by forty-three percent of

the studies, and the root mean square error of approximation (RMSEA) was used by thirty-

eight percent of the studies. In the same domain, an earlier study [109] reviewed seventy-two

papers between 1977 and 1987.

Hair et al. [120] analyzed more than a hundred papers published in top-ranked journals

between 2000 to 2011 in the field of strategic management. The range of the number in-

dependent variables used in the surveyed papers was from seven to 114. The range of the

number of latent variables used in these papers was from two to thirty-one. The number of

variables per latent variable ranged from one to ten, with a median equal to three variables.

This indicates that more than fifty percent of the studies used no fewer than three variables

per latent variable, which is the recommended number.

Hair et al. [116] analyzed 204 studies published in the last thirty years in top-ranked

journals in the marketing field. The range of the number of latent variables was from two

to twenty-nine, with a median of seven. The number of variables per latent variable ranged

from one to twenty-seven, with a median of four. The total number of variables used in

the sample of papers ranged from four to 131, with a median of twenty-four. Henseler et
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al. [115] addressed the specific requirements and typical research problems of international

marketing using path modeling techniques. In the business intelligence field, Jakli et al.

[121] used partial least squares (PLS) in an SEM model to analyze the interrelated role

of compatibility in predicting business intelligence and analytics, finding that compatibility

perceptions have a direct positive impact on use intention.

Kaufmann and Gaeckler [122] analyzed seventy-five papers published in top-ranked jour-

nals between 2002 and 2013 in the field of supply chain management. The number of latent

variables in analyzed studies ranged from three to twenty-one, with a median of six. The

number of structural model relations (i.e., relations between latent variables) ranged from

three to twenty-five with a median of eight.

Ringle et al. [119] surveyed 109 papers from journals on information technology and

management information system. The number of latent variables used in these studies went

from three to thirty-six, with a median of seven. The number of structural models relations

ranged from two and sixty-four, with a median of eight. The median number of variables

used with every latent variable was three. The total number of independent variables ranged

from five to 1,064, with a median of twenty-six independent variables.

Ali et al. [117] reviewed hospitality management journals published from 2001 to 2015.

A total of twenty-nine papers were reviewed in this study. The sample sizes used in reviewed

studies ranged from 106 to 1,500 observations. The number of latent variables ranged from

three to twenty, with a median of seven. The number of structural paths ranged from three

to twenty-four, with a median of six. The total number of independent variables ranged

from twelve to seventy-eight, with a median of twenty-two.

Peng and Lai [118] reviewed forty-two papers from the top eight journals in operations

management field. The sample size for all papers ranged from thirty-five to 3,926 obser-

vations. In the management field, Kulikowski [123] applied SEM and found a direct rela-

tionship between pay for individual performance and work engagement. Additionally, the

authors found an indirect relationship between the two factors through pay satisfaction.
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Causal modeling using SEM has not been used in the software engineering field. However,

some related works used BN for prediction, network structure, and decision-making [124, 125,

126, 127, 43, 128, 129]. BN are famous of their ability to predict causal relationships for

continuous and discrete variables. Here, we discuss the studies in the field of software fault

proneness prediction, which was also discussed earlier.

Fenton et al. [124] reviewed methods used for software fault proneness prediction and

suggested using the BN method. The authors claimed that software faults are influenced by

other factors that are not related to code complexity, such as the difficulty of the problem

and analyst skill. In addition, using causal models could help understanding software faults

at every stage of the software development because the cost of defects differ at every stage.

The researchers also introduced a prototype model to explain how BN prediction can be

implemented. The study built a model with two stages of software development: the first

stage covers specification, design, and coding, and second stage covers the testing phase.

Another work by Fenton et al. [125] encouraged the use of BN to predict models to support

effective risk management and decisions. The researchers claimed that reliance on regression

model is not enough to explore all causal effects on software quality. In a follow up work,

Fenton et al. [126] used BN as a general approach that can be applied to any lifecycle, which

helped for decision-making purposes. The method was built to overcome the limitation of

earlier work [124, 125] by avoiding a separate model for each development lifecycle. The

general model can detect specification, development defects, and testing defects. Fenton et

al. [128] used BN to predict software defects and software reliability. The study emphasized

that any model using defects in one phase to predict defect at subsequent phase should

incorporate causal factors such as testing and quality levels. Therefore, the study applied

BN to predict post-release defects and reliability, taking into account the design process

quality and testing quality levels. The study [128] also used dynamic discretization approach

to improve the accuracy of software defect prediction.

Wagner [130] transferred the activity based quality models (ABQM) [131] to a BN model.

The main aim of the model was to provide quality managers with a systematic method to

conduct assessment and prediction. The study proposed a four-step approach for transferring

activity-based quality models to BN network. The four steps can be summarized as follows:
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(1) define the activity that was intended to be measured (e.g., maintenance), (2) define facts

and activities that are related, (3) add additional variables related to facts and activities, (4)

apply BN to predict the outcome of the model. The study pointed out that it is necessary

to answer questions like what variable is more important than others, which we trying to

address in this work and from our previous attempts of the explanatory work.

Other studies used BN for software fault proneness and reliability prediction [127, 43,

128, 129]. Van Koten and Gary [129] constructed a BN model using object-oriented metrics

for software maintainability prediction. The model was compared with other regression

tree and multiple regression models, and used absolute residual, magnitude of relative error

MRE, and pred measures to compare performance of all models. The study found BN model

outperformed the regression tree and multiple regression models. Pai et al. [127] realized the

importance of validating relationship of performance measures with external quality metrics.

The study built a model using two response variables (i.e., fault proneness and fault content)

and seven independent variables from the object-oriented static code metrics [127]. The study

did not consider direct effect between independent variables and the response variables, and

did not consider the indirect effect. Okutan and Olcay [43] used object-oriented metrics on

Promise data repository to predict software fault proneness. The study built a causal model

for every data set used based on score system of association between every pair of metrics.

The study eliminated metric based on the score result, which suggested no association of

the eliminated metrics with any other metric. The study showed some of the direct and

indirect effects between some of the object-oriented metrics used. The study did not include

change metrics which would increase more complexity to each model. The study also did

not consider the high correlation and multicollinearity of the model.

A benchmark analysis study [40] was conducted using twenty-two classifiers on ten NASA

MDP datasets. The performance of BN in the study was among that of the top six classifiers

in terms of the area under the curve (AUC). BN followed random forest, neural networks

MLP1 and MLP2, and support vector machines LS-SVM and L-SVM. The performance of

BN had no statistically significant differences from those of higher-ranked classifiers. Another

benchmark study [41], which focused only on BN classifiers, applied fifteen BN classifiers
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to predict software fault proneness using eleven NASA MDP data sets [41]. The study

compared the performance of all classifiers using the ROC curve and H-measure metrics.

They found that augmented naive Bayes classifiers performed similarly or better than naive

Bayes classifier.

Some studies have combined SEM with other approaches to replace the estimation from

the traditional ML to BN or to take advantage of the prediction ability of BN algorithms

(e.g., [132]). Further, some studies have applied neural network prediction on SEM networks.

To use neural networks, the causal network should consist only of measured variables. In

other words, latent variables are not allowed in neural networks. Therefore, the SEM should

not contain any latent variable, to be applicable for neural network prediction.

SEM and the Gibbs sampling using the Markov chain Monte Carlo (MCMC) method

was applied in [133]. The study estimated the parameters using the Gibbs sampling instead

of the maximum likelihood ML, the estimation method that is normally used with SEM.

The integration of SEM and BN appeared in [132]. The study proposed a causal model for

management decision support that links SEM and BN, with a goal to examine the factors

that cause customer retention. The prediction accuracy performance gained from the BN

models varied from seventy-four to ninety-three percent. Another study [113] linked SEM

and BN to explore the effects of environmental factors on freshwater macroinvertebrates.

The causal network was built using the SEM concept, and BN was used for prediction and

decision-making. Another attempt to combine SEM with prediction via neural networks

was made in [134]. The SEM diagram of the model included only measured variables (i.e.,

no latent variables were included) and one response variable, which measured consumer

intention to adopt mobile commerce. Therefore, using the same model for neural network

algorithms was explored for prediction. A similar approach was employed by [135] to measure

the adoption of inter-organizational systems. Another similar approach was implemented by

[136] to measure the customer satisfaction and loyalty with respect to airline services.

In our study, we used software fault proneness case study, which had thirty variables from

static code and change variables. Moreover, these variables were extracted at a single point of

the development cycle. Therefore, building a network using BN methodology would result in

a very complex model and very hard to explain. Our focus is to build an explanatory causal
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model which can be fulfilled by using structural equation modeling. Thus, we used only the

statistical methods and regression analysis associated with SEM methodology, data analysis,

sampling, variable selection, latent variable creation, model specification, model estimation,

and model validation. Latent variables gave us an advantage to simplify the model and

reduce the number of paths that would result without using them. Also, we considered the

high correlation of selected variables to ensure that under every model, no high correlation is

detect between any pair of variables. Further, we analyzed the multicollinearity of the linear

model using all variables. The detailed methodology, and the case study are explained in

Sections 6.2 and 6.3, respectively.
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Chapter 3

Using a Case-control Study to

Explain Software Fault Proneness

This chapter implements an explanatory work to explain software fault proneness. For

that, several steps are established to build a model that fit the data and to explain con-

founders that contribute to the software faults. In this chapter, a matched study using

case-control methodology is suggested to build the explanatory model. Further, the mod-

els include interactions between confounders to assess how they add to the model with

the main confounders. The main motivation for this work is that there is a need to use a

proper method to measure the effect of the main confounders and their interactions, consider

the stratification in the analysis, consider the multicollinearity of the model, and eliminate

the interactions and confounders that do not statistically harm the model. The proposed

methodology is explained in details in Section 3.2, after highlighting on the contribution of

this work in Sections 3.1. First, we used Eclipse’s Europa as a case study, and then the work

was replicated using Ganymede in Section 3.3. The work was also replicated on projects

from the Apache software foundation (i.e., Derby, Ant, and Xalan), which is presented in

Section 3.4. We provided explanation of the results of all projects in Section 3.5. At the end,

the threats of validity of this work are discussed in Section 3.6, and the chapter is concluded

in Section 3.7.
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3.1 Background and Motivation

Software developers aim to write programs that run without failure 1 because the reliance

on software systems has become essential in all businesses and individuals activities. It is

important for software programs to function properly and meet the quality requirements,

in addition to the end users requirements. However, the process of software development is

prone to human errors. Therefore, software faults 2 can occur at any stage of the software

life cycle. The main goal for the software engineers is to address where these faults have

occurred and why they occur and prevent them from happening in the future. Faults may

not affect the system as long as they have not been executed. However, they may become

executable at any point in the life of the software, which leads to failure. Treating faults

early will produce a functioning software as it was decided at the requirement stage and

reduce the extra cost spent in repairing these faults in the future.

Many open-source projects are publicly available online with multiple releases and high

amount of data can be extracted from source files. Moreover, bug repositories are also

available to trace changes of a software unit (e.g., class or file). All that can be great

source for analysis and learning the most efficient way in developing the system, by locating

locations of faults, or analyzing the correlation between some features (e.g., complexity,

calls, depth) with software faults. Most related works have heavily focused on descriptive

and predictive studies, which addressed questions like ’what’ and ’when’ [137]. Predictive

focused on predicting new observation. On the other hand, explanatory works focused on

historical data and address questions like ’how’ and ’why’ [137]. Predictive studies focus

on the response variable rather than the independent confounders, by trying to predict

the status of the software unit (i.e., fault prone, or non-fault prone). Explanatory works,

however, try to address what independent confounders are likely to cause software faults

and also quantify the probability of these confounders to occur. To measure the power of

a model, each predictive and explanatory models have their distinct measurement power.

1 A failure is a departure of the system or system component behavior from its required behavior [19]
2A fault is defined as an accidental condition, which if encountered, may cause the system or system

component to fail to perform as required [19]
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Predictive models performance are measured using several methods that mainly consider

the rate of the correct classification and the closeness of the estimated values to the actual

values. Explanatory models performance are usually measured by the goodness of fit, which

measure the amount of data that can explain the model.

Adding more confounders to a model can help to improve the prediction, but it is not

necessarily help to explain. Also, the risk for multicollinearity in the model may increase with

this practice. Multicollinearity leads to a model that is not reliable due to the significant

change in the estimation when minor change is made. Further, the explanation of the

model is misleading, because of the highly correlated confounders are added in the same

model. Therefore, in explanatory work, confounders are carefully selected and also tested

for multicollinearity. We use observational method (i.e., case study), which is the most

common and option, using data from open-source projects.

This chapter presents a novel methodology for explanatory research in software fault

proneness. The methodology is applied in a large data set from Eclipse project, and replicate

on Apache projects. Specifically, we use, for the first time in software engineering, a case-

control study approach to identify confounders (i.e., software metrics) that affect software

fault proneness. Our work is inspired by the successful tradition of using case-control studies

in areas such as social, behavioral, and health sciences. For example, case-control studies

have been used to investigate the relationship between smoking and lung cancer, research

related to breast cancer, and sociology and psychology studies [138].

Research in this area use three kinds of confounders. Static code confounders represent

the main characteristics of the software unit such as the lines of code, the complexity of the

code, the number of Method Calls, and the comment lines. Change confounders represent

the change in the code before and after the release. The change happens due to fixing faults

realized in the initial design. Changes can also occur based on developmental needs, or

updates to the original software. Metrics measuring the change in the original code include:

Revision, Developers, refactoring, and Code Churn. Some studies use the terms (process) or

(in-process) confounders for these kinds of confounders, but in our case we will use the term

change confounders. The third kind is related to the social structure and communication

between Developers and bug reporters, or between the different Developers.
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In our explanatory model, the response variable is the Postrelease fault proneness of

files, measured in the existence or absence of Postrelease faults. To account for multiple

explanatory confounders and their interactions, we use case-control analysis based on logistic

regression. Specifically, files with Postrelease failures are treated as cases, whereas files that

are fault free post-release constitute the controls. We treat the file size, measured in lines of

code (LOC), as the confounding factor that we want to control for, but are not interested in

treating it as an explanatory variable. Therefore, we match the cases to controls on LOC.

We start the process of building the multivariable model with a large set of static code and

change confounders, which are reduced by testing the pairwise correlation (using Spearman

test) and analyzing the multicollinearity.

Because of the use of matched data for LOC, we use conditional maximum likelihood

estimation for estimating the parameters, which are then used to estimate the odds rations

(OR) and their 95% confidence intervals (CI). Instead of the relative risk, case-control ap-

proximate the OR which can be used to measure the risk of a factor [139]. The OR quantify

the effect of specific software confounders on fault proneness, measured by the presence of

Postrelease faults. Note that the primary advantage of matching is that it leads to tighter

CI around the OR than the CI that would be achieved without matching. The narrower is

the difference between the lower and the upper values of the CI, the more precise is the odds

ratio. These evidence-based findings supports decision-making, and software practitioners

by leading them to cost-efficient development and improving software quality.

The main contributions of the research work presented in this chapter are

• Proposing a methodology for conducting case-control studies aimed at quantifying the

effect of software confounders on software fault proneness. The approach includes mul-

tiple explanatory confounders to avoid the limitation of one-factor-at-a-time method.

The explanatory confounders can be both categorical (with two ore more levels) and

numerical (on an interval or ratio scale).

• Accounting for multicollinearity, which is essential because (1) software engineering

confounders can be highly correlated, and (2) the presence of multicollinearity can

lead to misleading interpretations in explanatory models.
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• Matching the cases (i.e., files with Postrelease faults) to controls (i.e., files with no

Postrelease faults) by size, using LOC confounder as a covariate to get the efficient

OR estimates, with tight CI. LOC is used as a controlling confounder and not as an

explanatory confounder.

• Accounting for interactions of confounders in this explanatory study. The main ap-

proach is to explain how a single confounder contribute to the software fault proneness.

Interactions can help to understand how would the response confounder affected, when

two or more explanatory confounders are interacting. This adds more useful informa-

tion to software practitioners, when they have to deal with two confounders at the

same time and what best practice they should follow.

To the best of our knowledge, this is the first work to adapt the case-control approach to

explanatory studies in software engineering in general, and to software fault proneness studies

in particular. Using matching allowed us to account for the size of software units (in this case

files) without using it as a factor and/or avoiding using fault density as a response variable,

which would have been problematic. Last, none of the previous explanatory studies focused

on software fault proneness [3, 4, 5, 6, 7, 8, 9] considered the interactions between software

confounders that, as shown in this paper, provide additional insights and support better

understanding. Thus, a software confounder, which on its own increases fault proneness,

may interact with another confounder, and that interaction can lead to a decrease in the

fault proneness.

The main empirical findings of the case control study applied on the Europa and Ganymede

releases of Eclipse are as follows:

• The static code confounders Average Complexity and Method Calls did not have sta-

tistically significant effect on post-release fault proneness. Similar findings apply to

their interactions with other software confounders, which were eliminated from the

initial model without significantly affecting it.
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• Prerelease fault proneness, Developers and Age had the highest impact on software

fault proneness. Specifically, a file that is new in a given release (in our case, less that

53 weeks), has experienced prerelease faults, has more Developers involved has a much

higher chance to experience Postrelease faults. Specifically,

– Files with prerelease faults, compared to fault-free files prerelease, were two times

more likely to have Postrelease faults. This result confirms the persistence of

faults proneness from prerelease to post-release for our case study. A similar

conclusion was found in Ganymede, with OR = 2.97.

– The number of Developers had a strong positive association with Postrelease

fault-proneness, with OR of 2.05. Files with more Developers are twice likely to

be exposed to Postrelease bugs than files with fewer Developers. In Ganymede,

the OR of Developers is 7.33, which means a file with more Developers is seven

times more chance for Postrelease faults than a file with fewer Developers.

– New files in the current release were over six times more likely to have post-release

faults than files created in previous releases.

• While prerelease fault proneness and Age on their own increased the Postrelease fault

proneness, their interaction decreased it (with OR=0.29). In other words, a new file

that had prerelease faults being fixed had 71% less chance of having Postrelease faults.

• The number of Developers and prerelease fault proneness also interacted and together

had a strong inverse effect on the odds of post-release faults (OR=0.45). This suggests

a mediating effect of the number of Developers on the relationship between pre-release

and post-release fault proneness. In Ganymede release, the OR of prerelease fault and

the number of Developers was 0.17, which means the risk of Postrelease fault is less by

83%.
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• On the other side, the interaction between Age and Developers increased the Postre-

lease fault proneness, which shows that new files with more Developers have greater

chance to have Postrelease faults (with OR 1.54). A similar result was found in

Ganymede with OR = 2.64, which indicates that risk for Postrelease faults is 2.6

times higher when Age and number of Developers are interacting.

3.2 Methodology

The proposed methodology for using a Case-control study for exploring the factors that

affect software fault proneness is presented in the flow chart shown in Figure 3.1. The four

main steps include variable selection and matching, building the full model, eliminating

interactions, and eliminating confounders.

In the first step, we select the (independent) explanatory variables that are included in

the initial model. This is based on the findings of the previous studies and the results of the

Spearman correlation test. Then, the cases (i.e., files with Post-release faults) are selected

and matched to controls (files that are fault free Postrelease). Last, the variables are centered

to reduce or avoid multicollinearity between interactions and main confounders.

Building the full model is the outcome of the second step, which starts with building the

initial model that includes the exposure, confounders, and interactions. This is followed by

testing for multicollinearity and, if it is found to exists, removing variables to eliminate it.

The third and fourth steps eliminate from the full model the insignificant interactions

and confounders using a backward elimination process that leads to a final (reduced) model.

The elimination of interactions starts with the least significant interaction (i.e., the inter-

action that has the lowest absolute value of t-statistics). One interaction is eliminated at a

time, and then the model is rerun using the likelihood ratio test to check for any significant

difference between the two models. This process is repeated until all remaining interactions

are significant.
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The elimination of interactions is followed by removing the insignificant confounders from

the list of confounders that are not involved in any significant interaction. The end result

is the final which models the data as efficiently as the full model and that can be used to

quantify the effect of software confounders and their interactions on Postrelease software

fault proneness.

Variable selection
based on
1) Early studies   
2) Correlation test

Preparing data:
1) Creating cases and controls groups
2)  Sampling cases
3)  Matching cases with controls
4) Centering variables

Collinearity diagnoses
CNI/VDP

Run the initial model

Building the initial model:

Exposure  
Confounders 
Interactions 

Remove interactions that
cause high collinearity

Run the full model

Variable selection

Building the full model

Start with the least
significant interaction to

eliminate

Run the reduced model

Run the likelihood ratio
test between the full

model and the reduced
model

Is there any 
 significant difference

between the 
 two models?

Eliminate the
interaction

Keep the
interaction

Is there any 
 interaction  
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Yes

Yes

No

No Produce the gold-
standard model
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Is there any 
 significant difference

between the 
 two models?

Produce the
final model

Eliminate
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model and the gold-

standard model

No significant  
differences in OR

No significant  
differences in CI

Eliminate
confounder(s) from

the model

Keep the
confounder

No

Yes

No

Yes

Yes

No

Figure 3.1: Flow chart of the methodology for conducting Case-control studies of software

fault proneness

Confounder Selection and Matching

Based on the assumption that no single type of confounders can accurately capture the

scope of the problem, we consider (i) static code confounders, (ii) change confounders, and

(iii) confounders related to software developers. Static code confounders capture information

pertaining to the source code. They range from simple confounders, such as LOC, to con-

founders that measure structural intricacy, such as cyclomatic complexity, function/method

calls, or inheritance. Change confounders (which, in some papers, are referred to as pro-

cess metrics) reflect the alterations made to source code files over the course of their exis-
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tence. Modern version control systems maintain timestamped log files detailing the history

of changes made to any given source code file. Examples of change confounders include

the number of prerelease faults (i.e., the number of times a file was involved in fault fixing

prerelease), number of revisions made to a file, codechurn (i.e., sum of the added and deleted

lines), Age of a file (old/new or Age in weeks), time elapsed since the last edit, and average

time between edits. Metrics related to software developers may include the number of Devel-

opers that have worked on a file and other confounders based on Developers, contributions

and social networks.

Including many software confounders in the model would make it very complex and is

not necessary because software metrics are known to be correlated. Therefore, we compute

the correlation coefficients between pairs of confounders. (Note that since software metrics

are known to follow skewed distributions [see for example [2]] we use the non-parametric

Spearman correlation coefficient to test the pairwise correlation of the starting set of software

confounders.) If two confounders are discovered to be highly correlated (i.e., ≥ 0.70), then

it is recommended that one of them be eliminated [140]. If one of the confounders is the

exposure, and the second is the confounder, then we remove the confounder and keep the

exposure. If both of them are confounders, then we select one of them to be removed. At

the end of this process, we are left with the set of confounders to be included in the initial

model.

In the context of Case-control studies, confounders are classified into three types: depen-

dent (i.e., response) variable, exposure, and independent variable. The response variable Y

in our case is the binary variable that indicates whether or not a software unit (in our case

file) has Postrelease faults. The exposure E is an independent variable that is essentially

believed to be associated with the response variable. (For instance, smoking factor is be-

lieved to be the exposure factor for lung cancer.) In this study, we treat as an exposure the

Prerelease faults confounder (also known as Bugfixes), which indicates if a file was involved

in bug fixing Prerelease or not. The other confounders are taken as independent variables

Xi.
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The process of matching cases and controls is important for increasing the efficiency of

the results and obtaining tighter CI of the OR estimates[141]. We first sample the cases and

match them with files from controls using the LOC as the matching variable. Large files

features are different than small files in terms of the complexity, Code Churn, revision, and

faults. Therefore, the purpose of matching is to ensure that files are compared at the same

size to avoid construct and conclusion validity violations.

Matching means that a sample has to be grouped into levels (strata) depending on the

matching factor. The matching factor in this study is the file size, which is measured by the

total number of LOC. We can use either one-one or one-many; this should be decided after

analyzing the distribution of LOC in cases and control groups. We use Mann-Whitney test

to analyze the distribution of LOC in the two samples with 95% confidence level.

The last step of this stage is to center the variables by subtracting all observations Xi from

the mean. Multicollinearity is likely to happen between interactions and main confounders,

and centering the variables is important to minimize the effect of the multicollinearity [142,

143].

3.2.1 Building the Model

The initial model

The exposure, all the selected confounders, and the interactions are grouped to form

the initial model. The following example is used to make the case clear and easy to under-

stand. We assumed that our initial model (Model0) shown in equation 3.1 consists of one

exposure(E), four confounders (X1, X2, X3, X4), three interactions between exposure and

confounders (E×X1 , E×X2, E×X3), and two interactions between confounders (X1×X2

and X3 × X4). The first step is to test the multicollinearity of this model. If there is no

multicollinearity detected in the initial model, then the full model would be the same as the

initial model.
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Model0

Y =β0E + β1X1 + β2X2 + β3X3 + β4X4

+ β5(E ×X1) + β6(E ×X2) + β7(E ×X3) + β8(X1 ×X2) + β9(X3 ×X4)

(3.1)

Multicollinearity diagnoses

Multicollinearity is the state when two or more confounders of a model are correlated

[144]. Therefore, we have to treat this problem before producing the full model Modelfull.

We conducted the correlation test earlier which helped us to estimate the correlation between

every independent variable. Correlation test and centering variables were taken care of during

the variable selection process. This step diagnoses multicollinearity after building the the

initial model and treat multicollinearity if it exists.

The multicollinearity diagnostic tool used in this study is the values condition indices

and variance decomposition proportions (CNI/VDP). This method is suggested by [145],

especially for when interactions are involved in the model. While some studies used VIF as

a diagnostic tool for multicollinearity, we prefer not to use it for two reasons. First, there is

no agreement about the cut-off values that we can rely on to decide what is high and what

is low [146, 144]. Second, some models with high VIF are more reliable (with tight CI) than

models with low VIF [146].

Condition indices (CNI) indicate the existence of multicollinearity in the model [145, 144].

CNI is considered large when the first CNI (i.e., CNI1) is larger than thirty as empirically

supported by [144]. If high CNI is detected, then we have to consider the VDP values

associated with it. High VDP is when at least two confounders have value greater than 0.5.

Table 3.1 presents an example of CNI/VDP outputs. If multicollinearity exists between two

variables, then we need to consider dropping one of them before refitting the model. We

keep this process going until we get a model free of collinearity (i.e., CNI1 < 30).



Chapter 3. Using a Case-control Study to Explain Software Fault Proneness 34

Table 3.1: CNI/VDP collinearity diagnoses for Europa Model0

CNI .. CNI1 .... CNI10

E β1 V DP11 .... V DP110

4
V

D
P
4

X1 β2 V DP21 .... V DP210

X2 β3 V DP31 .... V DP310

X3 β4 V DP41 .... V DP410

X4 β5 V DP51 .... V DP510

E ×X1 β6 V DP61 .... V DP610

E ×X2 β7 V DP71 .... V DP710

E ×X3 β8 V DP81 .... V DP810

X1 ×X2 β9 V DP91 .... V DP910

X3 ×X4 β10 V DP101 .... V DP1010

Full model

In our example, we assume that a multicollinearity was detected between X3 and E×X3

in the initial model Model0. Therefore, we had to drop the interaction E ×X3. Then, when

we diagnosed the model again, we found it to be clear of any collinearity. Thus, we have the

full model Modelfull shown by equation 3.2. This model will be carried to the next phase,

which involves eliminating interactions.

FullModel(Modelf ) :

Y =β1E + β2X1 + β3X2 + β4X3 + β5X4 + β6(E ×X1)

+ β7(E ×X2) + β9(X1 ×X2) + β10(X3 ×X4)

(3.2)

3.2.2 Eliminating interactions

In the elimination process, we use backward elimination, as defined in [145]. This method

starts with the highest order (i.e., the highest number of interacted confounders) to the lowest

order. In case we have three interacted confounders and two interacted confounders in the

same model, we start to eliminate the three interacted confounders before the two interacted

confounders.
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In this process, we start with the least significant interaction, which is identified by the

lowest absolute value of the t-statistics (z-value) [147]. After we eliminate the interaction, we

test the likelihood ratio between the original model (i.e., before eliminating the interaction)

and reduced model (i.e., after removing the interaction). The likelihood ratio test measures

the ∆χ2 statistic with 95% confidence level. The results of the ∆χ2 should be very close to

zero, which indicates that the removal of the interaction does not cause a significant change

to the original model, and therefore, the interaction can be removed. The process goes on

until all insignificant interactions are tested.

In our example, we assume that the interaction X3×X4 is the least significant interaction.

After we remove this interaction, we apply the likelihood ratio test on the original model

(i.e., with X3 × X4) and the reduced model (i.e., without X3 × X4). We assume that the

likelihood ratio is very low and the null hypothesis is not rejected based on the p-value > 0.05.

The outcome model of this process is the gold-standard model ModelG, which contains only

significant interactions and the main confounders shown in Equation 3.3.

Gold standard model (ModelG):

Y =β1E + β2X1 + β3X2 + β4X3 + β5X4 + β6(E ×X1)

β7(E ×X2) + β8(X1 ×X2)
(3.3)

3.2.3 Eliminating confounders

The next step is eliminating insignificant confounders that have no interactions in the

model. Note that the exposure should never be eliminated even if it has no interactions.

Any confounder which was retained as being significantly interacting with other confounders

should be retained in the model.

The process of eliminating confounders consists of two sub-processes. The first sub-

process deals with OR of the gold-standard model and the reduced model (i.e., after re-

moving the insignificant confounder(s)), which should not have discrepancies. The second

sub-process involves the CI of the same two models, which also should not have meaningful

differences between them. The smaller the differences between the upper and lower CIs, the

better the model is. OR and CI are calculated from the exposure and its interactions only in
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the two models. Considering our example (see Equation 3.3), X1 and X2 must be retained

in the model because they have significant interactions. X3 and X4 can be removed because

they do not have interactions and it is assumed that they are statistically insignificant. As

illustrated in the list below, we have four possible scenarios for the final model.

• Scenario 1: ModelG with no change, the gold standard model.

• Scenario 2: ModelG without X3

• Scenario 3: ModelG without X4

• Scenario 4: ModelG without X3 and X4

The process of eliminating confounders is explained by algorithm 1. In this algorithm,

we start by comparing the fourth scenario with the first scenario. OR of the two models are

calculated as in Equation 3.4. The results of OR and CIs of all scenarios can be illustrated

as in Table 3.2 and Table 3.3. The first test is to compare OR of the model of the fourth

scenario (ORXi
3,4

) with OR of ModelG (ORGi). If there are no major discrepancies between

the first two columns and the last two columns of Table 3.2, then the test is successful and we

can go to test the CI. In the CI assessment, we compare between CIGi and CIxi3,4 as in Table

3.3. If CIXi
3,4

values are either less than or equal to CIGi , then both confounders X3 and X4

can be eliminated; otherwise, we need to move on to the next test in Algorithm 1. The next

step is to compare between ORGi and ORXi
3

and between CIGi and CIxi3 . If the test in this

step fails, we move on to compare between the gold-standard model ModelG and the model

after removing X4. In this step, we compare between ORGi and ORXi
4

and between CI iX4

and CIGi . In case all tests fail, we will keep all confounders, and the final model will be the

same as the gold-standard model. Assuming that we did not find any meaningful differences

between the first and fourth scenarios and X3 and X4 were eliminated, then we would have

the final model as shown in equation 3.5.

OR =EXP (β1E + β2E ×X1 + β3E ×X2) (3.4)
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Modelfinal

Y =β1E + β2X1 + β3X2 + β6E ×X1 + β7E ×X2 + β8(X1 ×X2)
(3.5)

if Gold-standard odds ratios of the Model with X3 and X4 (ORGi) almost the same

as odds ratios of the model after reducing both X3 and X4 (ORXi
3,4

) then

if CIX34 ≤ CIG then
Eliminate X3 and X4

end

else if Gold-standard odds ratios of the Model with X3 and X4 (ORGi) the

almost same as odds ratios of the model without X3 (ORXi
3
) then

if CIX3 ≤ CIG then
Eliminate X3

end

else if Gold-standard odds ratios of the Model with X3 and X4 (ORGi)

almost the same as odds ratios of the model without X4 (ORXi
4
) then

if CIX4 ≤ CIG then
Eliminate X4

end

else
Do not eliminate any confounder and Exit

end

end

end

end

;

Algorithm 1: Eliminating confounders
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Table 3.2: Odd ratios test for eliminating confounders

X1 = 0 X1 = 1 X1 = 0 X1 = 1 X1 = 0 X1 = 1 X1 = 0 X1 = 1

X2 = 1 ORG1 ORG4 ORX1
3

ORX4
3

ORX1
4

ORX4
4

ORX1
3,4

ORX4
3,4

X2 = 2 ORG2 ORG5 ORX2
3

ORX5
3

ORX2
4

ORX5
4

ORX2
3,4

ORX5
3,4

X2 = 3 ORG3 ORG6 ORX3
3

ORX6
3

ORX3
4

ORX6
4

ORX3
3,4

ORX6
3,4

• ORGi is the golden-standard odds ratio calculated before eliminating any of the confounders

• ORxi3 is the odds ratio calculated after eliminating confounder X3

• ORxi4 is the odds ratio calculated after eliminating confounder X4

• ORXi
3,4

is the odds ratio calculated after eliminating X3 and X4

Table 3.3: Confidence intervals test for eliminating confounders

X1 = 0 X1 = 1 X1 = 0 X1 = 1 X1 = 0 X1 = 1 X1 = 0 X1 = 1

X2 = 1 CIG1 CIG4 CIx13 CIx43 CIx14 CIx44 CIx13,4 CIx43,4

X2 = 2 CIG2 CIG5 CIx23 CIx53 CIx24 CIx54 CIx23,4 CIx53,4

X2 = 3 CIG3 CIG6 CIx33 CIx63 CIx34 CIx64 CIx33,4 CIx63,4

• CIGi is the confidence intervals before eliminating any of the confounders

• CIxi3 is the confidence intervals after eliminating confounder X3

• CIxi4 is the confidence intervals after eliminating confounder X4

• CIxi3,4 is the confidence intervals after eliminating confounders X3 and X4

3.2.4 Goodness of Fit Test

We applied goodness of fit (GOF) earlier to compare two models during the interaction

elimination process. The goal of that test is to compare between the model before the

elimination and after the elimination of an interaction and to choose between them. However,

the goodness of fit test in this section is applied only on the final model to check if the model

fits or not.

The goal of conducting the GOF test on the final model is to determine how well the

model fits the data [148]. The GOF test used in this study is the Hosmer-Lemshow test

(HL test). This test is recommended for the logistic regression model [148]. The idea of the

test is to measure the differences between observed (Yi) and predicted (Ŷi) outcomes for all
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subjects. Therefor, the perfect fit would be when Yi − Ŷi = 0. The test first computes all

predicted values Ŷi. Second, the test orders all Ŷi for all i from the largest values. Third,

the test divides them into 10 quantiles and puts them in a table with the observed values.

Fourth, the test calculates HL statistics and compares the χ2 with 8 df. The H0 states that

there is no evidence that this model is not fit. Therefore, when the χ2 is low and p-value

> 0.05, the H0 is not rejected and the model is considered fit.
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3.3 Using a Case-control Study on Eclipse

3.3.1 Case Study 1: Europa

In this section, we illustrate the use of a Case-control study for explaining software fault

proneness using Europa’s release of Eclipse as a cases study. Eclipse is an open-source

software that aids software development by providing development environment (IDEs).

Data of this release were extracted in earlier works [2, 38]. We chose to implement studies at

the file level of the extracted data because this allows us to have large sample, which makes

it easier for matching.

In this section, we follow the steps explained in the previous section. We start with the

variable selection and justify the selection using a correlation test and earlier findings. Also,

this step involves dividing the dataset into cases and controls, sampling, matching and cen-

tering variables. Second, this section explains the process of building the full model, starting

with the initial model and multicollinearity diagnostic. Third, this section explain the steps

taken to reach the final model after eliminating insignificant interactions and confounders.

Confounder Selection, Sampling, and Matching

The total number of static code and change variables is thirty. Having all of them in

a single model would introduce complexity and collinearity. Our selection relies on the

correlation test and related studies. There are a limited number of related studies that

used the explanatory approach. Therefore, we also consider variables that were proven to be

effective by other studies that conducted prediction and statistical analysis. In this sense, we

consider variables that showed high correlation with software faults and provided an effective

prediction for software faults in earlier research.

The first variable is the LOC, which is the traditional size measurement for any piece of

code. The relationship between LOC and program behavior has been explored since the era

of machine language [149]. As we write more code, we introduce more errors to the code, and

that makes LOC and programming errors highly correlated. In addition, fault density may
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introduce negative correlation because large software units may contain a small percentage

of bugs. Therefore, we cannot rely on LOC as an explanatory variable. However, LOC

provides good information when used as a matching confounder [149]. Conditional logistic

regression allows us to perform matching by stratifying samples based on the LOC.

Some of the options to address a confounding factor are to restrict the analysis only

to one level (e.g., only large files) or to stratify the sample; that is, carry on the analysis

separately for different levels of the confounding variable (e.g., small, medium, and large

files). These approaches, however, are either restrictive or become cumbersome, especially

if there is more than one confounding variable. Therefore, we propose using matching by

LOC.
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Figure 3.2: Distribution of lines of code on cases and controls of Europa

The primary advantage of matching over random sampling without matching is that

matching often leads to tighter CI around the OR than the CI that would be achieved

without matching.

At this stage, we divide the population of the release (i.e., Europa) into two groups:

cases (i.e., faulty files) and controls (i.e., fault-free files). The total number of files extracted

from the Europa release was 32,128 files, 6,896 of which had at least one Postrelease fault,

whereas the rest did not.
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Figure 3.3: Number of exposed files (Bugfixes=1) in cases and controls

Second, we sample the first group (i.e., cases) and then match it with the second group

(i.e., controls). The size of the sample is determined by the method of matching (i.e., 1-1

or 1-M). The type of matching is also determined by the distribution of LOC on the two

groups, as shown in Figure 3.2, which presents LOC in four quantiles for the two groups.

The two bars, of the fourth quantile (i.e., large-size files) are almost equal. In this case, the

appropriate method of matching is 1-1 matching, which means for every case, we find one

control with a similar size. The method of sampling and matching were automated using R

programming, and the optimal sample size we were able to extract from the two groups was

1,000 files (i.e., 500 cases and 500 controls).

Exposure and Confounder Selection

The Case-control study requires assigning the exposure for the model. The exposure is

selected from the independent variables, and it should have an effective impact on the re-

sponse variable. In this study, Bugfixes was selected to be the exposure. Bugfixes confounder

counts the number of time that a file experiences prerelease faults. It also tells how many
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Table 3.4: Static code and change confounders used in this study

Metric Description

Lines of Code Total number of lines of code in a file used for matching

Method Calls All method calls in statements and in logical expressions

Average Complexity The summation of all method complexity values in a file divided by

the total number of methods

Bugfixes The file was involved in prerelease bug fixing process (1) or not (0)

Developers Number of Distinct authors who made revisions to the file

Code Churn The summation of lines of code added and lines of code deleted

Age New files (< 53 weeks) are coded 1 and old files (≥ 53 weeks) are

coded 0

Postrelease bugs The file contains one or more faults (1) or is free of fault (0)

times a file has gone through the bug-fixing process. The Bugfixes variable, in this study, is

represented using a binary representation. If a file (from cases or controls) has experienced

at least one Prerelease fault, then the file is coded one, or zero otherwise. Early studies used

the Bugfixes variable to predict or explain Postrelease faults [150, 151, 22, 21, 18]. Further, it

was among the top five predictors in Eclipse releases 2.0, and 3.6 [22]. It was also among the

top five predictors in Eclipse releases 2.0, 2.1, and 3.0 [21]. Figure 3.3 depicts the number of

files that experienced bug fixes in the two groups (cases and controls). Around forty percent

of cases were exposed to Bugfixes, and thirty percent of controls had Bugfixes.

Then, we selected the independent variables (i.e., confounders) to be included in the

initial model. In some studies (e.g., [27]), researchers believed that static code confounders

should only be considered for software faults prediction. In other studies (e.g., [21]), re-

searchers believed that change confounders are better at software fault prediction. Others

(e.g., [34]) suggest using a combination of both. Our study considers both types of con-

founders because our attempt is to explain confounders rather than provide higher prediction

performance. Our selected confounders are defined in Table 3.4.

From static code confounders, we selected Average Complexity and Method Calls, which

have shown a strong association with software faults in [152] and [153]. From the change

variables set, we selected three confounders: Developers, Code Churn, and Age. It was

found that the more Developers contributed to the file, the more likely it was that this file
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have bugs [18]. Moreover, the number of Developers was among the top five predictors in

Eclipse releases 3.0, 3.3, 3.5, and 3.6 [22]. Code churn 3 was among the top five predictors

in Eclipse releases (2.1, 3.0, and 3.6) [22]. Additionally, the Age of a file was among the top

five predictors on Eclipse (releases 2.0 and 3.0) [21]. It also appeared as one of the top five

predictors in Eclipse (releases 2.1, 3.0, and 3.4) [22].

Another factor we rely on for our confounder selection is the correlation test results.

The non parametric Spearman correlation test is used for our skewed data. We couple

the Spearman correlation between the pairs of all thirty confounders. Highly correlated

confounders (i.e., above 0.7) were excluded from the initial selection. For example, revision

had a high correlation with Bugfixes, with a coefficient equal to 0.98. As a result, revision

was excluded and Bugfixes (the exposure) was retained. Because of space limitations, we

cannot include the correlation results of all thirty confounders. We present only the pair

correlation between the selected confounders in Table 3.5.

Table 3.5: Spearman correlation coefficients for Europa release

LOC

-0.12 Calls

0.00 0.00 Complexity

0.00 0.03*** 0.02*** Bugfixes

-0.01** 0.08*** 0.03*** 0.31*** Developers

-0.02*** 0.03*** 0.04*** 0.51*** 0.22*** CodeChurn

0.00 -0.02*** 0.01*** 0.38*** 0.15*** -0.02*** Age

-0.01*** 0.05*** 0.01*** 0.68*** 0.23*** 0.28*** -0.05*** Postrelease Bugs

**** p < 0.001 , ** p < 0.01 , * p < 0.05, + p < 0.1

Basic Statistics

The basic statistics of the cases and controls samples of Europa are shown in Table 3.6,

and boxplots of all confounders in the two samples are illustrated in Figure 3.4 4. LOC

follow the same distribution in cases and controls, as shown in Table 3.6 and in Figure 3.4.

Mann-Whitney test results (p-value = 0.24) indicate that there are no statistical differences

3Code churn in some studies was considered as the subtraction of the added lines and deleted lines. Our
approach summed up the added and deleted lines as in [29, 24, 154].

4Postrelease bugs, Bugfixes, and Age are presented in Table 3.6 with their original numerical values. In
the model, they are converted to nominal values (0,1).
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in terms of the size between the two samples. Bugfixes, meanwhile, are higher in cases than

in controls as shown in Table 3.6. Additionally, the results presented for the sample in Figure

3.3, show that more Bugfixes exist in cases than in controls. The boxplot in Figure 3.4 shows

that files with a high number of Prerelease faults exist more in cases, and that leads to a

higher mean in cases than in controls. Distinct Developers are presented with maximum

values of 4 in the two samples. The average number of Developers is higher in cases than

in controls, as shown in Figure 3.4, which indicates that more Developers are involved in

faulty files than in fault-free files. The Code Churn values are also higher in cases than in

controls, which also indicates that more lines are added to or deleted from faulty files than

are added to or deleted from fault-free files. In cases, more than 50% of files are considered

new files (i.e., fewer than 53 weeks) with median = 34 weeks. In controls, the median Age is

113, which indicates that more than 50% of files in controls are old files (i.e., more than 53

weeks old). Because we divide our files based on the status of the Postrelease bugs, all files

in the control sample are fault-free files (i.e., all zeros) and all files in the case sample have

at least one fault.

Table 3.6: Basic statistics for cases and controls samples of Europa

Cases (files with bugs =1000) Controls (files with no bugs =1000) Mann-Whitney

Min Max Mean Median SD Min Max Mean Median SD p-value

LOC 1 993 268 246 242 1 997 266 202 242 0.95

Methods Call Statement 0 805 92 50 121 0 686 74 35 228 p < 0.001

Average Complexity 1 27 2.82 2 2.35 1 60 2.28 1.74 3.18 p < 0.001

Bugfixes 0 148 2.29 0 8.66 0 20 0.84 0 1.93 p < 0.001

Developers 1 4 1.92 2 0.67 0 4 0.73 1 0.69 p < 0.001

Code Churn 0 2261 59 8 170.85 0 888 12.69 0 87.32 p < 0.001

Age 1.14 321 82 35 87 1.14 321 130 115 81.88 p < 0.001

Post Release Bugs 1 20 1.87 1 1.86 0 0 0 0 0 p < 0.001

Building the Model

The initial model includes the exposure (i.e., Bugfixes), and five confounders (two static

code and three change code confounders). The initial model is given with Equation 3.6. A

contribution of this study is that the initial model includes interactions between the exposure

and all other confounders and interactions between the confounders themselves.



Chapter 3. Using a Case-control Study to Explain Software Fault Proneness 46

0

250

500

750

10001000

Cases Controls

L
in

e
s
 o

f 
c
o

d
e
 L

O
C

0

10

20

30

50

75

100

Cases Controls

A
v
e
r
a
g

e
 c

o
m

p
le

x
it

y

0

100

200

300

400

500

600

700

800

Cases Controls

M
e
th

o
d

 c
a
ll
s

0

10

20

30

Cases Controls

B
u

g
fi

x
e
s

0

1

2

3

4

Cases Controls

D
e
v
e
lo

p
e
r
s

0

500

1000

1500

2000

Cases Controls

C
o

d
e
 c

h
u

r
n

0

50

100

150

200

250

300

Cases Controls

A
g

e
 i
n

 w
e
e
k
s

Figure 3.4: Selected confounders’ boxplots of cases and controls

The multicollinearity of the initial model Model0 is diagnosed using the CNI/VDP matrix.

The result of the test is presented in Table 3.7. The top CNI (CNI1 = 89.3) indicates

that the model suffers from multicollinearity as the value of CNIi exceeds the cutoff value

(i.e., 30). We checked the VDPs associated with CNI1, and we found that both Code

Churn and interaction Bugfixes×Codechurn have a VDP higher than 0.5. The interaction

Bugfixes × CodeChurn should be dropped from the model, and the test should be again

over the reduced model. The second test results indicate that CNI1 is reduced to 11, which

means that the model is free from the multicollinearity issue. As a consequence, the full

model (Modelfull) is produced as shown by Equation 3.7.



Chapter 3. Using a Case-control Study to Explain Software Fault Proneness 47

Initial Model0

Y = β1 · Bugfixes+ β2 ·MethodCalls+ β3 ·AvgComplexity + β4 ·Developers+ β5 · CodeChurn

+ β6 ·Age+ β7 · Bugfixes×MethodCalls+ β8 · Bugfixes×AvgComplexity

+ β9 · Bugfixes×Developers+ β10 · Bugfixes× CodeChurn+ β11 · Bugfixes×Age

+ β12 ·MethodCalls×AvgComplexity + β13 ·MethodCalls×Developers

+ β14 ·MethodCalls× CodeChurn+ β15 ·MethodCalls×Age

+ β16 ·AvgComplexity ×Developers+ β17 ·AvgComplexity × CodeChurn

+ β18 ·AvgComplexity ×Age+ β19 ·Developers× CodeChurn

+ β20 ·Developers×Age+ β21 · CodeChurn×Age

(3.6)

Full ModelFull

Y = β1 · Bugfixes+ β2 ·MethodCalls+ β3 ·AvgComplexity + β4 ·Developers+ β5 · CodeChurn

+ β6 ·Age+ β7 · Bugfixes×MethodCalls

+ β8 · Bugfixes×AvgComplexity + β9 · Bugfixes×Developers+ β11 · Bugfixes×Age

+ β12 ·MethodCalls×AvgComplexity + β13 ·MethodCalls×Developers

+ β14 ·MethodCalls× CodeChurn+ β15 ·MethodCalls×Age

+ β16 ·AvgComplexity ×Developers+ β17 ·AvgComplexity × CodeChurn

+ β18 ·AvgComplexity ×Age+ β19 ·Developers× CodeChurn

+ β20 ·Developers×Age+ β21 · CodeChurn×Age

(3.7)

Eliminate interactions

The full model Modelfull at this level contains several insignificant interactions, as shown

in the first column of Table 3.8. The second column represents Model2, which eliminates the

first interaction Method Calls × Code churn. The result of the likelihood ratio test is zero,

which indicates that the removal did not impact the model. The third column represents

Model3, which eliminates the second interaction Average Complexity × Age. The likelihood

ratio between this model and the preceding model is close to zero. Model13 is considered

the final model of this stage, and the outcome of this model is given with Equation 3.8.
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Eliminate confounders

Our gold-standard model at this stage is Model13. In this model, we have three signifi-

cant interactions Bugfixes×Developers , hboxBugfixes×hboxAge, and Developers×hboxAge.

Therefore, Bugfixes, Developers, and Age should remain in the final model. Other con-

founders (i.e. Method Calls, Average Complexity and Code Churn) can be eliminated since

they do not have interactions and are not significant in the model. Hence, we have eight

possible scenarios as shown in Table 3.9. Every confounder has the status to either be re-

moved (NO) or retained in the model (YES). The first scenario (scenario 1) is to keep all

confounders, which is the same as the gold-standard model. The last scenario (scenario 8)

is to eliminate them all. The outcome of this process is the reduced model (final model).

Because space is limited, we present a comparison between scenario 1 (the gold standard

model) and scenario 8. As explained in the methodology section, it is always better to

start with the scenario that suggests to eliminating all confounders as long as no significant

discrepancies exist in OR and CI between the gold-standard model and reduced model.

Equations 3.9 and 3.10 show the calculations for OR of scenarios 1 and 8. The results

of the two equations are presented in Tables 3.10 and 3.11. We need to first compare OR of

the two models (scenario 1 and 8) from Table 3.10. If the comparison shows no significant

differences, then we compare their CI values in Table 3.11. If the CI results of the two

scenarios show no meaningful difference, then we can decide to remove all confounders and

pick scenario 8 to be the final model.

Gold-standard ModelG

Y = 1.48 · Bugfixes+ 0.06 ·MethodCalls+ 0.002 ·AvgComplexity + 0.69 ·Developers

+ 0.87 · CodeChurn+ 1.36 ·Age− 0.73 · Bugfixes×Developers

− 1.23 · Bugfixes×Age+ 0.45 ·Developers×Age

(3.8)

Gold Standard Odd Ratio (OddRatioscenario1) = EXP(0.70 · Bugfixes− 0.78 · Bugfixes × Developers

− 1.21 · Bugfixes × Age)

(3.9)
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Table 3.8: Europa release model reduction using backward hierarchal elimination for inter-

actions

Metrics Modelfull Model2 Model3 ........ Model11 Model12 Model13

Bugfixes 1.88** 1.88** 1.88** 1.88** 1.91** 2.01**

Method Calls 0.99+ 0.99+ 0.99+ 0.99 0.99 0.99

Average Complexity 0.99 0.99 1.00 0.99 0.99 0.99

Developers 1.88** 1.88** 1.88** 1.90** 1.91** 2.03***

Code Churn 1.00 1.00+ 1.00+ 1.00+ 1.00 1.00

Age 6.74*** 6.74*** 6.73*** 6.61*** 6.61*** 6.63***

Bugfixes × Method Calls 1.21 1.21 1.22

Bugfixes × Average Complexity 1.09 1.09 1.08

Bugfixes × Developers 0.48*** 0.48*** 0.48*** 0.48*** 0.48*** 0.44***

Bugfixes × Age 0.28*** 0.28*** 0.28*** 0.29*** 0.29*** 0.29***

Method Calls × Average Complexity 0.93 0.93 0.93

Method Calls × Developers 0.84+ 0.84+ 0.84+ 0.89+

Method Calls × Code Churn 1.00

Method Calls × Age 1.15 1.15 1.15

Average Complexity × Developers 0.90 0.90 0.91

Average Complexity × Code Churn 0.85 0.86 0.87

Average Complexity × Age 1.04 1.04

Developers × Code Churn 0.73 0.73+ 0.73+ 0.74+ 0.77

Developers × Age 1.54* 1.54* 1.54* 1.56* 1.55* 1.54*

Code Churn × Age 1.13 1.13 1.13

χ2 324*** 324*** 323.9*** 318.4*** 315.7*** 313.3**

Likelihood Ratio Test = ∆χ2 0 0.05 1.9 2.70 2.43

R2 0.29 0.29 0.29 0.28 0.28 0.28

Deviance Explained %44.07 %44.07 %44.11 %44.40 % 44.28 % 44.30

**** p < 0.001 , ** p < 0.01 , * p < 0.05, + p < 0.1

OddRatioscenario8 = EXP(0.63 · Bugfixes− 0.73 · Bugfixes × Developers

− 1.23 · Bugfixes × Age)
(3.10)

Table 3.10 presents OR of the two models (gold-standard model and scenario 8). Age

and Developers are the two variables on the table because they are the only confounders

interacting with the exposure. The two columns in the left of the table are OR of the

gold-standard model. Gray cells in the table indicate that these OR are exactly like their
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Table 3.9: The eight scenarios to consider in eliminating the confounders

Method Calls Average Complexity Code Churn

Scenario 1 YES YES YES

Scenario 2 YES YES NO

Scenario 3 YES NO YES

Scenario 4 YES NO NO

Scenario 5 NO YES YES

Scenario 6 NO YES NO

Scenario 7 NO NO YES

Scenario 8 NO NO NO

YES: To keep the confounder in the model

NO: To eliminate the confounder from the model

Table 3.10: Golden standard odds ratio and odds ratios of scenario 8

Age Age

0 1 0 1

Developers

1 0.96 0.72 0.96 0.72

2 0.77 0.66 0.77 0.66

3 0.68 0.63 0.69 0.63

4 0.64 0.62 0.65 0.62

ORscenario1 ORscenario8

Table 3.11: Confidence interval assessment of Europa

Age Age

0 1 0 1

Developers

1 0.00 0.03 0.00 0.03

2 0.02 0.04 0.02 0.03

3 0.03 0.04 0.03 0.04

4 0.04 0.04 0.04 0.04

CIscenario1 CIscenario8

equivalent OR in the gold-standard model. Similarly, CI (Upper 95% - Lower 95%) results

are presented in Table 3.11. The highlighted cells indicate that those cells have either exact

values or smaller values than the cells on the gold-standard model. Both tables indicate that

differences are not meaningful, which means removing the two confounders (i.e., Method
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Calls, Average Complexity, and Code Churn) from the model is not harmful to the model.

The final model Modelfinal is as shown by Equation 3.11 and the final results are presented

in Figure 3.5. The goodness of fit according to HL for Europa indicates that the final model

is fit at 95% confidence level.

Modelfinal

Y =0.63 · Bugfixes + 0.47 ·Developers + 1.88 ·Age− 0.73 · Bugfixes×Developers− 1.23 · Bugfixes×Age

+ 0.45 ·Developers× Age

(3.11)

2.02 **

2.05 ***

6.57 ***

0.45 ***

0.31 ***

1.54 *

0 1 2 3 4 5 6 7 8 9 10

Bugfixes

Developers

Age

Bugfixes X Developers

Bugfixes X Age

Age X Developers

OR −95% CI

 

Figure 3.5: Europa final model odd ratios and confidence intervals
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Discussion of the results

In our analysis, we use OR to explain the amount that the confounder or interaction con-

tribute to Postrelease faults. In the Case-control model, the OR is defined as the probability

of cases (event to occur) over the probability of controls (event do not occur). The value of

the OR can be around one when both events (cases and controls) are equal or statistically

very close. If the probability of cases is statistically higher than the probability of controls,

the OR becomes greater than one. If the probability of controls is statistically higher than

the probability of cases, the OR becomes less than one but higher than or close to zero.

The following list presents main individual confounders that can be used to explain

Postrelease fault proneness of Europa files:

• Bugfixes (OR = 2.02) : Files with prerelease bugs have two times higher chance to

experience Postrelease bugs.

• Age (OR = 6.57): New files operating in the current release are more than six times

likely to have Postrelease bugs than old files operating in the previous release.

• Developers (OR = 2.05): More Developers contributing the same file increases chances

of Postrelease faults.

This study shows that prerelease bugs contribute to Postrelease bugs with OR = 2.02.

This result is consistent with what was found in [5]. The explanatory study [5] used releases

2.0, 2.1, and 3.0 from Eclipse. In release 2.0, the prerelease bugs had OR = 1.9. The OR

for prerelease bugs was even higher in releases 2.1 (OR = 3.27) and 3.0 (OR = 3.28).

Age has the highest OR compared to other confounders with OR = 6.57. This result

indicates that new files have a higher probability (more than six times) to have Postrelease

faults than old files. Many prediction studies suggest that Age is one of the best confounders

for predicting faults [22, 21]. One study [18] used correlation test to indicates the existence

of an association between new files and faults.
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The Developers has an OR = 2.05, which means that files with more Developers working

on them are two times more likely to experience faults than files with of Developers. While

some studies (e.g., [155]) observed a correlation between Developers and software faults,

other studies did not observe such a correlation [35].

The following list presents the main interactions that can be used to explain Postrelease

fault proneness of Europa files:

• Bugfixes with Developers (OR = 0.45): Developers working on fixing software bugs

will reduce the chance (by 55%) of having Postrelease bugs.

• Bugfixes with Age (OR = 0.29): New files exposed to the bugfixing process have a

71% less chance to have Postrelease bugs.

• Age with Developers (OR = 1.54): More Developers working on new files will increase

the chance (by 54%) of having Postrelease bugs.

The interactions of the three confounders, Bugfixes, Developers and Age are presented in

Figures 3.6a, 3.6b, and 3.6c. The figures help to understand the relationship between the two

confounders with the mean of the Postrelease bugs. To simplify the figures, we categorized

the Developers into two levels using the median value (i.e., median of Developers = 1) as a

cut-off.

Bugfixes with Developers had an OR smaller than 1 (OR = 0.45). When analyzing

the main confounder of Bugfixes, we found that a file has a higher chance to be faulty if

it was previously exposed to the bugfixing process. The interaction between Bugfixes and

Developers tells us that having more Developers working in fixing bugs reduces the chance

of Postrelease bugs compare to more Developers working on files that were not exposed to

Bugfixes. As shown in Figure 3.6a, fewer Developers are always better whether or not files

are exposed to the bugfixing process. However, with a high number of Developers, the mean

of Postrelease bugs reduces when it interacts with the bugfixing process.
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The second significant interaction is between Bugfixes and Age, which has an OR lower

than one (OR = 0.29). The interaction plot in Figure 3.6b illustrates that new files always

have a higher mean of Postrelease bugs. However, the mean of Postrelease bugs reduces

when new files are exposed to the bugfixing process.

The interaction between Age and Developers has an OR above 1 (OR = 1.54). The mean

of the Postrelease bugs is at the lowest level when the number of Developers is low whether

the files are old or new, as shown in Figure 3.6c. However, the mean of Postrelease bugs

increases when a large number of Developers are involved in new files.
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Figure 3.6: Significant interaction plots of Europa
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It is important to point out that other confounders were considered in the initial model,

but they were eliminated with their interactions in the final model. Some studies (e.g., [27])

recognized static code confounders as good predictors. However, we found that static code

confounders (i.e., Method Calls, and Average Complexity) were not statistically significant,

and they were excluded along with their interactions from the final model. Regarding change

confounders, some studies (e.g., [22]) suggest that Code Churn is a good predictor. However,

Code Churn and its interactions were excluded from our final model. These confounders were

good predictors in some studies, but we were not able to use them to explain software fault

proneness for Europa. This indicates that some confounders can be good predictors for

software faults but may not be helpful in explanation.

3.3.2 Case Study 2:Ganymede

As the second study for this research, we used the Ganymede dataset, which is another

release of Eclipse. The total number of extracted files was 32,648. Faulty files (cases)

numbered 5,391 and fault-free files (controls) numbered 27,257 files. The distribution of the

LOCs among cases and controls is shown in Figure 3.7. We used the same approach we did

with Europa in sampling and matching. Our sample size contained 1,000 files from cases

and the same number from controls.

The exposure of the model is the Bugfixes, and Figure 3.8 illustrates the exposure and the

number of occurrences in the two groups. Fifty percent of cases were exposed to Bugfixes,

and 20% of files in controls had prerelease faults. Table 3.12 shows the basic statistics of the

selected confounders of Ganymede. The data were clearly well matched in terms of the LOC

according to the Mann-Whitney test. Controls (i.e., fault-free files) has less Code Churn,

fewer Developers, fewer prerelease bugs, and older files as shown in Table 3.12. Boxplots of

selected confounders are shown in the Figure 3.9. LOC, Average Complexity, and Method

Calls confounders are clearly matched in the two samples. Medians of Bugfixes, Developers,

and Code Churn are higher in cases than in the controls group. Files in the controls group

are older in Age in than in the cases group.
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Figure 3.7: Distribution of lines of code on cases and controls of Ganymede
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Figure 3.8: Number of exposed files (Bugfixes=1) in cases and controls

Table 3.12: Basic statistics for cases and controls samples of Ganymede

Cases (files with bugs = 1,000) Controls (files with no bugs = 1,000) Mann-Whitney

Min Max Mean Median SD Min Max Mean Median SD p-value

LOC 10 995 217 139.05 208.05 8 999 217 139.5 208.11 0.99

Methods Calls 0 667 64.53 30 91.09 0 796 59.83 27 85.03 0.35

Average Complexity 0 19 2.2 1.83 1.96 0 45.8 2.14 1.82 2.26 0.27

Bugfixes 0 96 2.83 0 7.31 0 16 0.53 0 1.18 p < 0.001

Developers 1 5 1.65 1 0.79 0 5 0.68 0 0.84 p < 0.001

Code Churn 0 1487 50.08 9 133.43 0 1821 9.45 0 85.13 p < 0.001

Age 2.42 373.71 117.61 91.57 95.84 1.71 373.71 166.71 156.92 93.01 p < 0.001

Postrelease bugs 1 36 2.67 2 2.91 0 0 0 0 0 p < 0.001
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Figure 3.9: Selected confounders’ boxplots of cases and controls in Ganymede

Table 3.13: Spearman correlation coefficients for the Ganymede release

LOC

0.83*** Calls

0.31*** 0.35*** Complexity

0.16*** 0.19*** 0.08*** Bugfixes

0.21*** 0.22*** 0.11*** 0.43*** Developers

0.20*** 0.18*** 0.05*** 0.51*** 0.24*** Code churn

0.08*** 0.05*** -0.02*** -0.16*** -0.17*** -0.11*** Age

0.14*** 0.18*** 0.09*** 0.58*** 0.44*** 0.29*** -0.16*** Postrelease Bugs

**** p < 0.001 , ** p < 0.01 , * p < 0.05, + p < 0.1

Spearman test as conducted to test the collinearity of the initial model confounders. The

correlation results are presented in Table 3.13, which contains pair-wise correlation of only

the selected confounders. All the coefficients show low correlations except in two cases: high

correlation between Method Calls and LOCs (0.83), and medium correlation (0.58) between

Bugfixes and Postrelease bugs. The two cases are not a problem because they did not occur

between explanatory variables (i.e., independent variables).
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We start with the same initial model as in Europa (see Equation 3.6). The CNI/VDP for

the initial model had high CNI and high VDP associated with the interactions of Bugfixes

and Code Churn. This interaction is dropped from the initial model, and the CNI/VDP

for the reduced model gives low CNI (CNI1 = 11), which indicates that multicollinearity is

solved. The full model is similar to the full model for Europa as shown by Equation 3.7.

Next, we applied the same method as we did in Europa to eliminate the interactions

and confounders shown in Table 3.14. The result of this process was that eight insignif-

icant interactions were eliminated that had no significant impact on the model based on

the likelihood ratio test conducted between every reduced model and the model before the

elimination. Model9 is the result of this process, which contains six significant interactions,

four significant confounders, and two insignificant confounders. The two insignificant con-

founders cannot be eliminated from the model because they have significant interactions

that retained in the model. Hence, the process should stop at this point and use the model

produced from this step (i.e., Model9) as the final model (i.e., Modelfinal). The final model

is shown in Equation 3.12. The HL goodness of fit test of Ganymede’s final model indicates

that predicted values are not statistically different than actual values at the 95% confidence

level.

Modelfinal

Y =1.08 · Bugfixes− 0.07 ·MethodCalls+ 0.18 ·AvgComplexity + 1.99 ·Developers

+ 1.52 · CodeChurn+ 0.16 ·Age− 1.73 · Bugfixes×Developers+ 0.001 · Bugfixes×Age

− 0.00 ·MethodCalls× CodeChurn+ 0.003 ·AvgComplexity × CodeChurn

− 0.20 ·AvgComplexity ×Age+ 0.97 ·Developers×Age

(3.12)

Discussion of the results

Unlike Europa, none of the main confounders in Ganymede were eliminated. The fol-

lowing list presents the main individual confounders that can be used to explain Postrelease

fault proneness of Ganymede files:
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Table 3.14: Ganymede release model reduction using backward hierarchal elimination for

interactions

Metrics Modelfull Model2 Model3 ... Model7 Model8 Model9

Bugfixes 2.35+ 2.37* 2.37* 2.70** 2.75** 2.97**

Method Calls 0.77 0.77 0.77 0.90 0.94 0.92

Average Complexity 1.06 1.06 1.06 1.19+ 1.18+ 1.2+

Developers 7.04*** 7.00*** 6.99*** 7.27*** 7.36*** 7.33***

Code Churn 1.07** 1.07** 1.07** 8.14** 5.44** 4.60**

Age 1.11 1.11 1.10 1.11 1.09 1.18

Bugfixes × Method Calls 1.00

Bugfixes × Average Complexity 1.06 1.06 1.06

Bugfixes × Developers 0.18*** 0.18*** 0.18*** 0.18*** 0.18*** 0.17***

Bugfixes × Age 1.00* 1.00* 1.00** 1.00* 1.00* 1.00*

Method Calls × Average Complexity 1.00 1.00 1.00

Method Calls × Developers 0.99 0.99

Method Calls × Code Churn 1.00* 1.00* 1.00* 1.00* 1.00** 0.99***

Method Calls × Age 1.00 1.00 1.00

Average Complexity × Developers 1.01 1.01 1.01

Average Complexity × Code Churn 1.00* 1.00* 1.00* 1.00** 1.00** 1.00**

Average Complexity × Age 0.76* 0.76** 0.76** 0.80* 0.80* 0.81*

Developers × Code Churn 0.99 0.99 0.99 0.99 0.99

Developers × Age 3.07*** 3.06*** 3.06*** 3.05*** 2.95*** 2.64**

Code churn × Age 0.99 0.99 0.99 0.99

χ2 643.3*** 643.3*** 643.3*** 640.9*** 639.9*** 638.5***

Likelihood Ratio Test = ∆χ2 0.01 0.00 0.72 1.07 1.40

R2 0.50 0.50 0.50 0.50 0.50 0.50

Deviance Explained %60.19 %60.15 %60.15 %60.43 %61.26 %61.47

**** p < 0.001 , ** p < 0.01 , * p < 0.05, + p < 0.1

• Bugfixes (OR = 2.97): Files that had prerelease bugs are three times more likely to

experience Postrelease bugs.

• Average Complexity (OR = 1.2): Complex files are 20% more likely to experience

Postrelease bugs.

• Developers (OR = 7.33): Files with more Developers have seven times higher chance

to have Postrelease faults.
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Figure 3.10: Ganymede final model odd ratios and confidence intervals

• Code churn (OR = 4.60): Files that experience cod churn (added+deleted lines) are

four times more likely to experience Postrelease faults.

Bugfixes confounder OR is consistent with Europa. Both the Europa and Ganymede

models show that the files involved in the bugfixing process have a two to three times

higher chance to experience Postrelease faults than files that did not have Bugfixes. In

addition, Developers confounder results in the two models are consistent. The Ganymede

model demonstrates that having more Developers involved in a file increases the chances

for Postrelease bugs by more than seven times. While the Code Churn confounder was not

significant with Europa, it was significant in the Ganymede model. Code churn on a file

increases the risk (by 4.6 times) for Postrelease bugs. Average Complexity is significant at

90% confidence level in the Ganymede model and it shows that complex files have 20% more

chances for Postrelease bugs. Method Calls and Age of files are not statistically significant

in the Ganymede model.
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The following list presents the main interactions that can be used to explain Postrelease

fault proneness of Europa files:

• Bugfixes with Developers (OR = 0.17): Fewer Developers working on bugfixing reduces

the probability of Post-release faults by 83%.

• Developers with Age (OR = 2.64): More Developers working on new files increases the

probability of Postrelease bugs by 2.6 times.

• Average Complexity with Age (OR = 0.81): New files with low complexity have 19%

less chance to have Postrelease bugs.

The interaction between Bugfixes and Developers showed a low OR (OR=0.17). This is

also consistent with the results between the same confounders in the Europa release. Al-

though Bugfixes as a confounder increases the risk of software faults, when Bugfixes interacts

with a low number of Developers there is a low chance of software faults as shown in Fig-

ure 3.11a. The same figure indicates that a high number of Developers have a high risk of

software faults. However, the risk for Postrelease bugs decreases when the high number of

developers are working on files exposed to bugfixes.

The interaction between Developer and Age has an OR higher than one (OR=2.64),

which is consistent with the Europa model. We learned from Europa model that old files

have a lower risk of software faults than new files. However, old files, in both Europa and

in Ganymede, have high risk of software faults when there is high number of Developers

involved, as shown in Figure 3.11b. Also, a high number of Developers has a higher risk

to Postrelease bugs when they work on new files compared to a high number of Developers

working on old files.

The interaction between Average Complexity and Age is a new phenomenon in this

model. The OR of this interaction is below one (OR = 0.81). It is clear from the Europa

model that new files are more likely to have faults. In this model, the results indicate that

complex new files have less chance of getting faults than new files with less complexity.

Reducing complexity is always recommended at all levels. However, we might need to pay

more attention new files with less complexity.
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Figure 3.11: Significant interactions of Ganymede releases

3.4 Replicated Study: Using a Case-control Study on

Apache Projects

In this section, our case-control approach is applied to explain confounders and their

interactions and how they affect software fault proneness on the following Apache projects:

Derby, Ant, and Xalan. We follow the same processes explained in Section 3.2 to quantify

Odds Ratios OR of all confounders and their interactions, which explains the probability of

a specific confounder or interaction of findings Postrelease bugs. Our main motivation in

this section is to explore the generalizability by applying the same methodology to different

projects. Our results demonstrated similarities and differences among confounders and their

interactions across different projects.

The selection of confounders in this section starts with a similar set of confounders from

static code and change confounders, including the selection of the exposure (prerelease bugs)

and Lines of code (LOC) as a matching confounder. Datasets used in this study are from

Apache foundation software, specifically Derby, Ant, and Xalan projects [156, 157, 158].

These datasets were extracted by Mohammad Ahmad, a fellow in the lab, and he used

them for another research study [159]. The static code confounders were based on Chi-

damber and Kemerer Java Metrics CKJM definitions [160]. Confounders of this type have

more detailed features related to the complexity, and coupling of codes. To make our work
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consistent, we selected confounders similar to those we used in Sections 3.3 and 3.3.2 (i.e.,

Average Complexity and Method Calls). The closest to these confounders, based on defini-

tions of the confounders [160], are the average methods complexity AMC, and the number of

public methods NPM. Note that the change confounders the same as the change confounders

we used in the sections 3.3 and 3.3.2 of this chapter.

We applied the correlation test to avoid high-correlated confounders on the same model.

We sampled cases from the faulty files group of every release, and we matched those files (i.e.,

based on LOC) with a similar number of files from the fault-free files. We used one-to-one

matching for consistency with the earlier work. However, in some releases we were forced

to increase the number of files from the controls because we had an extremely low number

of fault-prone files. Then, Condition Indeces/Variance Decomposition Properties CNI/VDP

test was applied to diagnose the multicollinearity of the initial model. The normal model

is CNI1 < 30 and variances of all confounders and interactions are V DP < 0.5. Next,

eliminating insignificant interactions is applied following the hierarchical backward fashion.

This step was followed by eliminating the confounders step as described in Section 3.2. The

outcome of the two processes is the final model (Modelfinal). The last step is to conduct

Hosmer Lemshaw HL test for the final models for goodness of fit.

Our primary goal is to find the impact of the exposure and other confounders on Postre-

lease bugs. Additionally, as we did in the previous work, we intend to observe how the

interaction between confounders could significantly affect the Postrelease bugs. We used

conditional logistic regression to match our files based on the lines of code. Additionally,

the regression quantifies the odds ratios of all confounders and interactions included in our

model. The two main research questions to be identified from the work are listed below.

• RQ1- What are the main confounders that cause an increase or decrease in

the Postrelease bugs?

• RQ2- What are the main interactions that cause an increase or decrease in

the Postrelease bugs?
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3.4.1 Derby Project

Derby is one of the Apache open source software projects [157]. Derby is implemented in

Java and used as relational database software. It was first released in 2004 and has evolved

with many other releases (see table 3.15). A total of nine releases were extracted from the

Derby project, but two releases were excluded from this study, as explained in the next

section.

Table 3.15: Release date of Derby releases

Release Date

Derby 10.1.2.1 18 November 2005

Derby 10.1.3.1 5 July 2006

Derby 10.4.1.3 26 April 2008

Derby 10.5.1.1 01 May 2009

Derby 10.6.1.0 19 May 2010

Derby 10.8.1.2 29 April 2011

Derby 10.8.3.0 29 January 2013

Inclusion and Exclusion

The numbers of faulty files and fault-free files in all Derby releases are shown in Figure

3.12. In some releases, we have much less faulty files compared to fault-free files (e.g.,

10.5.1.1). Therefore, we may increase the size of control group to increase the sample size.

Figure 3.13 shows that the number of files that were exposed to the bug fix process in the

two groups (i.e., case and control) of every release. The 10.1.2.1 and 10.10.1.1 releases were

excluded from this study because we cannot use the release with an unbalanced distribution

of Bugfixes, that is should have enough files from both the case and control group that

have enough observations of the two events (exposed or not exposed to Bugfixes). Next,

we present the case-control studies for Derby’s release: 10.1.3.1, 10.4.1.3, 10.5.1.1, 10.6.1.0,

10.8.1.2, and 10.8.3.0.
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Figure 3.12: The number of faulty files and fault-free files in every release of Derby
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Figure 3.13: Number of files exposed to Bugfixes from cases and controls for every release

of Derby

Derby 10.1.3.1

The distribution of the lines of code in the two samples, case and control, is shown in

Figure 3.14. We matched every case with one control of the same size. The results of the

matches are presented in Table 3.16, as shown by the p-value of the Mann Whitney test

(i.e., > 0.05), which indicated a good match. The other basic statistics for the selected

confounders are also shown in Table 3.16. As shown, the number of public methods was
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higher in the control group than in the case group. The complexity AMC has the same level

in two samples. The number of Developers was higher in the case versus control group. The

mean of the Bugfixes is slightly higher in the case sample. Age cannot be included because

all case samples were new files, and we did not have any old files.
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Figure 3.14: Distribution of lines of code in cases and controls of Derby.10.1.3.1

Table 3.16: Descriptive data of case and control groups of Derby 10.1.3.1

Cases (153 files) Controls (153 files) Wilcoxon Test

Min Max Mean Median SD Min Max Mean Median SD P-value

LOC 12 12,120 1,656 885 2,165.2 1 2,1340 1,484 852 2,307.73 0.41

AMC 0 1,840 74.65 35.38 182.33 0 564.6 70.45 40.68 89.24 0.29

NPM 0 178 24.24 10 32.27 0 166 15.32 7.5 21.17 < 0.05

Bugfixes 0 1 0.58 1 0.49 0 1 0.1 0 0.3 < 0.001

Developers 1 7 1.72 1 1.23 0 4 0.34 0 0.74 < 0.001

The correlation test identified a high correlation between the Developers, Age, and Code

Churn (see Figure 3.15). Age was excluded because all of the files were new, and this was

the reason for the negative correlation of the other confounder. The Developers and Code

Churn were tested individually against the response confounders. The Developers showed

more significant results than the Code Churn. Therefore, we excluded Code Churn from

the initial model. The initial model started with the exposure, three confounders, and six
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interactions, as in Equation 3.13. This model was tested for multicollinearity using the

CNI/VDP test. Table 3.17 showed the highest condition index CNI was 15.24, which means

there was no sign of collinearity. In this case, the full model is the same as the initial model

without any change. We can start eliminating interactions from this model.
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Figure 3.15: The pair-wise correlation test on Derby 10.1.3.1 using the Spearman correlation

Table 3.17: The CNI/VDP collinearity diagnosed for model Derby.10.1.3.10

CNI .. 15.24 4.13 3.58 2.96 2.50 2.36 2.00 1.57 1.22 1.00

Bugfixes β1 0.00 0.13 0.01 0.27 0.29 0.07 0.03 0.18 0.00 0.01

4
V

D
P
4

NPM β2 0.87 0.00 0.03 0.05 0.03 0.00 0.01 0.00 0.00 0.00

AMC β3 0.97 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.01 0.00

Developers β4 0.00 0.23 0.40 0.14 0.10 0.01 0.01 0.09 0.00 0.02

Bugfixes×NPM β5 0.06 0.57 0.01 0.28 0.00 0.02 0.02 0.02 0.00 0.02

Bugfixes× AMC β6 0.13 0.04 0.00 0.12 0.02 0.61 0.00 0.00 0.07 0.00

Bugfixes×Developers β7 0.01 0.00 0.75 0.00 0.11 0.02 0.00 0.01 0.00 0.02

NPM × AMC β8 0.98 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00

NPM ×Developers β9 0.12 0.69 0.10 0.02 0.03 0.01 0.00 0.01 0.00 0.02

AMC ×Developers β10 0.02 0.04 0.02 0.02 0.01 0.01 0.77 0.05 0.02 0.01
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Derby.10.1.3.10

Y = β1 · Bugfixes+ β2 · NPM + β3 · AMC + β4 · Developers

+ β5 · Bugfixes×NPM + β6 · Bugfixes× AMC + β7 · Bugfixes×Developers

+ β8 · NPM × AMC + β9 · NPM ×Developers+ β10 · AMC ×Developers

(3.13)

Three insignificant interactions were eliminated from the full model, as depicted in Table

3.18. The results of ∆χ2 at every reduction showed no significant change in the model. The

outcome model after eliminating interactions, was shown by Equation 3.14. All confounders

had significant interactions except AMC. As a result, we had two possible scenarios: model

without change (Derby.10.1.3.1G) or model without AMC (Derby.10.1.3.1Scen2). The odds

ratios OR of the first and second scenarios were calculated by Equations 3.15 and 3.16,

respectively.

Table 3.18: The Derby.10.1.3.1 release model reduction using backward hierarchal elimina-

tion for the interactions

Variables Derby.10.1.3.1full Derby.10.1.3.12 Derby.10.1.3.13 Derby.10.1.3.14

Bugfixes 1.76* 1.81* 1.92** 1.66*

NPM 2.47 2.49 1.19 1.16

AMC 6.89 6.77 2.14 1.55

Developers 18.45*** 16.80*** 15.81*** 15.66***

Bugfixes × NPM 1.70* 1.73* 1.75* 1.51+

Bugfixes × AMC 2.07 2.39 2.67

Bugfixes × Developers 0.33** 0.33** 0.32*** 0.33***

NPM × AMC 6.02 6.16

NPM × Developers 0.62* 0.60* 0.63* 0.65*

AMC × Developers 1.72

χ2 194*** 193.7*** 193*** 189.1***

Likelihood Ratio Test = ∆χ2 0.23 0.76 3.83

R2 0.67 0.67 0.67 0.66

Deviance Explained 93.17% 93.23% 93.11% 83.09%

**** p < 0.001 , ** p < 0.01 , * p < 0.05, + p < 0.1
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Derby.10.1.3.1G

Y = 0.50 · Bugfixes+ 0.02 · NPM + 0.44 · AMC + 2.75 · Developers

+ 0.41 · Bugfixes×NPM − 1.08 · Bugfixes×Developers− 0.41 · NPM ×Developers

(3.14)

Derby.10.1.3.1OR∗ = EXP (0.50 · Bugfixes+ 0.41 · Bugfixes×NPM

− 1.08 · Bugfixes×Developers)
(3.15)

Derby.10.1.3.1OR2 = EXP (0.53 · Bugfixes+ 0.38 · Bugfixes×NPM

− 1.11 · Bugfixes×Developers)
(3.16)

Table 3.19 presents the odds ratios and confidence intervals for the two scenarios. We had

a total of 306 observations, and we selected 15 observations. The odds ratios and confidence

intervals of the two models were not significantly different. The Wilcoxon test was used

between the two models concerning the odds ratios or confidence intervals. The Wilcoxon

test was used to see whether the distribution resulting from OR and if the CI equations

were significant. Wilcox test showed no significant discrepancies between the two models

concerning ORs or CIs. The final model was given in Equation 3.17.

Table 3.19: The odds ratio comparison between the Derby.10.1.3.1OR∗ model and the

Derby.10.1.3.1OR2 model

Observations 50 51 52 53 54 160 161 162 163 164 250 251 252 253 254

The OR Assessment for the Gold Standard Model and the Model Without AMC

Derby 10.1.3.1OR∗ 0.80 1.45 0.76 0.83 0.75 0.42 0.41 0.41 0.41 0.41 0.43 0.43 0.41 0.36 0.43

Derby 10.1.3.1OR2 0.78 1.55 0.74 0.80 0.73 0.40 0.39 0.39 0.39 0.39 0.41 0.41 0.39 0.35 0.41

Percent difference 3 7 3 4 3 5 5 5 4 5 5 5 5 4 5

Wilcoxon Test There is no significant difference in the odds ratio between the two models (p-value = 0.2).

The CI Assessment for the Gold Standard Model and the Model Without AMC

Derby 10.1.3.1CI∗ 0.16 0.15 0.37 0.23 0.09 0.26 0.23 0.23 0.22 0.21 0.27 0.29 0.21 0.09 0.29

Derby 10.1.3.1CI2 0.16 0.14 0.40 0.22 0.09 0.25 0.22 0.22 0.21 0.20 0.26 0.27 0.20 0.09 0.27

Percent difference % 3 2 8 3 1 7 5 5 5 5 6 6 5 3 6

Wilcoxon Test There is no significant difference between the confidence intervals of the two models (p-value = 0.78)
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Derby.10.1.3.1final

Y = 0.50 · Bugfixes+ 0.15 · NPM + 2.75 · Developers

+ 0.41 · Bugfixes×NPM − 1.08 · Bugfixes×Developers− 0.41 · NPM ×Developers

(3.17)

Derby 10.4.1.3

The distribution of the LOC in the case and control groups of this release was shown in

Figure 3.16. The size of the case group, as shown in Table 3.20, was 146 files, and the number

of files in the control group was 292. The results of the Wilcoxon test indicated that LOC

was well matched in the two samples. Also, the values of the Bugfixes and Developers were

higher in case group versus the control group. Age was not considered in this release because

all of the files in case group were new files, that is, old files did not exist. The complexity of

control group was higher (both the median and mean) than the case group. The median and

the mean of the number of public methods were higher in the case versus the control group.

The number of Developers (i.e., maximum, mean, and median) was higher in the case group

compared to the control group.

Table 3.20: Descriptive data of cases and controls of Derby 10.4.1.3

Case (146 files) Control (292 files) Wilcox Test

Min Max Mean Median SD Min Max Mean Median SD P-value

LOC 6 14,600 1,543 655 2,263.2 2 16,560 1,528 647 2,343.77 0.94

AMC 0 474.2 46.32 28.65 67.79 0 1,908 82.97 37.64 206.01 < 0.05

NPM 0 150 29.13 12 33.81 0 206 15.94 7 25.64 < 0.001

Bugfixes 0 1 0.83 1 0.36 0 1 0.1 0 0.3 < 0.001

Developers 1 5 0.83 1 0.71 0 3 0.15 0 0.45 < 0.001

The correlation between the Code Churn and Developers was high (β = 0.94), as shown

in Figure 3.17. We treated it as we did in release 10.1.3.1, that is, we excluded Code Churn

from the initial model. Additionally, Age was negatively correlated with the Code Churn

(β = −0.82). Another high correlation was detected between LOC and AMC (β = 0.81).
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Figure 3.16: The distribution of lines of code in the case and control groups of Derby 10.4.1.3
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Figure 3.17: The pair-wise correlation test on Derby 10.4.1.3 using the Spearman test.

The initial model of this release was given by Equation 3.13. Selected confounders for

the initial model were Bugfixes, AMC, NPM, and Developers. The multicollinearity test

of the initial model (see Table 3.21) showed that no collinearity existed among any of the

confounders or interactions.
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Table 3.21: The CNI/VDP collinearity diagnosed for model Derby.10.4.1.30

CNI .. 7.16 5.19 4.37 3.55 2.62 2.38 1.74 1.51 1.13 1.00

Bugfixes β1 0.00 0.00 0.02 0.10 0.67 0.00 0.02 0.16 0.00 0.01

4
V

D
P
4

NPM β2 0.54 0.03 0.08 0.03 0.00 0.26 0.01 0.01 0.00 0.01

AMC β3 0.92 0.00 0.02 0.00 0.00 0.01 0.02 0.00 0.02 0.00

Developers β4 0.00 0.10 0.04 0.58 0.17 0.00 0.01 0.07 0.00 0.02

Bugfixes×NPM β5 0.02 0.40 0.37 0.02 0.01 0.14 0.01 0.02 0.00 0.02

Bugfixes× AMC β6 0.10 0.46 0.25 0.00 0.00 0.00 0.16 0.01 0.02 0.00

Bugfixes×Developers β7 0.01 0.11 0.02 0.58 0.18 0.00 0.00 0.02 0.00 0.02

NPM × AMC β8 0.79 0.14 0.02 0.00 0.00 0.01 0.02 0.01 0.01 0.00

NPM ×Developers β9 0.05 0.40 0.40 0.08 0.01 0.02 0.01 0.01 0.00 0.02

AMC ×Developers β10 0.17 0.47 0.31 0.01 0.00 0.00 0.01 0.00 0.03 0.00

The elimination of the insignificant interactions was presented in Table 3.22. The NPM

with AMC was the first interaction dropped from the model, and ∆χ2 = 0.2 is not significant.

The process continued until we dropped the fifth interaction which was between AMC and

Developers. Only one interaction was retained in the model: Bugfixes with Developers. The

model (Derby.10.4.1.36) was the outcome of the previous process, and we called it the gold

standard model (Derby.10.4.1.3G) (see Equation 3.18).

Table 3.22: The Derby 10.4.1.3 release model reduction using backward hierarchal elimina-

tion for the interactions

Variables Derby.10.4.1.3full Derby.10.4.1.32 ..... Derby.10.4.1.35 Derby.10.4.1.36

Bugfixes 1.56** 1.55** 1.67*** 1.70***

NPM 1.34 1.20 1.42* 1.47*

AMC 0.55 0.45 0.70 1.02

Developers 8.51*** 8.59*** 7.94*** 7.55***

Bugfixes × NPM 0.91 0.90

Bugfixes × AMC 0.67 0.66

Bugfixes × Developers 0.26*** 0.26*** 0.27*** 0.28***

NPM × AMC 1.40

NPM × Developers 1.25 1.28

AMC × Developers 2.53 2.60 1.40

χ2 175.4*** 175.2*** 172.5*** 170.3***

∆χ2 0.20 1.37 2.19

R2 0.49 0.49 0.48 0.48

Deviance Explained 91.19% 91.16% 91.12% 90.82%

**** p < 0.001 , ** p < 0.01 , * p < 0.05, + p < 0.1
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The only insignificant confounder in the model was the AMC. This confounder had no

significant interaction in the model. Therefore, there were two possible scenarios. The first

was to keep the model without any change (i.e., the gold standard model). The second

scenario was to eliminate the AMC. To examine the differences between the gold standard

model and the second scenario model, we calculated the odds ratios and confidence intervals

of the two models using Equations 3.19 and 3.20.

Derby.10.4.1.3G

Y = 0.53 · Bugfixes+ 0.38 · NPM + 0.02 · AMC + 2.02 · Developers

− 1.24 · Bugfixes×Developers

(3.18)

The results of the OR and CI assessment were presented in Table 3.23. Most of the

ORs had an exact match, and some cells had differences of 3%. The Wilcoxon test between

the two samples of OR indicated that there are not statistically significant. Similarly, the

confidence intervals had either an exact match or lower values in the reduced model. The

Wilcoxon test showed of the CI samples were not significantly different. Therefore, AMC

was eliminated without causing any discrepancy in the model. So, the final model was given

by Equation 3.21.

Derby.10.4.1.3OR∗ = EXP (0.53 · Bugfixes− 1.24 · Bugfixes×Developers) (3.19)

Derby.10.4.1.3OR2 = EXP (0.53 · Bugfixes− 1.25 · Bugfixes×Developers) (3.20)

Derby.10.4.1.3Final

Y = 0.53 · Bugfixes+ 0.38 · NPM + 2.02 · Developers− 1.25 · Bugfixes×Developers

(3.21)
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Table 3.23: Odds ratio comparison between the Derby.10.4.1.3OR∗ model and the

Derby.10.4.1.3OR2 model

Observations 50 51 52 53 54 160 161 162 163 164 250 251 252 253 254

The OR Assessment of the Gold Standard Model and the Model Without AMC

Derby 10.4.1.3OR∗ 0.56 3.07 3.07 3.07 0.97 0.33 0.33 0.33 0.33 0.56 0.97 0.56 0.56 0.56 0.56

Derby 10.4.1.3OR2 0.56 3.08 3.08 3.08 0.97 0.32 0.32 0.32 0.32 0.56 0.97 0.56 0.56 0.56 0.56

Percent difference % 0 0 0 0 0 3 3 3 3 0 0 0 0 0 0

Wilcox Test There is no significant difference in the odds ratio between the two models (p-value = 0.45)

The CI Assessment of the Gold Standard Model and the Model Without AMC

Derby 10.4.1.3CI∗ 0.16 1.70 1.70 1.70 0.65 0.03 0.03 0.03 0.03 0.16 0.65 0.15 0.15 0.15 0.15

Derby 10.4.1.3CI2 0.15 1.65 1.65 1.65 0.64 0.03 0.03 0.03 0.03 0.15 0.64 0.15 0.15 0.15 0.15

Percent difference % 6 3 3 3 3 2 0 0 0 0 6 2 0 0 0

Wilcox Test There is no significant difference between the confidence intervals of the two models (p-value = 0.45)

Derby 10.5.1.1

The faulty files sample had 93 files, and the fault-free files sample had 186 files in this

release (Table 3.24). The amount of data we extracted allowed us to sample for every file

from case group two matched files from the control group. Lines of code were well matched

in the two samples as shown by the Wilcoxon test result. The complexity of codes was higher

in the control group (median = 37.64) compared to the case group (median = 28.65). The

number of public methods was higher for the case group than for the control group. The

files in the case group had more exposure to the Bugfixes than the files in the control group.

Age still had the same issue, new files only existed in the case group, so we did not add it

to the initial model.

Table 3.24: The descriptive data of the case and control groups of Derby 10.5.1.1

Case (93 files) Control (186 files) Wilcox Test

Min Max Mean Median SD Min Max Mean Median SD P-Value

LOC 6 14,600 1,543 655 2,263.2 2 16,560 1,528 647 2,343.77 0.94

AMC 0 474.2 46.32 28.65 67.79 0 1,908 82.97 37.64 206.01 < 0.05

NPM 0 150 29.13 12 33.81 0 206 15.94 7 25.64 < 0.001

Bugfixes 0 1 0.83 1 0.36 0 1 0.1 0 0.3 < 0.001

Age 0.42 26.14 16.35 18.14 9.11 0.42 194.8 132.6 170.4 62.92 < 0.001
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Figure 3.18: The distribution of the lines of code in the case and control groups of Derby

10.5.1.1

Figure 3.19 showed that Age was negatively correlated with all other variables. The

maximum number of weeks in the case sample was 26 weeks, whereas most of the files in the

control group were older than 53 weeks. Code churn and Developers were highly correlated

with the exposure, as shown in Figure 3.19. In the model, the Age of the case group was

coded as 1, which may introduce errors in fitting the model. Therefore, the three confounders

were excluded from the initial model.

The initial model (Equation 3.22) included the exposure, NPM, and AMC with their

interactions. The first step was to run the initial model, Derby.10.5.1.10, in the CNI-VDP

to diagnose the collinearity in the model. The results in Table 3.25 showed that the highest

conditioning index was 6.87, which indicated no collinearity was detected. Therefore, we

took the same model to the next step, the full model Derby.10.5.1.1full.

Derby.10.5.1.10

Y = β1 · Bugfixes+ β2 · NPM + β3 · AMC + β4 · Bugfixes×NPM

+ β5 · Bugfixes× AMC + β6 · NPM × AMC

(3.22)
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Figure 3.19: The pair-wise correlation test on Derby 10.5.1.1 using the Spearman test

Table 3.25: CNI/VDP collinearity diagnosed for the model Derby.10.5.1.10

CNI .. 6.87 3.83 1.86 1.75 1.38 1.00

Bugfixes β1 0.02 0.09 0.02 0.59 0.14 0.00

4
V

D
P
4NPM β2 0.64 0.02 0.06 0.14 0.10 0.00

AMC β3 0.80 0.18 0.00 0.00 0.01 0.02

Bugfixes×NPM β4 0.02 0.03 0.68 0.01 0.19 0.00

Bugfixes× AMC β5 0.04 0.92 0.00 0.01 0.00 0.03

NPM × AMC β6 0.94 0.04 0.00 0.00 0.00 0.01

The first eliminated interaction was Bugfixes with AMC (see Table 3.26), with no signif-

icant change (∆χ2 = 0). Additionally, the second elimination was Bugfixes and NPM, with

no significant change (∆χ2 = 0.52). As a result of eliminating the interactions process, we

had the third model (Derby.10.5.1.13) as the final model. In this model, NPM was the only

insignificant confounder in the model. This confounder was not eliminated because it was

significantly interacted with AMC. The final model is represented in Equation 3.23.

Derby.10.5.1.1Final

Y = 1.82 · Bugfixes− 0.17 · NPM − 1.36 · AMC − 1.99 · NPM × AMC

(3.23)
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Table 3.26: Derby 10.5.1.1 release model reduction using backward hierarchal elimination

for the interactions

Variables Derby.10.5.1.1full Derby.10.5.1.12 Derby.10.5.1.13

Bugfixes 6.23*** 6.22*** 6.19***

NPM 0.80 0.81 0.84

AMC 0.21+ 0.22+ 0.25+

Bugfixes × NPM 1.16 1.15

Bugfixes × AMC 1.01

NPM × AMC 0.10+ 0.10+ 0.13+

χ2 160.8*** 160.8*** 160.2***

∆χ2 0.00 0.52

R2 0.65 0.65 0.65

Deviance explained 52.58% 52.47% 45.71%

**** p < 0.001 , ** p < 0.01 , * p < 0.05, + p < 0.1

Derby 10.6.1.0

The distribution of the LOC of the files in the case and control groups of this release is

shown in Figure 3.20. The sample size of the case group in Derby 10.6.1.0 is 84 files and

there is twice this number in the control group (see Table 3.27). The Wilcoxon test showed

the two samples are matched well in terms of the LOC. The number of public methods was

higher in the case group with a median = 19.5 compared to NPM median = 10 in the control

group. The average method complexity AMC was higher in the control group with a median

= 54 versus the AMC of the case group (median = 35.61). The Bugfixes occurred more in

the case group (mean = 0.76) than in the control group (mean = 0.19). More Developers

were shown in the case group (mean = 1.6) higher than in the control group (mean = 0.41).

All faulty files were new (< 53 weeks). Age is excluded and cannot be used as a confounder

in the initial model.

Code churn is still highly correlated with exposure in Derby 10.6.1.0 as shown in Figure

3.21. The Developers correlation with exposure is moderate. Code churn is excluded from

the initial model because of the high correlation with exposure. The initial model includes

confounders and interactions as shown in Equation 3.24.
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Figure 3.20: The distribution of the lines of code in the case and control groups Derby

10.6.1.0

Table 3.27: The descriptive data of the case and control groups of Derby 10.6.1.0

Cases (84 files) Controls (168 files) Wilcox Test

Min Max Mean Median SD Min Max Mean Median SD P-value

LOC 44 17,390 3,197 1,656 3,905.24 1 21,100 2,780 1,392 3,458.97 0.63

NPM 0 206 34.71 19.5 41.12 0 855 26.08 10 69.73 < 0.001

AMC 0 1,662 84.49 35.61 201.3 0 3,956 135.4 54 363.53 < 0.05

Bugfixes 0 1 0.76 1 0.42 0 1 0.19 0 0.39 < 0.001

Developers 1 6 1.6 1 0.87 0 3 0.41 0 0.68 < 0.001

Age 0.71 27.14 17.53 17.71 7.47 0.71 249.8 137.6 165.2 96.23 < 0.001

Derby.10.6.1.00

Y = β1 · Bugfixes+ β2 · NPM + β3 · AMC + β4 · Developers+ β5 · Bugfixes×NPM

+ β6 · Bugfixes× AMC + β7 · Bugfixes×Developers

(3.24)

The CNI/VDP test for collinearity was implemented on the initial model (Derby.10.6.1.00).

The result of the test is presented in Table 3.28. The highest CNI is 3.47, which is considered

low. Based on this result, no interaction should be eliminated, and this model is treated as

the full model (Derby.10.6.1.0full).
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Figure 3.21: The pair-wise correlation test on Derby 10.6.1.0 using the Spearman correlation

Table 3.28: The CNI/VDP collinearity diagnosed for model Derby.10.6.1.00

CNI .. 3.47 2.80 2.32 2.04 1.28 1.10 1.00

Bugfixes β1 0.23 0.42 0.21 0.02 0.07 0.01 0.06

4
V

D
P
4

NPM β2 0.00 0.13 0.42 0.23 0.02 0.08 0.00

AMC β3 0.01 0.37 0.09 0.34 0.01 0.08 0.00

Developers β4 0.70 0.15 0.04 0.02 0.03 0.01 0.05

Bugfixes×NPM β5 0.00 0.14 0.43 0.22 0.02 0.08 0.00

Bugfixes× AMC β6 0.00 0.40 0.09 0.32 0.01 0.08 0.00

Bugfixes×Developers β7 0.70 0.13 0.05 0.03 0.04 0.01 0.05

We started with eliminating interaction of Bugfixes and NPM. The ∆χ2 result between

the full model and the second model indicates there is no significant change. The third model,

Derby.10.6.1.03, eliminates the second interaction between the exposure and AMC. The elim-

ination did not cause any significant difference between Derby.10.6.1.03 and Derby.10.6.1.02

(∆χ2 = 2.04). The only remaining interaction is between the exposure and Developers,

which is significant. The model Derby.10.6.1.03 is considered as the gold standard model,

which has one significant interaction retained as shown in Equation 3.25. We have two

insignificant confounders: NPM and AMC. This means there are four possible scenarios:

eliminate none of them, eliminate both of them, eliminate NPM, or eliminate AMC.
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We start to compare the second and the first scenario. The first scenario is the gold

standard model, and odds ratios of this model is represented by Equation 3.26, and the

second scenario is represented by Equation 3.27. The coefficients of the two scenarios are

equal, which means that their outcomes are equal.

Table 3.29: Derby.10.6.1.0 release model reduction using backward hierarchal elimination for

the interactions

Terms Derby.10.6.1.0full Derby.10.6.1.02 Derby.10.6.1.03

Bugfixes 2.41** 2.40** 1.96**

NPM 1.03 0.98 1.02

AMC 0.25 0.24 0.97

Developers 7.92*** 7.94*** 8.30***

Bugfixes × NPM 1.11

Bugfixes × AMC 3.35 3.29

Bugfixes × Developers 0.33** 0.33*** 0.32***

χ2 128.6*** 128.3*** 126.3***

Likelihood Ratio Test = ∆χ2 0.25 2.04

R2 0.60 0.60 0.59

Deviance explained 73.11% 73.35% 73.41%

**** p < 0.001 , ** p < 0.01 , * p < 0.05, + p < 0.1

Derby.10.6.1.0G

Y = 0.67 · Bugfixes+ 0.02 · NPM − 0.02 · AMC + 2.11 · Developers

− 1.11 · Bugfixes×Developers

(3.25)

Derby.10.6.1.0OR∗

Y = exp(0.67 · Bugfixes− 1.11 · Bugfixes×Developers)
(3.26)

Derby.10.6.1.0OR2

Y = exp(0.67 · Bugfixes− 1.11 · Bugfixes×Developers)
(3.27)

Table 3.30 presents OR and CI assessments between the gold standard model and the

model without NPM and AMC. The ORs have an exact match in the two rows, with 0%

differences for all observations. The Wilcoxon test between the two samples of OR values

have a p-value = 1, which indicates an exact match of the two samples. CIs values have
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either exact match or less value (i.e., better) for the reduced model. The Wilcox test p-value

indicates no significant difference at a 95% confidence level. Therefore, confounders NPM

and AMC can be eliminated without causing any significant difference. The final model of

release 10.6.1.0 is represented by Equation 3.28.

Table 3.30: The OR and CI assessments between Derby.10.6.1.0OR∗ and Derby.10.6.1.0OR2

Observations 1 2 3 4 5 101 102 103 104 105 201 202 203 204 205

The OR Assessment Between the Gold Standard Model and the Model Without NPM and AMC

Derby.10.6.1.0OR∗ 1.76 0.40 0.70 0.40 1.76 0.70 0.28 0.28 0.70 0.28 0.28 1.76 0.28 1.76 0.28

Derby.10.6.1.0OR2 1.76 0.40 0.70 0.40 1.76 0.70 0.28 0.28 0.70 0.28 0.28 1.76 0.28 1.76 0.28

Percent difference % 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Wilcoxon Test There is no significant difference in the odds ratio between the two models (p-value = 1).

The CI Assessment Between the Gold Standard Model and the Model Without NPM and AMC

Derby.10.6.1.0CI∗ 2.77 1.90 0.65 1.90 2.77 0.65 0.06 0.06 0.65 0.06 0.06 2.77 0.06 2.77 0.06

Derby.10.6.1.0CI2 2.76 1.87 0.65 1.87 2.76 0.65 0.05 0.05 0.65 0.05 0.05 2.76 0.05 2.76 0.05

Percent difference 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Wilcoxon Test There is no significant difference between the confidence intervals of the two models (p-value = 0.96).

Derby.10.6.1.0final

Y = 0.67 · Bugfixes+ 2.12 · Developers− 1.11 · Bugfixes×Developers

(3.28)

Derby 10.8.1.2

In this release, there were 74 files in the case group and 148 in the control group, as shown

in Table 3.31. LOC, AMC, and NPM were well matched as presented by the Wilcoxon test

(p-value > 0.05). The distribution was similar in the two samples in terms of the LOC,

AMC, and NPM. There were more files exposed to bug fixes in the control sample versus the

case sample. All of the files in the case sample were new (i.e., < 53 weeks), and this resulted

in eliminating Age from the initial model. Developers and Code Churn were both highly

correlated with exposure and each other as shown in Figure 3.23. Therefore, we excluded

them both from the initial model.
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Figure 3.22: The distribution of lines of code in the case and control groups of Derby 10.8.1.2.

Table 3.31: Descriptive data of cases and controls groups of Derby.10.8.1.2

Case (116 files) Control (232 files) Wilcoxon Test

Min Max Mean Median SD Min Max Mean Median SD P-Value

LOC 31 20,160 2,362 959 3,633.33 1 21,100 2,112 940 3,179.16 0.77

AMC 0.06 1,668 71.55 35.67 175.33 0 3,956 110 47.7 313.18 < 0.05

NPM 0 206 29.97 11.5 40.07 0 1103 22.12 8.5 75.25 < 0.05

Bugfixes 0 1 0.75 1 0.43 0 1 0.15 0 0.35 < 0.001

Age 2.14 24.57 14.97 15.28 6.27 2.57 298.6 189 221.2 105.86 < 0.001

The initial model consisted of the exposure, two static code confounders, and their inter-

actions with the exposure. The initial model needed to be diagnosed from the collinearity

using the CNI/VDP test. The results of this test were presented in Table 3.32. It was clear

that there were no collinearity issue detected in this model. Therefore, we accepted this

model as the full model (Derby.10.6.1.0full) and started the next step.

Derby.10.8.1.20

Y = β1 · Bugfixes+ β2 · NPM + β3 · AMC

+ β4 · Bugfixes×NPM + β5 · Bugfixes× AMC

(3.29)
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Figure 3.23: A pair-wise correlation test on Derby 10.8.1.2 using the Spearman correlation.

Table 3.32: The CNI/VDP collinearity diagnosed for model Derby 10.8.1.20

CNI .. 4.21 1.56 1.42 1.27 1.00

Bugfixes β1 0.05 0.00 0.21 0.00 0.02

4
V

D
P
4NPM β2 0.94 0.00 0.00 0.00 0.05

AMC β3 0.01 0.59 0.00 0.40 0.00

Bugfixes×NPM β4 0.94 0.00 0.01 0.00 0.05

Bugfixes× AMC β5 0.00 0.60 0.00 0.39 0.00

The interactions reduction process started with the Bugfixes and NPM. After eliminating

the first interaction, the second interaction became significant, as shown in Table 3.33. The

likelihood ratio test (∆χ2) was conducted between the full model and the second model. The

result of the test suggested that we can eliminate the interaction without causing any major

change to the model. The removal of the second interaction from the second model was not

recommended by the same test because it caused a significant change in the likelihood ratio

of the model. The final result of this step was one interaction removed from the full model.

The second model became the gold standard model (Derby.10.8.1.2G), as shown in Equation

3.30.

NPM was the only confounder that had the chance to be eliminated from the model.

So, we had two possible scenarios: one was the model with NPM and the second was the

model without NPM. To calculate the odds ratios of the two scenarios, we needed to use

the Equations 3.31 and 3.32. The results of OR and CI were presented in Table 3.34. The
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Table 3.33: Derby.10.8.1.2 release model reduction using backward hierarchal elimination for

the interactions

Variables Derby 10.8.1.2full Derby 10.8.1.22

Bugfixes 5.41*** 5.69***

NPM 1.15 0.92

AMC 0.14 0.10+

Bugfixes × NPM 0.83

Bugfixes × AMC 3.94 5.09+

χ2 137.2*** 136.7***

∆χ2 0.45

R2 0.48 0.48

Deviance explained 59.09% 58.93%

**** p < 0.001 , ** p < 0.01 , * p < 0.05, + p < 0.1

ORs showed an exact match in 9 of the 15 observations. The differences in the ORs did

not exceed 2%. The Wilcoxon test result showed that there were no significant differences

between them. In all observations, the CIs of the reduced model were either equal to or

smaller than the confidence intervals of the gold standard model. This result indicated that

the model without NPM was better than the gold standard model. As a result, we eliminated

the confounder NPM, and the final model was given as in Equation 3.33.

Derby.10.8.1.2G

Y = 1.73 · Bugfixes− 0.08 · NPM − 2.27 · AMC + 1.62 · Bugfixes× AMC

(3.30)

Derby.10.8.1.2OR∗

Y = EXP (1.73 · Bugfixes+ 1.62 · Bugfixes× AMC)
(3.31)

Derby.10.8.1.2OR2

Y = EXP (1.72 · Bugfixes+ 1.55 · Bugfixes× AMC)
(3.32)

Derby.10.8.1.2final

Y = 1.72 · Bugfixes− 2.14 · AMC + 1.55 · Bugfixes× AMC
(3.33)
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Table 3.34: The OR and CI assessments between Derby.10.8.1.2OR∗ and Derby.10.8.1.2OR2

Observations 1 2 3 4 5 101 102 103 104 105 201 202 203 204 205

The OR Assessment for the Gold Standard Model and the Model Without NPM

Derby.10.8.1.2OR∗ 0.39 6.86 0.41 5.42 5.85 0.39 6.85 7.30 7.62 6.54 0.33 0.34 0.35 0.34 0.41

Derby.10.8.1.2OR2 0.39 6.89 0.40 5.50 5.92 0.38 6.88 7.31 7.62 6.59 0.33 0.34 0.35 0.34 0.41

Percent difference 0 0 1 2 1 1 1 0 0 1 0 0 0 0 0

Wilcoxon Test There is no significant difference in the odds ratio between the two models (p-value = 0.95).

The CI Assessment for the Gold Standard Model and the Model Without NPM

Derby.10.8.1.2CI∗ 0.03 2.10 0.06 1.33 0.40 0.01 2.06 3.31 4.25 1.28 0.11 0.08 0.06 0.08 0.07

Derby.10.8.1.2CI2 0.03 2.04 0.06 1.30 0.39 0.01 2.00 3.20 4.10 1.24 0.11 0.08 0.06 0.08 0.07

Percent difference 0 3 0 2 3 0 3 3 3 3 0 0 0 0 0

Wilcoxon Test There is no significant difference between the confidence intervals of the two model (p-value = 0.99).

Derby 10.8.3.0

In this release, the total number of files was 222 files. The total number of faulty files in

this release was 74. Therefore, we used them all, and we matched them with 148 files from

the control group based on the distribution of the LOC shown in 3.24. The basic statistics of

the other confounders were presented in Table 3.35. LOC, AMC, and NPM were all matched

and had the same distribution in the two samples with a p-value > 0.05. All the case sample

files had the Age below 53 weeks. Therefore, Age was excluded from the initial model of this

release.
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Figure 3.24: The distribution of lines of code in the case and control groups of Derby 10.8.3.0.
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Table 3.35: The descriptive data of case and control groups of Derby.10.8.3.0

Case (74 files) Control (148 files) Wilcox Test

Min Max Mean Median SD Min Max Mean Median SD P-value

LOC 9 16,350 1920 924.5 2,835.8 1 189,400 3,270 921.5 15,743.27 0.88

AMC 0 297.1 47.01 34.62 51.35 0 15,780 223.3 40.63 1,341.73 0.11

NPM 0 163 23.27 12 28.41 0 206 20.18 10 29.99 0.38

Bugfixes 0 1 0.85 1 0.35 0 1 0.3 0 0.46 < 0.001

Age 3.14 40.42 21.15 22.36 11.26 0.28 376.6 193.2 232.2 152.59 < 0.001

Developers and Code Churn are still highly correlated with exposure in this release (see

Figure 3.25). The initial model is the same one as the previous release (Equation 3.29). The

CNI/VDP for the initial model has a collinearity issue caused by the interaction of AMC

and NPM. The test is repeated after eliminating AMC × NPM, and the results are shown

normally in Table 3.36. Then, the full model is reduced by one interaction, as shown in

Equation 3.34.
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Figure 3.25: A pair-wise correlation test on Derby 10.8.3.0 using the Spearman correlation

Derby.10.8.3.00

Y = β1 · Bugfixes+ β2 · NPM + β3 · AMC + β4 · Bugfixes×NPM

+ β5 · Bugfixes× AMC

(3.34)
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Table 3.36: The CNI/VDP collinearity diagnosed for model Derby.10.8.3.0full

CNI .. 10.30 1.93 1.49 1.16 1.00

Bugfixes β1 0.15 0.12 0.38 0.29 0.00

4
V

D
P
4NPM β2 0.01 0.63 0.08 0.06 0.00

AMC β3 0.99 0.00 0.00 0.00 0.01

Bugfixes×NPM β4 0.01 0.62 0.09 0.06 0.00

Bugfixes× AMC β5 0.99 0.00 0.00 0.00 0.01

In Table 3.37, two interactions were eliminated without affecting the model. The hy-

pothesis was not rejected due to this change in the model. The three remaining confounders

in the model are all significant and should be retained in the model. The final model with

associated coefficients is shown in Equation 3.35.

Table 3.37: Derby.10.8.3.0 release model reduction using backward hierarchal elimination for

the interactions

Variables Derby.10.8.3.0full Derby.10.8.3.02 Derby.10.8.3.03

Bugfixes 4.94*** 3.56*** 3.66***

NPM 0.79 0.81 0.66+

AMC 0.01 0.01* 0.01*

Bugfixes × NPM 0.74 0.73

Bugfixes × AMC 19.89

χ2 75.52*** 75.16*** 73.13***

∆χ2 0.36 2.02

R2 0.43 0.43 0.42

Deviance explained 67.47% 67.31% 68.67%

**** p < 0.001 , ** p < 0.01 , * p < 0.05, + p < 0.1

Derby.10.8.3.0final

Y =1.3 · Bugfixes− 0.40 · NPM − 1.06 · AMC
(3.35)

Goodness of Fit Test for Derby Models and a Discussion of the Results

The results of the HL [147] goodness of fit test for the final models of Derby are pre-

sented in Table 3.38. The results of χ2 of all models indicated good fit with 95% confidence

level. Therefore, null hypotheses of all models were not rejected, which means the predicted

observations (Ŷi) were not statistically significantly different from the actual values (Yi).
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Table 3.38: Results of goodness of fit test according to Hosmer Lemoshow

Model HL result χ2 df P-Value H0 Good fit

Derby.10.1.3.1final 0 8 1 Do not reject Yes

Derby.10.4.1.3final 10.45 8 0.23 Do not reject Yes

Derby.10.5.1.1final 2.96 8 0.93 Do not reject Yes

Derby.10.6.1.0final 8.37 8 0.39 Do not reject Yes

Derby.10.8.1.2final 0.45 8 0.99 Do not reject Yes

Derby.10.8.3.0final 0.95 8 0.99 Do not reject Yes

H0: The distribution of expected values (Ŷi) is not significantly different from the real

values (Yi).

Figure 3.27 illustrates the final odds ratios of the final models from all Derby releases

used in this study. The odds ratios are represented in the figures by white small circles

surrounded by lines that correlate lower and upper confidence intervals. The long black

vertical lines, that pass at 1 in all graphs, are for distinguishing how the odds ratios deviate

above or under the 1.

The main observations for the main confounders of Derby are as follows:

• More files exposed to Bugfixes increase the chances of software faults in all releases

used from the Derby project.

• More Developers working on a file increase the chances of software faults in Derby

10.1.3.1, 10.4.1.3, and 10.6.1.0.

• More public methods in a file increases software faults in release 10.4.1.3 and decreases

software faults in release 10.8.3.0.

The main observation for the interactions of confounders of Derby is:

• The interaction between Bugfixes and the number of Developers reduces the chance of

software faults in Derby releases 10.1.3.1, 10.4.1.3, and 10.6.1.0.

The Bugfixes showed consistent results in all releases of Derby, The results showed that

the probability of Bugfixes occurring in the case group was higher than the control group but

at different levels. In releases 10.1.3.1, 10.4.1.3, and 10.6.1.0, the probability was between

70% and 96%. In the other releases, the probability was even higher for seeing Bugfixes in
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the case group compared to the control group (more than six times in release 10.5.1.1 (OR

= 6.19), more than five times in release 10.8.1.2 (OR = 5.59), and more than three times in

release 10.8.3.0 (OR = 3.66)). The Bugfixes in Derby is also consistent with what was found

in Eclipse Europa (OR = 2.02), and Ganymede (OR = 2.97) releases.

The Developers confounder effect on the Postrelease faults was also consistent for some

Derby releases and Eclipse. Specifically, in releases 10.1.3.1, 10.4.1.3, and 10.6.1.0 (as shown

in Figures 3.27a, 3.27b, and 3.27d) more Developers worked on the files in case group than

in the control group. For example, Developers are eight times more likely to exist in the case

group than in the control group in release 10.6.1.0.

The interaction between Bugfixes and Developers was also consistent with our findings

in the previous study. In releases 10.1.3.1, 10.4.1.3, and 10.6.1.0, the odds ratios at this

interaction were all below one. As shown in Figure 3.26b, more Developers work on files

with Bugfixes, the files have a higher chance of Postrelease bugs. When Developers work

with files that are not exposed to Bugfixess, the results showed the opposite effect. The risk

for Postrelease bugs reduces when a low or high number of developers are working on files

that are not exposed to Bugfixes.

Unlike the Eclipse project, static code confounders significantly affected the fault prone-

ness of Derby project. NPM had a higher odds ratio than one (OR = 1.46) in release 10.4.1.3

(see Figure 3.27b). In release 10.8.3.0, the NPM odds ratio was below one (OR = 0.66), as

shown in Figure 3.27f. The first result suggests that files with more public methods were 46%

more likely to be seen in faulty files. The second result indicated that files with more NPM

are 36% less likely to be seen in faulty files. The AMC results were consistent in releases

10.8.1.2 and 10.8.3.0, with odds ratios below one (OR = 0.01 and 0.11). Both suggest that

complex files are less likely to have Postrelease faults.

The interaction between AMC and NPM appeared in the 10.5.1.1 model (OR = 0.13),

which means their interaction reduced the probability of Postrelease faults. Figure 3.26a

explains how they interact with the Postrelease faults in the sample. When NPM is low, the

chance of high Postrelease bugs was low, regardless of whether complexity (AMC) was low
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or high. However, when the NPM was high (above the median), the chance for Postrelease

bugs was high for low complex methods. In other words, when complexity was high, reducing

the number of public methods was recommended. Additionally, low number methods was

always a good practice whether complexity was low or high.
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Figure 3.26: Significant interactions of Derby releases.
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Figure 3.27: The final OR of models for Derby releases

3.4.2 Ant Project

The Ant project is a part of the Apache software foundation. It is a Java library and

command-line tool used to compile source files and deploy software projects [161] [156]. Ant

software been recently praised for its simplicity, portability, and power [161]. Out of the

total of seven releases [159], we used only two for our study (i.e., Ant16 and Ant18).

Inclusion and Exclusion

To include a release from the Ant project, we needed to ensure that we had enough faulty

files to create the case group and enough of fault-free files to match for the second group

(i.e., the control group). Additionally, we had to ensure that the events of the exposure (i.e.,

Bugfixes) are not severely imbalanced between the case and control groups.

Ant13, 17, and 19 provided too few cases (see Figure 3.28), which were insufficient to

create samples. However, Ant14 had more faulty files than fault-free files, which made it

difficult to do one-to-one matching. Therefore, Ant13, 14, 17, and 19 were excluded from

this study. Next, we examined Bugfixes in the case and control groups for the remaining

releases. All files from the control group of Ant 15 were not exposed to Bugfixes, and only a

few files from the case group were exposed to Bugfixes, as shown in Figure 3.29. Therefore,

Ant 15 was also excluded from this study.
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Figure 3.29: The distribution of Bugfixes in files of Ant releases

Ant 16

The matching between the case and control groups for Ant 16 is one to one (i.e., 100 files

in cases and 100 in controls). Distribution of the LOC of the two groups is shown in Figure

3.30. The results of the Mann Whitney test of the LOC between the two samples is presented

in Table 3.39. The two groups were matched in terms of the LOC, with P-value > 0.05.

Bugfixes were also matched in the two samples according to the test result. However, the

mean and median of the Bugfixes in the case group were higher than in the control group,
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which indicated more files experienced bugfixing the case group than in the control group.All

of the files in the case sample are considered new (less than 53 weeks), which means all of

the values will be coded as 1. Therefore, Age cannot be included in the initial model of Ant

16.
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Figure 3.30: Distribution of the Lines of code confounder in cases and controls in Ant16

Table 3.39: The distribution of the lines of code confounder in the case and control groups

in Ant 16

Cases (100 files) Controls (100 files) Wilcox Test

Min Max Mean Median SD Min Max Mean Median SD P-value

LOC 24 3,928 663.7 503 625.24 1 4,238 629.2 502 595.31 0.82

AMC 63.43 110 30.14 26.59 18.36 0 2,052 58.18 30.5 204.62 < 0.05

NPM 0 87 15.61 13.5 13.23 0 44 10.84 9 8.62 < 0.01

Bugfixes 0 1 0.51 1 0.5 0 1 0.46 0 0.5 0.52

Developers 1 7 2.77 3 1.38 0 6 2.16 2 1.07 < 0.01

Age 13.71 37.28 29.09 30.78 6.84 20.85 163.7 31.97 24.42 20.49 0.17

Code churn 8 1347 276.7 208 281.81 0 934 103.7 55 149.57 < 0.001
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The Spearman correlation test results are shown in Figure 3.31. The high correlation

coefficients between LOC and AMC (β > 0.7) was not a problem because LOC was used in

the model as a matching confounder and not as an explanatory confounder. A moderate cor-

relation existed between Code Churn and Developers (β = 0.58). As a result, no additional

confounders were dropped at this stage.
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Figure 3.31: A pair-wise correlation test on Ant 16 using the Spearman correlation

The initial model included all confounders except Age. Additionally, the initial model

included interactions with exposure only. The number of files in the case sample was 100.

The maximum recommended number of terms to include in the initial model was ten terms.

So, we decided to keep the interactions with the exposure only, which means our initial

model had nine terms, as shown in Equation 3.36. We tested the multicollinearity of the

initial model using CNI/VDP. The results showed that the initial model did not have any

multicollinearity issues as shown in Table 3.40. The highest CNI (CNI1 = 9.45), which was

far below the cut off value (i.e., thirty). All VDPs were below 0.5 which indicated no high

variances of all confounders and interactions. As a result, no change was needed for the

initial model, and this model was moved to the next step as a full model.



Chapter 3. Using a Case-control Study to Explain Software Fault Proneness 96

Ant16Model0

Y = β1 · Bugfixes+ β2 · NPM + β3 · AMC + β4 · Developers+ β5 · CodeChurn

+ β6 · Bugfixes×NPM + β7 · Bugfixes× AMC + β8 · Bugfixes×Developers

+ β9 · Bugfixes× CodeChurn

(3.36)

Table 3.40: The CNI/VDP collinearity diagnosed for model Ant16Model0

CNI .. 9.45 3.24 2.79 2.49 2.31 1.75 1.69 1.34 1.00

Bugfixes β1 0.02 0.02 0.16 0.25 0.25 0.00 0.19 0.09 0.01

4
V

D
P
4

NPM β2 0.03 0.00 0.26 0.41 0.05 0.16 0.05 0.01 0.03

AMC β3 0.98 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Developers β4 0.01 0.15 0.38 0.04 0.29 0.01 0.05 0.04 0.03

Code churn β5 0.00 0.75 0.03 0.00 0.00 0.13 0.04 0.01 0.03

Bugfixes×NPM β6 0.03 0.00 0.26 0.41 0.04 0.16 0.05 0.01 0.03

Bugfixes× AMC β7 0.98 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Bugfixes×Developers β8 0.01 0.15 0.38 0.04 0.30 0.01 0.05 0.04 0.03

Bugfixes× Codechurn β9 0.00 0.75 0.03 0.00 0.00 0.13 0.04 0.01 0.03

Table 3.41: Ant16 release model reduction using backward hierarchal elimination for the

interactions

Metrics Ant16Modelfull Ant16Model2 Ant16Model3 Ant16Model4

Bugfixes 0.50* 0.50* 0.49* 0.44**I

NPM 1.60 1.60 1.62 1.67

AMC 0.04 0.04 0.04 0.13

Developers 1.55+ 1.54+ 1.55+ 1.51+

Code churn 14.22*** 14.32*** 14.12*** 10.40***

Bugfixes × NPM 1.08 1.07

Bugfixes × AMC 15.54 15.02 13.09

Bugfixes × Developers 0.96

Bugfixes × Code churn 0.13*** 0.13*** 0.14*** 0.18***

χ2 67.27*** 67.25*** 67.15*** 64.7***

Likelihood Ratio Test = ∆χ2 0.01 0.09 2.44

p-value 0.24 0.11 0.12

R2 0.41 0.41 0.41 0.40

Deviance explained 82.94% 82.94% 82.86% 82.44%

**** p < 0.001 , ** p < 0.01 , * p < 0.05, + p < 0.1



Chapter 3. Using a Case-control Study to Explain Software Fault Proneness 97

Eliminating interactions started the process to eliminate the Bugfixes with Developers

from the full model, as shown in Table 3.41. The removal did not cause any significant

change per the result of the likelihood ratio test ∆χ2 = 0.01, with a 95% confidence level.

The second interaction to be removed without a significant change is Bugfixes with NPM

(∆χ2 = 0.09). The final interaction we removed is Bugfixes and AMC (∆χ2 = 2.24).

The outcome of the elimination of interactions is the gold standard model, represented

by Equation 3.37. This model contained one interaction between Bugfixes and Code Churn

and five confounders. NPM and AMC were the only insignificant confounders, and both had

no significant interactions. The four possible outcome scenarios for the final mode were: the

gold standard model, model without both NPM and AMC, model without NPM, and model

without AMC.

We started the comparison between the first and the second scenario. ORs of the two

scenarios were calculated using Equations 3.38 and 3.39. The ORs and CIs of the two

scenarios were presented in Table 3.42. All of the observations had differences of less than

10% except for one observation. The differences in the CIs between the two models were also

insignificant, and some observations some of the observations showed the same CI between

the two models. Based on that, NPM and AMC were eliminated, which produces the final

model, represented in Equation 3.40.

Ant16ModelG

Y =− 0.81 · Bugfixes+ 0.51 · NPM − 2 · AMC + 0.41 · Developers

+ 2.34 · CodeChurn− 1.67 · Bugfixes× CodeChurn

(3.37)

Ant16ModelOR∗ =EXP (−0.81 · Bugfixes− 1.67 · Bugfixes× CodeChurn) (3.38)

Ant16ModelOR2 =EXP (−0.83 · Bugfixes− 1.56 · Bugfixes× CodeChurn) (3.39)
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Table 3.42: The odds ratios comparison between the gold standard model and the first

scenario model

Observations 1 2 3 4 5 61 62 63 64 65 121 122 123 124 125

The OR Assessment of the Gold Standard Model and the Model Without NPM and AMC

Ant16ModelOR∗ 1.21 0.74 0.76 0.83 1.18 0.54 6.88 1.92 52.73 0.27 0.73 1.22 0.85 0.69 0.89

Ant16ModelOR1 1.28 0.7 0.72 0.9 1.25 0.52 6.51 1.98 43.61 0.27 0.69 1.30 0.92 0.76 0.97

Percent difference 6 5 5 9 6 3 5 3 17 1 5 6 9 10 8

The CI Assessment of the Gold Standard Model and the Model Without NPM and AMC

Ant16ModelCI∗ 0.50 0.42 0.40 0.01 0.45 0.51 21.21 1.91 0.53 0.49 0.42 0.53 0.01 0.16 0.05

Ant16ModelCI1 0.57 0.41 0.40 0.01 0.51 0.51 20.67 2.03 0.54 0.49 0.42 0.59 0.01 0.17 0.06

Percent difference 12 -2 2 0 13 1 -3 7 3 0 0 12 0 3 10

Ant16Modelfinal

Y =− 0.83 · Bugfixes+ 0.48 · Developers+ 2.32 · CodeChurn

− 1.56 · Bugfixes× CodeChurn

(3.40)

Ant 18

In this release, one-to-one matching method was applied based on the distribution of the

LOC, as seen in Figure 3.32. The LOC was matched in the two samples, as indicated by the

Wilcoxon test (p-value = 0.55) of the LOC in Table 3.43. The number of public methods

was higher in the case group with a slightly higher median in the case group than in the

control group. In general, Bugfixes, NPM, and AMC were matched, with very close mean

and median values in the two samples. More Developers were witnessed in the case group

than in the control group with a higher maximum value and slightly higher mean.

Table 3.43: Descriptive data of case and control groups for Ant 18

Case (80 files) Control (80 files) Wilcoxon Test

Min Max Mean Median SD Min Max Mean Median SD P-Value

LOC 29 2817 866.3 596 748.69 2 4,569 745.1 636 648.3 0.55

NPM 0 106 19.24 13 19.5 0 62 13.81 10.5 11.5 0.16

AMC 8.5 216 32.97 27.32 26.68 0 2,052 58.03 29.85 221.83 0.35

Bugfixes 0 1 0.31 0 0.46 0 1 0.27 0 0.44 0.54

Developers 1 4 1.43 1 0.66 0 3 0.88 1 0.75 < 0.001

Age 1 82 56.35 64 22.79 1 499.42 164.84 75.71 174.73 < 0.001
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Figure 3.32: The distribution of the Lines of code confounder in the case and control groups

in Ant18

The correlation test indicated that Developers was very highly correlated with Code

Churn (β = 0.95) (see Figure 3.33). Therefore, one should be dropped from the initial

model. Code churn was also negatively and highly correlated with Age (β = −0.78). To

solve this, we only dropped Code churn since it is correlated both Age and Developers

confounders. Age was also excluded because of the imbalanced distribution between old and

new files in the two samples.

The initial model (Ant18Model0) of this release contained the exposure, three con-

founders, and the interactions between the exposure and other confounders (Equation 3.41).

The CNI/VDP test results indicated that no multicollinearity was detected because the high-

est CNI was below 30 (i.e., CNI1 = 10.32). Even with the high VDPs of AMC and AMC

× Bugfixes, the model was still free of multicollinearity (see Table 3.44). The full model,

Ant18Modelfull, was the same as the initial model.
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Figure 3.33: A pair-wise correlation test on Ant18 using the Spearman correlation

Ant18Model0

Y = β1 · Bugfixes+ β2 · NPM + β3 · AMC + β4 · Developers

+ β5 · Bugfixes×NPM + β8 · Bugfixes× AMC + β9 · Bugfixes×Developers

(3.41)

Table 3.44: The CNI/VDP collinearity diagnosed for model Ant18Model0

CNI .. 10.32 2.05 1.97 1.54 1.51 1.06 1.00

Bugfixes β1 0.24 0.22 0.05 0.02 0.39 0.07 0.00

4
V

D
P
4NPM β2 0.02 0.00 0.58 0.02 0.21 0.08 0.01

AMC β3 0.99 0.00 0.00 0.00 0.00 0.00 0.01

Developers β4 0.00 0.13 0.55 0.08 0.01 0.07 0.01

Bugfixes×NPM β5 0.06 0.27 0.23 0.28 0.03 0.09 0.01

Bugfixes× AMC β6 0.99 0.00 0.00 0.00 0.00 0.00 0.01

Bugfixes×Developers β7 0.01 0.73 0.02 0.01 0.04 0.08 0.01

The process to eliminate interactions started with the interaction of Bugfixes and AMC

from Ant18Modelfull as shown in Table 3.45. The second interaction to be removed was

Bugfixes and NPM. The interactions did not cause any significant change to the model, as

indicated by the likelihood ratio test and a 95% confidence level. The outcome of this process

was the gold standard model, presented in Equation 3.42.
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Table 3.45: Ant18 release model reduction using backward hierarchal elimination for the

interactions

Metrics Ant18Modelfull Ant18Model2 Ant18Model3

Bugfixes 0.81 0.92 0.92

NPM 1.33 1.41 1.36

AMC 0.36 0.92 0.89

Developers 2.99** 2.99*** 3.04***

Bugfixes × NPM 0.80 0.84

Bugfixes × AMC 0.25

Bugfixes × Developers 0.61* 0.59* 0.58*

χ2 37.01*** 36.47*** 35.88***

Likelihood ratio test = ∆χ2 0.54 0.58

p-value 0.54 0.58

R2 0.29 0.29 0.28

Deviance explained 89.85% 89.92% 89.10%

**** p < 0.001 , ** p < 0.01 , * p < 0.05, + p < 0.1

Ant18ModelG

Y =− 0.08 · Bugfixes+ 0.31 · NPM − 0.10 · AMC + 1.11 · Developers

− 0.54 · Bugfixes×Developers

Two possible confounders can be eliminated from the gold standard model, which left

us with four possible scenarios for our final model: no change, remove NPM and AMC,

remove NPM, and remove AMC. We started our comparison between the first and the

second scenario, and the OR and CI were calculated using Equations 3.42 and 3.43. The

OR and CI results were presented in Table 3.46. The ORs and CIs had no meaningful

differences between the two scenarios. Most observations had an exact match or less than a

3% difference. The outcome of this process indicated that there was no meaningful difference

between the gold standard model and the model without NPM and AMC. Both NPM and

AMC should be excluded from the gold standard model, and the final model is shown in

Equation 3.44.

Ant18OR∗ = EXP (−0.08 · Bugfixes− 0.54 · Bugfixes×Developers) (3.42)
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Table 3.46: The odds ratios and CI assessment between the gold standard model and the

model without NPM and AMC in Ant18

Observations 1 2 3 4 5 61 62 63 64 65 121 122 123 124 125

The OR Assessment of the Gold Standard Model and the Model Without NPM and AMC

Ant18OR∗ 0.98 0.98 0.98 0.98 1.55 0.35 1.55 0.98 1.05 1.55 0.62 0.98 0.62 1.05 0.35

Ant18OR1 0.97 0.97 0.97 0.97 1.55 0.35 1.55 0.97 1.07 1.55 0.61 0.97 0.61 1.07 0.35

Percent difference 0 0 0 0 0 0 0 1 1 0 1 1 1 1 0

The CI Assessment of the Gold Standard Model and the Model Without NPM and AMC

Ant18CI∗ 0.36 0.36 0.36 0.36 1.85 1.29 1.85 0.36 0.95 1.85 0.25 0.36 0.25 0.95 1.29

Ant18CI1 0.36 0.36 0.36 0.36 1.85 1.27 1.85 0.36 0.98 1.85 0.24 0.36 0.24 0.98 1.27

Percent difference 0 0 0 0 0 -1 0 0 2 0 -1 0 -1 1 -2

Ant18OR2 = EXP (−0.07 · Bugfixes− 0.55 · Bugfixes×Developers) (3.43)

Ant18Modelfinal

Y =− 0.07 · Bugfixes+ 1.15 · Developers− 0.55 · Bugfixes×Developers
(3.44)

Goodness of Fit Test of Ant Models and Discussion of the Results

The goodness of fit results are presented in Table 3.47 for releases Ant 16 and Ant 18. We

conducted the HL test to compare between actual and predicted data using the whole sample.

The results of the HL test on the whole sample indicated that both models, Ant18Modelfinal

and Ant18Modelfinal, were a good fit.

Table 3.47: Goodness of fit test for Ant16Modelfinal and Ant16Modelfinal models according

to Hosmer Lemoshow

Model HL result χ2 df p-value H0 good fit?

Ant16Modelfinal 10.75 8 0.21 Do not reject Yes

Ant16Modelfinal 11.43 8 0.17 Do not reject Yes

H0: The distribution between the expected values (Ŷi) and real values (Yi) are

not statistically different.

The main observations for the main confounders of Ant are as follows:

• Files exposed to Bugfixes are less likely to experience Postrelease bugs by 57%.
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• More Developers working on a file increases the chance for Postrelease bugs by 61% in

Ant16 and by 316% in Ant18.

• More lines added and deleted to files increases the risk for Postrelease bugs by ten

times.

The main observations for the interactions of confounders of Ant are as follows:

• The interaction between Bugfixes and Code Churn decreases the risk of Postrelease

bugs by 79% in Ant16.

• The interaction between Bugfixes and the number of Developers decreases the risk of

Postrelease bugs by 43% in Ant18.

The final OR and CI of the final models of Ant16 and Ant18 were shown in Figures 3.35a

and 3.35b. The exposure was significant in Ant16 but not in Ant18. Bugfixes in Ant16 had

an OR below one (OR = 0.43), which means files with prerelease bugs reduce the risk of

Postrelease by 57% in Ant16. This was different than the results of the exposure effect on

Postrelease bugs found in Derby, Europa, and Ganymede. The Developers OR in Ant 16

was higher (OR = 1.62),which indicated the risk of Postrelease bugs increases by 62% when

more Developers worked on a file. In Ant18, more Developers working on a file increases

the Postrelease bugs by more than 300%. The Developers results in Ant16 and Ant18 were

consistent with the results of Europa, Ganymede and Derby. In Ant16, Code Churn showed

a high odds ratio (OR = 10.20). This indicated that files with more modification (lines

added and deleted) are ten times more likely to experience Postrelease bugs.

Bugfixes interacted significantly with the Code Churn in Ant 16, which has an OR below

one (OR = 0.21). This indicates the interaction decreases Postrelease bugs. Figure 3.34a

illustrates the relationship between the two confounders with Postrelease bugs in the sample.

More Code Churn (i.e., Code Churn > 97) with Bugfixes is less than a high number for Code

Churn without Bugfixes. The figure also shows that less Code Churn (i.e., Code Churn ≤

97) is always associated with low Postrelease bugs.
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The interaction between Bugfixes and Developers is consistent with Europa and an OR

lower than one. Figure 3.34b shows that files with a high number of Developers significantly

decrease Postrelease bugs when files are exposed to Bugfixes compared to the same level of

Developers that are not exposed to Bugfixes.
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Figure 3.34: Significant interactions in Ant releases
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Figure 3.35: The final results for Ant releases
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3.4.3 Xalan Project

Xalan is an Extensible Stylesheet Language Transformations XSLT processor for trans-

forming XML documents into HTML, text, or other XML document types [158]. Four

releases were extracted from this project: Xalan 24, 25, 26, and 27 [159]. The numbers of

files in the releases were 750, 775, 880, and 920, respectively.

Inclusion and Exclusion

To exclude any release, we checked the number of faulty files in every release. A release

was excluded if the release did not have enough faulty files to create a sample. The number

of faulty files (case samples) to the whole number of files for every release were shown in

Figure 3.36. We had 128, 105, 77, and 144, respectively.

We analyzed the exposure distribution of the two samples in every release. Xalan25 had

fewer files exposed to the bug-fixing process (i.e., most Bugfixes are zeros). Further, all faulty

files of Xalan27 were exposed to the bug-fixing process (i.e., all Bugfixes are 1). Therefore,

we decided to exclude Xalan25 and Xalan27, and included Xalan24 and Xalan26.

Xalan 24

Table 3.48 presents the descriptive statistics of all confounders of Xalan 24, which helped

the initial selection of confounders and whether some confounders need to be excluded. For

example, Age in some releases of Derby was excluded because those samples contained only

new files or only old files. As shown in Table 3.48, there were 128 files from in case group and

128 files from in control group (i.e., we used one-to-one matching). The distribution of the

lines of code in the case and the control groups was depicted in Figure 3.38. The Wilcoxon

test determined whether the confounders in the two samples were matched well. We did

matching using the LOC, which was well matched (p-value > 0.05), along with NPM, AMC,

and Age. In terms of Age, the median of the case and control groups were 64 weeks, which

means more than 50% of the files from both samples were considered old. Higher complex

files were shown in the case group than in the control group. However, the mean and the
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Figure 3.37: The number of faulty files and fault-free files in the case and control groups in

every release of Xalan

median of AMC were close to each other in the two samples. The NPMs were almost equal

in the two samples. The Bugfixes mean was slightly higher in the case group than in the

control group. The Developers median in the case group was higher than the control group,

which means more Developers were involved in faulty files than fault-free files.
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Figure 3.38: The distribution of the Lines of code confounder in the case and control groups

in Xalan24

Table 3.48: Descriptive data of the case and control groups in Xalan24

Case (128 files) Control (128 files) Wilcox Test

Min Max Mean Median SD Min Max Mean Median SD P-value

LOC 3 3,472 648.9 383 783.9 7 3,198 589 360 644.62 0.54

NPM 0 115 16.24 9 18.52 0 96 14.24 9 16.34 0.36

AMC 0 436 39.74 23.55 54.86 0 203.33 42.14 28.6 40.19 0.22

Bugfixes 0 1 0.79 1 0.4 0 1 0.62 1 0.48 < 0.01

Developers 1 6 2.93 3 1.36 0 5 2.34 2 1.3 < 0.01

Age 3.14 73.14 58.87 64 18.91 7.85 115.14 62.56 64 16.54 0.46

The correlation coefficient results are shown in Table 3.39. A medium correlation was

detected between the exposure and Code Churn (βi = 0.60), between the exposure and

Developers (βi = 0.65), and between NPM and Code Churn (βi = 0.53). There was a high

correlation between the LOC and AMC (βi = 0.80), but this should not affect the model

because the LOC was used for matching. Another high correlation is detected between Code

Churn and Developers (βi = 0.72), which means one of them should be dropped from the

initial model. Both show the same level of correlation with the Postrelease bugs. When we

implemented the individual regression analysis, Developers confounder was more significant

than the Code Churn. Hence, we excluded Code Churn from the initial model, Xalan240.
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Figure 3.39: A pair-wise correlation test on Xalan24 using the Spearman correlation

The initial model Xalan240, as shown in Equation 3.45, consisted of all confounders except

the Code Churn. The model also included interactions between exposures and independent

confounders and confounders with themselves.

The first test for the initial model was the multicollinearity test using CNIs and VDPs as

presented in Table 3.49. The results indicated that no multicollinearity was detected because

the highest CNI is 15.24. Thus, no change was needed for the initial model Xalan240, and

now the model is called the full model, Xalan24f .

Xalan240

Y = β1 · Bugfixes+ β2 · NPM + β3 · AMC + β4 · Developers+ β5 · Age

+ β6 · Bugfixes×NPM + β7 · Bugfixes× AMC + β8 · Bugfixes×Developers

+ β9 · Bugfixes× Age+ β10 · NPM × AMC + β11 · NPM ×Developers

+ β12 · NPM × Age+ β12 · AMC ×Developers+ β13 · AMC × Age

+ β14 · AMC ×Developers+ β15 · Developers× Age

(3.45)
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Table 3.49: The CNI/VDP collinearity diagnose for model Xalan240

CNI .. 7.09 6.32 4.59 3.96 3.28 2.74 2.64 2.18 2.11 1.83 1.73 1.62 1.18 1.09 1.00

Bugfixes β1 0.04 0.05 0.30 0.27 0.17 0.01 0.00 0.03 0.03 0.00 0.04 0.00 0.05 0.00 0.00

4
V

D
P
4

NPM β2 0.63 0.11 0.01 0.00 0.00 0.01 0.00 0.17 0.03 0.01 0.01 0.00 0.01 0.00 0.00

AMC β3 0.83 0.06 0.01 0.00 0.01 0.00 0.00 0.01 0.05 0.01 0.00 0.02 0.00 0.01 0.00

Developrs β4 0.01 0.55 0.12 0.00 0.06 0.09 0.04 0.01 0.04 0.03 0.01 0.03 0.04 0.00 0.00

Age β5 0.04 0.76 0.02 0.01 0.01 0.04 0.05 0.00 0.01 0.00 0.00 0.04 0.00 0.01 0.00

Bugfixes×NPM β6 0.01 0.00 0.02 0.26 0.05 0.19 0.35 0.06 0.00 0.00 0.01 0.00 0.00 0.00 0.01

Bugfixes× AMC β7 0.02 0.06 0.34 0.30 0.08 0.04 0.00 0.00 0.00 0.01 0.12 0.01 0.00 0.00 0.00

Bugfixes×Developers β8 0.02 0.00 0.70 0.09 0.01 0.09 0.00 0.01 0.02 0.00 0.00 0.03 0.02 0.01 0.01

Bugfixes× Age β9 0.06 0.17 0.02 0.00 0.21 0.33 0.02 0.03 0.07 0.06 0.00 0.01 0.00 0.01 0.02

NPM × AMC β10 0.82 0.10 0.00 0.00 0.00 0.01 0.01 0.03 0.00 0.01 0.00 0.02 0.00 0.01 0.00

NPM ×Developers β11 0.03 0.03 0.01 0.41 0.36 0.03 0.01 0.07 0.00 0.00 0.01 0.00 0.00 0.00 0.01

NPM × Age β12 0.05 0.00 0.03 0.10 0.34 0.00 0.35 0.05 0.00 0.00 0.01 0.02 0.00 0.01 0.02

AMC ×Developers β13 0.01 0.05 0.35 0.30 0.05 0.04 0.01 0.02 0.09 0.02 0.03 0.01 0.00 0.01 0.00

AMC × Age β14 0.00 0.22 0.28 0.06 0.02 0.04 0.01 0.01 0.08 0.17 0.04 0.02 0.01 0.02 0.00

Developers× Age β15 0.17 0.70 0.00 0.06 0.01 0.01 0.03 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.01

The odds ratios of the confounders and interactions of the full model Xalan24f are shown

under the first column of Table 3.50. The first interaction eliminated was Bugfixes with NPM

as shown in the results of Xalan242 in the second column. The removal did not significantly

affect the model as shown by the value of (∆χ2 = 0.23). The second interaction removed from

the second model was NPM and Age (∆χ2 = 0.37). The process went on until we reached

model Xalan246, where a total of five interactions had already been removed. We experienced

significant change in the model if we try to remove any of the retained interactions. Therefore,

we stopped at this point and moved on to eliminate any of the main confounders.

We found that the exposure and two more confounders were not significant. However, the

exposure cannot be eliminated and should be retained in the model. The other confounders

had significant interactions; therefore, neither can be eliminated. Our final model is the

model achieved through the previous process (Xalan246) and it should be treated as the

final model (Xalan24Final) for this release; it is presented in Equation 3.46.
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Table 3.50: The interaction elimination process for Xalan 24

Variables Xalan24full Xalan242 Xalan243 Xalan244 Xalan245 Xalan246

Bugfixes 0.80 0.82 0.83 0.84 0.90 1.21

NPM 0.45 0.43 0.45 0.68 0.70 0.73

AMC 0.39 0.39 0.42 0.72 0.67 0.67

Developers 4.20*** 4.26*** 4.18*** 4.08*** 3.81*** 3.14***

Age 0.20*** 0.20*** 0.21*** 0.21*** 0.25*** 0.25***

Bugfixes × NPM 0.84

Bugfixes × AMC 0.33** 0.34** 0.34** 0.33** 0.41** 0.39**

Bugfixes × Developers 0.58 0.56+ 0.58 0.59 0.59

Bugfixes × Age 2.22*** 2.25*** 2.19*** 2.20*** 2.16*** 1.95**

NPM × AMC 0.48 0.49 0.53

NPM × Developers 1.85* 1.79* 1.59* 1.55* 1.54* 1.42+

NPM × Age 0.78 0.75

AMC × Developers 4.01* 4.02** 3.97** 3.78** 2.70** 2.69**

AMC × Age 0.47 0.46 0.48 0.53

Developers × Age 0.33** 0.33** 0.31** 0.30** 0.29** 0.28**

χ2 59.5*** 59.26*** 58.47*** 57.74*** 56.18*** 53.41***

Likelihood ratio test = ∆χ2 0.23 0.37 0.72 1.55 2.77

R2 0.30 0.30 0.30 0.30 0.30 0.29

Deviance explained 89.41% 89.52% 89.00 % 89.28% 89.41 % 86.17%

**** p < 0.001 , ** p < 0.01 , * p < 0.05, + p < 0.1

Xalan24Final = 0.19 · Bugfixes− 0.30 · NPM − 0.39 · AMC + 0.19 · Developers

− 1.37 · Age+−0.92 · Bugfixes× AMC + 0.66 · Bugfixes× Age+ 0.35 · NPM ×Developers

+ 0.99 · AMC ×Developers− 1.24 · Developers× Age (3.46)

Xalan 26

We started with the descriptive data of the selected confounders, as shown in Table 3.51.

The number of files in every sample was 77 based in the distribution of the LOC, which is

shown in Figure 3.40. The median of the exposure was one in both samples, which indicated

that more than 50% of every sample had been exposed to bug-fixing process. Additionally,

more than 50% of the files between the two samples were only exposed to one developer.
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In terms of the number of public methods and complexity, both samples had a similar level

because they both matched based on the results of the Wilcoxon test for the two samples.

Similarly, the two samples are well matched in terms of the lines of code (p-value = 0.83). In

terms of Age, all the files in the case sample were new (less than 53 weeks). Most of the files

in the control sample were new and the median = 9. For that reason, Age was excluded from

the initial model. The Bugfixes existed in the two samples with no significant difference.

Developers in the two samples were close with a similar mean.
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Figure 3.40: The distribution of Lines of code in the case and control groups in Xalan26

The correlation test results of Xalan26 were shown in Figure 3.41. A high correlation was

detected between AMC and LOC, which was fine because LOC was the matching confounder.

Medium correlations were detected between Bugfixes and Age and between Developers and

Code Churn.
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Table 3.51: Descriptive data of case and control groups of Xalan-26

Case (77 files) Control (77 files) Wilcox Test

Min Max Mean Median SD Min Max Mean Median SD P-value

LOC 10 6,114 990.4 628 1,198.55 3 6,478 919.8 628 1,100.83 0.83

NPM 0 166 18.66 9 26.81 0 110 16.21 8 19.92 0.54

AMC 3.63 815.6 51.48 38 99.42 0 1251 105.66 36.89 203.71 0.33

Bugfixes 0 1 0.72 1 0.44 0 1 0.58 1 0.49 0.06

Developers 1 5 1.48 1 0.86 0 4 1.46 1 0.81 0.91

Age 0.85 21 11.73 18.57 8.74 0.85 178 11.93 9.71 21.09 0.62

Code churn 64 634 214.5 82 226.31 0 478 92 67 64.75 < 0.001
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Figure 3.41: A pair-wise correlation test on Xalan26 using the Spearman correlation.

The first, initial model, Xalan2601, included two static code confounders, the exposure,

and Developers and their interactions as shown in Equation 3.47. This model was tested

for multicollinearity using CNI/VDP. The highest CNI was 11.50, which indicated an ab-

sence of multicollinearity. Therefore, this model, and that is where we start the interaction

elimination process.
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Xalan2601

Y = β1 · Bugfixes+ β2 · NPM + β3 · AMC + β4 · Developers

+ β5 · Bugfixes×NPM + β6 · Bugfixes× AMC + β7 · Bugfixes×Developers

+ β8 · NPM × AMC + β9 · NPM ×Developers+ β10 · AMC ×Developers

(3.47)

Table 3.52: The CNI/VDP collinearity diagnosed for model Xalan260

CNI .. 11.50 4.62 3.08 2.42 1.84 1.75 1.71 1.54 1.39 1.00

Bugfixes β1 0.01 0.14 0.33 0.01 0.00 0.02 0.22 0.25 0.00 0.00

4
V

D
P
4

NPM β2 0.88 0.00 0.00 0.00 0.03 0.01 0.03 0.01 0.03 0.00

AMC β3 0.94 0.03 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00

Developers β4 0.00 0.13 0.57 0.04 0.04 0.11 0.00 0.03 0.01 0.00

Bugfixes×NPM β6 0.06 0.09 0.01 0.44 0.25 0.00 0.00 0.00 0.12 0.01

Bugfixes× AMC β7 0.01 0.90 0.03 0.01 0.01 0.00 0.00 0.01 0.00 0.02

Bugfixes×Developers β8 0.00 0.07 0.69 0.02 0.03 0.04 0.00 0.07 0.02 0.01

NPM × AMC β10 0.98 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00

NPM ×Developers β11 0.00 0.07 0.00 0.75 0.05 0.01 0.00 0.00 0.03 0.01

AMC ×Developers β13 0.00 0.72 0.01 0.00 0.11 0.04 0.07 0.02 0.02 0.02

The backward elimination process to eliminate insignificant interactions are shown in

Table 3.53. We first removed the interaction between Bugfixes and AMC interaction, with

no significant change (∆χ2 = 0). Second, AMC and Developers interaction were removed,

with no significant impact. Third, the bugfix and NPM interaction were removed, with no

significant impact. The NPM and developer interaction was the last to be removed. There

were no confounders to eliminate at this point, and model Xalan265 is the final model (see

Equation 3.48).

Xalan26final

Y = 0.04 · Bugfixes− 6.7 · NPM − 13.28 · AMC + 0.09 · Developers

− 0.45 · Bugfixes×Developers− 13.96 · NPM × AMC

(3.48)
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Table 3.53: Xalan26 release model reduction using backward hierarchal elimination for the

interactions

Variables Xalan26full Xalan262 Xalan263 Xalan264 Xalan265

Bugfixes 0.99 0.99 1.03 1.04 1.04

NPM 0.00** 0.00** 0.00** 0.00** 0.00**

AMC 0.00** 0.00*** 0.00*** 0.00*** 0.00***

Developers 1.03 1.03 1.02 1.10 1.09

Bugfixes × NPM 0.71 0.71 0.71

Bugfixes × AMC 0.99

Bugfixes × Developers 0.56+ 0.56+ 0.58+ 0.63+ 0.63+

NPM × AMC 0.00** 0.00** 0.00** 0.00** 0.00**

NPM × Developers 1.58+ 1.58+ 1.45 1.45

AMC × Developers 1.33 1.33

χ2 37.86*** 37.86*** 35.88*** 33.67*** 32.89***

Likelihood ratio test = ∆χ2 0.00 1.98 0.69 0.78

R2 0.32 0.32 0.32 0.29 0.29

Deviance explained 62.76% 62.76% 61.98% 62.20% 61.42%

**** p < 0.001 , ** p < 0.01 , * p < 0.05, + p < 0.1

Table 3.54: Results of the goodness of fit test for models Xalan24final and Xalan26final

according to Hosmer Lemoshow

Model HL result χ2 df P-Value H0 Good Fit

Xalan24final 5.85 8 0.66 Do not reject Yes

Xalan26final 3.87 8 0.86 Do not reject Yes

H0: The distribution of the expected values (Ŷi) is not significant different

than the distribution of the real values (Yi).

Goodness of Fit Test of Xalan Models and Discussion of the Results

The goodness of fit test results for the final models, Xalan24final and Xalan26final, are

presented in Table 3.54. The results of the χ2 and the P-value, in the table, indicated

the good fit of the two models Xalan24final and Xalan26final. The null hypothesis was not

rejected because there are no statistical differences between the actual observations (Yi) and

the predicted values (Ŷi).

The main observation for the main confounders of Xalan is as follows:
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• The chance of Postrelease bugs increases with more Developers and old files by 314%

and 75%, respectively.

The main observations for the interactions of confounders of Xalan are as follows:

• The interaction between Bugfixes and the average method complexity AMC decreases

the chance for Postrelease bugs by 75%.

• The interaction between Bugfixes and the Age of the file increases the chance for

Postrelease bugs by 95%.

• The interaction between the number of Developers and the average method complexity

AMC increases the chance for Postrelease bugs by 269%.

• The interaction between the number of Developers and the Age of the file decreases

the chance for Postrelease bugs by 72%.

Figure 3.43 illustrates the final odds ratios and confidence intervals. The two models

showed insignificant results of the exposure (i.e., Bugfixes). Age was only used in Xalan24,

and it showed a significant result. For Age, we used binary values; 1 for new files (less than 53

weeks) and 0 for old files (53 weeks or older). We found that old files contained more faults.

The odds ratio of Age was 0.25, which indicated old files had 75% less chance of Postrelease

faults. The chance of Postrelease bugs increased by three times if more Developers were

working on a single file.

In the Xalan24 release, the interaction between Bugfixes and AMC was significant and

below one. Figure 3.42a showed that highly complex files (i.e., AMC > 25) that had not

been exposed to Bugfixes were less likely to experience Postrelease faults. The chance of

Postrelease bugs was increased when less complex files were exposed to Bugfixes.

The exposure (i.e., Bugfixes) and Age significantly interacted with an odds ratio above

one (OR=1.95). Figure 3.42b showed that old files have lower chance to contain Postrelease

faults when these files were not exposed to Bugfixes. However, chances for new files to

contain Postrelease bugs decreased when they were exposed to Bugfixes.
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NPM and Developers interaction led to a decrease in Postrelease bugs as shown in Figure

3.42c. With a high number of Developers (i.e., > 2), the chance for Postrelease bugs on files

decreased when they interacted with files with a high number of methods (i.e., > 9). On the

other hand, files with a low number of Developers and lower number of methods experienced

a very low chance of Postrelease bugs. AMC (low complex files) and Developers (low or high

number) both had a high chance of Postrelease bugs (see Figure 3.42d). However, to reduce

the chance of Postrelease bugs, fewer Developers are needed.

In Xalan 26, NPM and AMC are significant as confounders with an odds ratios lower

than one (OR = 0.01). This indicated that files with lower complexity and lower methods

considerably reduce Postrelease bugs.
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Figure 3.42: Interactions from the Xalan24 release
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Figure 3.43: The final results for the Xalan releases

3.5 Discussion of the Results Across All Case Studies:

Europa, Ganymede, Ant, Derby, and Xalan

In this section, results of all projects (i.e., the first work in Section 3.3 and the replicated

study) are summarized and compared. Answers to the research questions, RQ1 and RQ2 at

the beginning of Section 3.4, are answered in Tables 3.55 and 3.56.

We start with the exposure (Bugfixes), which shows consistent results across most of

the projects. The first research question deals with the relation between the exposure and

Postrelease bugs. The OR of the exposure is significant and above one. This means that

more prerelease faults are seen in faulty files than in fault-free files. The OR had different

values across all projects. Some projects showed high odds ratios, such as Derby 10.5.1.1

(OR = 6.19) and Derby 10.8.1.2 (OR = 5.59). Other projects showed lower odds ratios, such



Chapter 3. Using a Case-control Study to Explain Software Fault Proneness 118

as Derby 10.8.3.0 (OR = 3.66), Eclipse’s Europa release (OR= 2.02) and Eclipse’s Ganymede

release (OR = 2.97). Other projects had OR higher than one but less than two, such as

Derby 10.1.3.1 (OR = 1.7), 10.4.1.3 (OR = 1.7), and Derby 10.6.1.0 (OR = 1.96). Bugfixes

OR was not significant in the Xalan project and it was below one in the Ant 16 project.

The second consistent result was related to the number of Developers contributing to

a single file. The Developers confounder had an OR values higher than one in Europa,

Ganymede, Derby 10.1.3.1, Derby 10.4.1.3, Derby 10.6.1.0, Ant16, Ant18, and Xalan24.

High ORs were recorded with Ganymede (OR = 7.33), Derby 10.1.3.1 (OR = 14.86), Derby

10.4.1.3 (OR = 7.56), and Derby 10.6.1.0 (OR = 8.36). Lower ORs were recorded with

Europa (OR = 2.05), Ant16 (OR = 1.61), Ant18 (OR = 3.16), and Xalan (OR = 3.14).

Only in Xalan26 was Developers not found to be significant.

Age in our work was dichotomous (0 for old files and 1 for new files). Age was excluded

from all Derby, Ant and Xalan26 release because all of the case samples in these releases were

new files. For specific releases here the new files were likely to experience Postrelease faults

than old files, which is consistent with the results found in Europa (OR = 6.57). Xalan24

had the opposite result, with OR = 0.25, which means new files have a lower chance of

Postrelease faults than old files.

Code churn was found to cause Postrelease bugs in Ganymede (OR = 4.60) and Ant16

(OR = 10.20). Code churn was not used because it was highly correlated with Developers in

all Derby releases. Developers was chosen to be included in the models over the Code Churn

because it showed higher impact when regressed with Postrelease bugs.

The static code confounders, AMC or Average Complexity and NPM or Method Calls,

were not significant across several releases (i.e., Europa, Derby 10.1.3.1, Derby 10.6.1.0,

Ant 16, and Ant 18). However, some significant results were recorded in Ganymede, Derby

10.4.1.3, Derby 10.5.1.1, Derby 10.8.1.2, Derby 10.8.3.0, and Xalan 26. More complexity

caused higher chance of Postrelease bugs in Ganymede (OR = 1.2), but lower chance of

Postrelease bugs in Derby 10.5.1.1 (OR = 0.25), Derby 10.8.1.2 (OR = 0.11), and Xalan26

(OR = 0.01). It is important to mention that the complexity confounder used in the Eclipse

datasets and Apache datasets are different. In this sense, the complexity effect on Postrelease

bugs was more consistent in Apache projects. In Eclipse, there is not sufficient information
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to draw a conclusion. Method Calls OR was not significant and was eliminated from the

Europa Model. In Ganymede, Method Calls was significant but had a neutral odds ratio

(OR = 1) which indicates no impact to the Postrelease bugs. The OR of NPM in Derby

were not consistent; the OR was above one in Derby 10.4.1.3 (OR = 1.46) and below one in

Derby 10.8.3.0 (OR = 0.66).

Table 3.55: Answers to the research questions RQ1 across all projects

RQ1: What are the main confounders that cause an increase or decrease to the Postrelease bugs?

What are the impact of the exposure (Bugfixes) on the Postrelease bugs?

Result Releases

Increase Eclipse Europa (OR = 2.02), Eclipse Ganymede (OR = 2.97), Derby 10.1.3.1

(OR = 1.70), Derby 10.4.1.3 (OR = 1.70), and Derby 10.6.1.0 (OR = 1.96),

Derby 10.8.1.2 (OR = 5.59) and Derby 10.8.3.0 (OR = 3.66)

Decrease Ant16 (OR = 0.43)

What is the impact of the complexity/AMC on the Postrelease bugs?

Result Releases

Increase Eclipse Ganymede (OR = 1.20)

Decrease Derby 10 5.1.1 (OR = 0.25), Derby 10 8.1.2 (OR = 0.11), Derby 10.8.3.0 (OR

= 0.01), and Xalan26 (OR = 0.01)

What is the impact of the number of methods/NPM on the Post-release bugs?

Result Releases

Increase Derby 10.4.1.3 (OR = 1.46)

Decrease Derby 10.8.3.0 (OR = 0.66)

Neutral Eclipse Ganymede (OR = 0.92)

What is the impact of the number of Developers working in a single file on the Postrelease bugs?

Result Releases

Increase Eclipse Europa (OR = 2.05) and Ganymede (OR = 7.33), Derby 10.1.3.1 (OR

= 14.88), Derby 10.4.1.3 (OR = 7.56), Derby 10.6.1.0 (OR = 8.36), Ant16

(OR = 1.61), An18 (OR = 3.16), and Xalan24 (OR = 3.11)

What is the impact of the Age of file (old or new) on the Post-release bugs?

Result Releases

Increase New files of Europa Eclipse (OR = 6.57)

Decrease New files of Xalan24 (OR = 0.25)

What is the impact of the Code Churn (code added and deleted) on the Postrelease bugs?

Result Releases

Increase Eclipse Ganymede (OR = 4.66), and Ant16 (OR = 10.20)

We analyzed the findings of the interactions across all projects, starting with the in-

teractions with the exposure (i.e., Bugfixes). The highest consistent interaction was found

between Bugfixes (i.e., prerelease bugs) and Developers, and it was found in four projects

and seven releases: Europa (OR = 0.45) , Ganymede (OR = 0.17), Derby 10.1.3.1 (OR =
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0.32), Derby 10.4.1.3 (OR = 0.26), Derby 10.6.1.0 (OR = 0.32), Ant18 (OR = 0.57), and

Xalan26 (OR = 0.63). The interaction was either not included because of the exclusion of

Developers (in Derby 10.5.1.1, Derby 10.8.1.2 Derby 10.8.3.0) or removed during the model

building process (in Xalan 26). We already know that more bug fixing and more Developers

individually caused a higher chance of Postrelease faults. However, more Developers involved

in the bug-fixing process caused fewer Postrelease bugs than when fewer Developers were

involved.

The interaction between Bugfixes with AMC was significant in two releases of two

projects. The two results were not consistent because in one release (Derby 10.8.1.2) caused

an increase in Postrelease bugs and the other (Xalan24) caused a decrease. Hence, there is

no sufficient evidence to provide a conclusion on this interaction. Similarly, the interaction

between Bugfixes and NPM has no sufficient evidence because it appears one time, in Derby

10.1.3.1.

The interaction of Bugfixes and Age was not consistent because it appeared in three

releases, showing distinct results, as shown in Table 3.55. Likewise, Bugfixes and Code

Churn was presented in one model, in Ant16. It is important to recall that Age and Code

Churn were excluded from many releases in this study.

The interaction between AMC and NPM appeared in two releases: Derby 10.5.1.1 (OR

= 0.13) and Xalan 26 (OR = 0.01). As explained earlier, a high NPM with low AMC has

the highest Postrelease bugs in Derby 10.5.1.1. In Xalan 26, highly complex files with high

NPM is still the highest but at the same level as the less complex files with high NPM.

The interaction between AMC and Developers appeared in one release, Xalan 24 (OR =

2.69). This indicates that more Developers working on complex files increases the risk of

Postrelease bugs.

The interaction between NPM and Developers also showed in two releases with different

results: high odds ratio with Xalan 24 (OR = 2.69) and low odds ratio with Derby 10.1.3.1

(OR = 0.66).
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The Developers and Age interactions were significant in Europa (OR = 1.54), Ganymede

(OR = 2.64), and Xalan24 (OR = 0.26). It is more consistent with Eclipse projects, but it

showed an opposite result compared to Xalan24. It is important that in most of the Apache

projects, Age was excluded because of the imbalance in the distribution of new and old files.

Table 3.56: Answers to research question RQ2 across all projects

RQ2: What are the main interactions that cause an increase or decrease to the Postrelease bugs?

What is the impact of the interaction between Bugfixes and AMC/Average complexity on the Postrelease bugs

Result Releases

Increase Derby 10.8.1.2 (OR = 4.75)

Decrease Xalan24 (OR = 0.39)

What is the impact of the interaction between Bugfixes and NPM/Method Calls on the Postrelease bugs?

Result Releases

Increase Derby 10.1.3.1 (OR = 1.47)

What is the impact of the interaction between Bugfixes and Developers on the Postrelease bugs?

Result Releases

Decrease Eclipse Europa (OR = 0.45) and Ganymede (OR = 0.17), Derby 10.1.3.1 (OR = 0.33),

Derby 10.4.1.3 (OR = 0.28), Derby 10.6.1.0 (OR = 0.32), and Ant18 (OR = 0.57)

What is the impact of the interaction between Bugfixes and Age on the Postrelease bugs?

Result Releases

Increase Xalan24 (OR = 1.95)

Decrease Eclipse Europa (OR = 0.31)

Neutral Eclipse Ganymede (OR = 1.00)

What is the impact of the interaction between Bugfixess and Code Churn on the Postrelease bugs?

Result Releases

Increase Ant16 (OR = 0.21)

What is the impact of the interaction between AMC and NPM on the Postrelease bugs?

Result Releases

Decrease Derby 10.5.1.1 (OR = 0.13), Xalan 26 (OR = 0.01)

What is the impact of the interaction between AMC and Developers on the Postrelease bugs?

Result Releases

Increase Xalan 24 (OR = 2.69)

What is the impact of the interaction between AMC/Complexity and Age on the Postrelease bugs?

Result Releases

Decrease Eclipse Ganymede (OR = 0.81)

What is the impact of the interaction between NPM and Developers on the Postrelease bugs?

Result Releases

Increase Xalan 24 (OR = 1.42)

Decrease Derby 10.1.3.1 (OR = 0.68)

What is the impact of the interaction between Developers and Age on the Postrelease bugs?

Result Releases

Increase Eclipse Europa (OR = 1.45), and Ganymede (OR = 2.64)

Decrease Xalan 24 (OR = 0.28)



Chapter 3. Using a Case-control Study to Explain Software Fault Proneness 122

3.6 Threats to Validity for Software Faults Proneness

Construct validity can be violated if we do not test what we intend to test. The

confounders were defined clearly to avoid any ambiguity. The study used a combination of

static code and change confounders (i.e.,confounders) to avoid any mono-operation bias. We

used the Spearman correlation test to check for any high collinearity before including the

confounders in our model. Any high collinearity was eliminated from the initial models of all

case studies. For example, Revision was removed due to the high collinearity with Bugfixes

in Europa. To avoid bias in our samples, we matched our data based on the LOCs. In

addition, we centered our confounders scale to the mean to avoid multicollinearity between

confounders and interactions. Then, we tested the initial model using the multicollinearity

test CNI/VDP. Any multicollinearity detected by this test was removed before starting the

process of building the final model.

Data quality is an important issue of the internal validity. The static code and change

code confounders for Eclipse projects were extracted as part of earlier research [2], [38], [159].

The level of confidence concerning the data quality is very high [2]. In addition, we did sanity

checks on our confounders. For example, it was noticed that the Average Complexity for

some files had zero values. It was found that these were interface files, which usually do not

contain methods. Therefore, we excluded those files from our sample.

Using the wrong statistical assumption will obviously lead to threats to conclusion

validity. We tested the matching between the samples using the Mann-Whitney test to

make sure that matching was done correctly. This study used non parametric tests such as

Spearman test because of the skewness of the data distribution of variables. We also used

conditional logistic regression to estimate the OR of every confounder and 95% CI which is

appropriate for matching studies. The elimination was based on hierarchal backward method

[145], which was required due to the presence of interactions in the model. We eliminated

confounders that were highly correlated with other explanatory confounders. Further, we

diagnosed for multicollinearity and eliminated some interactions based on that. This should

not affect our explanation of the confounders in our model. These steps should lead to a

final model that is not complex and is highly significant.
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External validity is concerned with generalization. This study used data from Eclipse

Europa and Ganymede releases, and used data from following Apache projects: Derby, Ant,

and Xalan. Some confounders showed consistent results across all projects (e.g., Bugfixes,

and number of Developers). Also, the effect of the interactions between Bugfixes and De-

velopers was consistent across most projects. We cannot claim the generalizability for other

confounders and interactions that were not consistent across multiple projects or we cannot

claim the generalizability for projects that were not used in this work.

3.7 Conclusion for Case-control Study

In this chapter, we used a case-control study for the first time in the field of software

engineering to study software fault proneness. We presented a detailed methodology of

how to build a model by eliminating unnecessary interactions and confounders. The second

contribution of this chapter was including into the models the interaction between con-

founders and how that affected software fault proneness, in addition to the individual con-

founders. The interactions were not considered in any related work using explanatory studies

[3, 4, 5, 6, 7, 8, 9]. The results showed, the interactions had significant effects on software

fault proneness.

Further, the replicated study showed consistent results for Bugfixes (i.e., prerelease bugs),

Developers and the interaction between them. Some confounders such as Age and Code

churn were not included in the Apache projects due to the high correlation. Some static

code confounders showed slightly higher effect in the Apache projects like Complexity AMC

and Number of Public Methods (NPM) than in the case of Eclipse datasets.

The results identified confounders that can be used to explain Postrelease bugs. Specif-

ically, Bugfixes, Developers, and Age had the highest OR. These were seen more in cases

than in controls, which means they contributed more than other confounders to the software

fault proneness. The results of Bugfixes and Developers are consistent across all Eclipse and
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Apache projects. The results of Age were only consistent in Europa and Ganymede. The

highest consistent interaction is between Bugfixes and Developers. Also, the interaction be-

tween Complexity and Bugfixes showed consistency among Apache projects. Bugfixes with

Age interaction was consistent in Eclipse projects but not with Apache.

The results of this study are informative and explain impact of confounders and interac-

tions on software fault proneness. Our future work will apply the case-control methodology

on other software projects to further explore the generalizability. We will also explore using

case-control studies on software development effort. Extracting more confounders is another

possible direction of our future research.
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Chapter 4

Software Fault Proneness Prediction

This chapter focuses on the prediction part of software fault proneness. We employed

the algorithm used in the previous chapter (i.e., conditional logistic regression) and the

models achieved by the case-control study. We tested the prediction performance of these

models using performance metrics explained in Section 4.2. We used the same matched

samples created in the previous chapter for the case-control models using conditional logistic

regression (CLR) and for five other widely used classifiers in the area of software fault

pronenesses: logistic regression (LR), naive Bayes (NB), decision tree (J48), random forest

(RF), and decision list (PART). In addition, we applied the group lasso regression (G-Lasso)

algorithm, which has not been used previously for software fault proneness prediction.

This chapter starts with introduction and motivation for the prediction work in Section

4.1. Then the approach of this study, including brief explanation of the algorithms used,

statistical analysis applied, and performance metrics used are discussed in 4.2. A brief

explanation of datasets used and the main features used are discussed in Section 4.3, followed

by a discussion of the results in Section 4.4. Then threats of validity for the prediction

research were discussed in Section 4.5, and finally the chapter is concluded in Section 4.6.
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4.1 Introduction and Motivation

Software faults are problematic when they are not detected and fixed early because they

may cause the software to fail to perform its required function. Therefore, predicting fault-

prone software units (i.e., files) is essential because it helps fix faults before the product is

deployed to end users. The sooner the software faults are detected, the better it is for the

software development cost and efforts.

Many studies have focused on predicting software fault prone units, using different types

of metrics, data sets, and machine learning algorithms [34, 162]. While explanatory studies

address questions like ’what’ and ’how’, prediction studies address questions like ’where’ and

’when’. Prediction studies use confounders to predict what would happen to the software

unit in the future, that is, if they will be faulty or not.

Many classifiers (e.g., LR, NB, J48) have been used to predict fault proneness on many

software projects (e.g., Eclipse, Apache), applying different types of metrics (e.g., static code,

change metrics). Using different classifiers is essential because not all classifiers perform at

the same performance level. To measure the performance of the prediction, we measure

performance metrics such as recall (i.e., the rate of all true positive over the actual true) and

precision (i.e., the rate of all true positive over the predicted true. performance metrics in

this context are different from the features, variables, metrics, and confounders, which are

synonymous and used interchangeably in this study.

Many approaches have considered improving prediction performance by the selection of

the classifiers, selection of the features, improving the distribution of the response variables,

or improving the distribution of the independent variables. Classifiers differ in terms of

their performance. Therefore, many classifiers have been used in the area of software fault

proneness. Some provided fair performance, and others were very robust. Further, different

types of features (i.e., metrics) were used to improve prediction performance. Other studies

focused on the type of data and worked on improving distribution (e.g., re sampling, cost

sensitive, transforming data) [163, 164, 165, 166, 167, 168, 169]. The samples we used in this
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chapter were stratified based on the lines of code (LOC), which required selecting fault-free

files (from the controls group) with similar sizes as the files from faulty files group (i.e.,

cases group). This does the same job as other sampling techniques, that were developed to

increase the number of minor events and made the two classes to be balanced.

In this chapter, we measure the prediction performance of the explanatory models that

were built in Chapter 3. with a goal to find out whether they are useful for prediction as they

were explanatory models. We built explanatory models using Eclipse and Apache projects

based on a case-control methodology. These models did not use the whole set of confounders

because we eliminated confounders based on the results of the correlation test, as discussed

in Chapter 3. The process started with the group of confoundera and their interactions, then

insignificant interactions and confounders were eliminated based on the backward hierarchal

approach. The final model contained only significant interactions and confounders, which

was much smaller than in the initial model. For instance, we started with six confounders

and 15 interactions with Europa’s model and the final model had three metrics and three

interactions.

Further, we used the same matched samples on other widely used classifiers to compare

their performance with the performance of our models.

The second contribution of this chapter is applying for the first time for software fault

proneness prediction an algorithm that accounts for variable shrinkage and selection using

lasso (least absolute shrinkage and selection operator). The method consists of eliminat-

ing unnecessary metrics from the model by assigning a penalty (i.e., λ) to regularize the

model, which results with a sparse model (i.e., a model with fewer metrics). Some metrics

are minimized to a very low value (i.e., shrinkage), and other metrics are eliminated (i.e.,

their coefficients become zeros). In case-control studies, we eliminated variables based on

the correlation test, goodness of fit, and significance level in the model. With the lasso

regression, this can be automated assigning the penalty, which is estimated through a k-fold

cross-validation of the whole dataset. This method is good for the prediction purpose be-
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cause it takes less time and effort. However, this method cannot handle the interaction as

the conditional logistic regression can. The algorithm we applied is G-Lasso, which is an

extension of the linear lasso regression. The G-Lasso is designed to fit the binary format of

our response variable (i.e., fault prone and fault-free files).

Specifically, we measured the performance of conditional logistic regression models that

were built using a case-control method and accounted for matching and involved interactions.

Further, we measured the performance of G-Lasso. Then we compare their performances

with six other machine learning algorithms (i.e., LR, NB, J48, PART, and RF) on 12 releases

from the Eclipse and Apache projects at the file level. The following performance metrics

were used for comparison: area under curve (AUC), recall, precision, false positive rate

(FPR), F-score (the harmonic mean of recall and precision), and G-score (the harmonic

mean of recall and 1-FPR). We also applied statistical tests to compare differences among

all performance metrics of all classifiers. The research questions we address in this chapter

can be summarized as follows:

• RQ1: Does CLR perform better than other classifiers?

• RQ2: How does G-Lasso perform compared to other classifiers?

• RQ3: What is the ranking of the classifiers in terms of the performance measures (i.e.,

recall, precision, FPR, G-score, F-score, and AUC)?

• RQ4: Does the dataset affect the prediction performance of the CLR or the prediction

performance of G-Lasso?

• RQ5: Does the CLR using reduced models with interactions (i.e., achieved by the case-

control methodology) perform better than other algorithms used in related studies?

4.2 Approach

We used 17 software change metrics as features for software fault proneness prediction.

Using G-Lasso and six other machine learning algorithms, our models predicted which soft-

ware units (i.e., files) are fault prone.
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4.2.1 Machine learning algorithms

In this study, we used G-Lasso and CLR and five widely used supervised machine learning

algorithms: LR, NB, PART, J48, and RF.

LR models describe the probability of existence of a condition (i.e., fault prone or fault-

free) based on a given set of variables Xi. The set of variables is described based on a linear

function and then placed into the logit model to calculate the probability ranged between 0

and 1 as shown in Equation 4.1.

Y =β0 + β1X1 + β2X2 + ...+ βiXi (4.1)

where Y is the response variable (fault prone, fault free), and Xi is the independent variable

(i.e., metric).

CLR is a special case for the LR with a stratification (i.e., matching) option. CLR

can have a single or multiple confounders used in the model for matching only. In the

previous chapter, we explained that our matching confounder was the LOC, which means

that the function compares files with the same value of LOC to estimate the coefficients

for the independent variables (i.e., metrics) of the model. Note that in this model we used

interactions, which was not the case for other classifiers. The CLR is presented by Equation

4.2, which is similar to the logistic model with a stratum (LOC for our our case).

Y =β0 + β1X1 + β2X2 + ...+ βiXi + αstratum(i) (4.2)

where αstratum(i) is the matching confounder.

NB classification works based on Bayesian rules as defined by Equation 4.3. The classifier

is famous for its simplicity and fast computation. The classifier works up a set of input

metrics (numerical or categorical) as if they are independent from each other. The probability

of the response variable is calculated, as shown in Equation 4.3.

p(X|Yk) =p(Yk)
n∏
i=1

p(Xi|Yk) (4.3)
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where C is the response variable (i.e., fault prone, non-fault prone), and X is the independent

variable.

Decision tree J48 works by splitting data based on the most significant splitter (i.e.,

metric). The splitter is chosen based on the impurity or uncertainty of the data under this

subset of data. The decision of splitting is based on calculating the information gain, as

shown in Equations 4.4 and 4.5. The information gain subtracts the prior entropy of the

selected metric Xi. The classifier continues splitting data until a tree is formed, starting

from the root (i.e., all metrics) and ending with leaves or terminal nodes (i.e, metrics that

were not split).

H[D] =−
|C|∑
j=1

P (cj)log2P (cj) (4.4)

gain(D,Ai) =H[D]−HXi
[D] (4.5)

where C is the desired class, and H[D] is the entropy.

RF model is an ensemble tree-based learning algorithm, developed by [170]. The algo-

rithm was inspired by other ensemble classifiers (e.g., bagging, random split selection). The

algorithm creates multiple trees and takes a majority voting on the predicted class instead

of on a single tree decision [171].

The PART classifier was built based on two dominant rule learning algorithms, decision

tree C4.5 and RIPPER [172]. The algorithm produces decision lists, which are sets of rules

(i.e., the best leaf of C4.5). In the testing precess, data are compared to each rule and

assigning to the class with the best match.
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G-Lasso was initially developed to solve prediction problems and large variances associ-

ated with ordinary least squared (OLS) [173]. The G-Lasso algorithm subsets the substantial

number of features that a model could contain, which helps determine features with strong

impacts. The algorithm shrinks some coefficients and turns others into 0. This concept helps

gain an optimal fit for a model by leaving important features in the model and eliminating

insignificant features, which results in reducing the variance and improving the accuracy of

the model.

G-Lasso is an extension of lasso proposed by [174]. The response variable yi is binary

with two levels yi ∈ 0, 1. Integer, ordinal, and categorical data are allowed in the model. In

this study, all features are in integer format, which means each feature involves one degree

of freedom. Independent observations of (xi, yi), i = 1, ..., n are assumed:

(y −
L∑
l=1

Xlβl) + λ = 0, (4.6)

where L is the total number of predictors. The optimal tuning parameter (λ ≥ 0) is estimated

by running a ten-cross validation of the whole dataset. Then the model is trained using the

estimated λ on the training set. The performance of the model prediction is measured by

predicting the fault-prone software units on the testing set.

We compare the performance of CLR and G-Lasso with five machine learning algorithms

widely used for software fault proneness prediction [34]. LR and NB were heavily used in

this area (i.e., 40% of papers used LR and 25% of papers used NB) [34]. Decision tree

J48 and RF provided better or comparable results regarding other learners in some studies

[39, 38, 40].

4.2.2 Performance metrics

To compare our models, we applied two-folds cross validation and repeat the process 100

times on random samples, as shown in Figure 4.1. The process divided the whole sample

based on the data with faulty files (i.e., cases) and fault-free files (i.e., controls). Then it

split every part randomly into two equal amounts. It then merged between one split from

the faulty files with a split from fault-free files to create fold 1. It merged the other two
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splits, faulty and fault-free files, to create the second fold (fold 2). It trained the model

using fold 1 on all algorithms and tested on fold 2 and reported performance metrics (e.g.,

AUC, recall,etc). Then it trained all algorithms on fold 2 and test on fold 1 and reported all

performance metrics. This process was repeated 100 times.

Dataset

Controls
(fault-free

files)

Cases
(faulty files)

Random
split 50%

Random
split 50%

Random
split 50%

Random
split 50%

Report AUC, recall,
precision, FPR, G-
score, and F-score

Fold 1 
(50% of the size of

the data)

Fold 2 
(50% of the size of

the data)

Use fold 1 as a
training set

Use fold 2 as a
training set

Use fold 1 as a
testing set

Use fold 2 as a
testing set

Run machine learning
algorithms 

For CLR models use reduced
models with interactions. 

For LR,J48,NB, PART,RF, and
GLASSO use all metrics 

Repeat 100 times

Report AUC, recall,
precision, FPR, G-
score, and F-score

Repeat 100 times

Figure 4.1: Prediction of fault proneness approach repeated 100 times, on random samples

We measured the performance of machine learning algorithms using the metrics com-

puted from the confusion matrix of every model (see Table 4.1). Recall is the rate of all

correct predictions over the actual instances of the class of interest (i.e., fault prone files or

components), as in Equation 4.7. Precision refers to the correct predictions over all instances

that are predicted as the class of interest, as in Equation 4.8. Generally, high recall and pre-

cision are preferable. A false positive rate (FPR) is the rate of the false positive over all the

actual not-fault prone units (i.e., files or components). FPR is calculated as in Equation 4.9.

A lower FPR reflects better performance. F-Score is the harmonic mean of the recall and

precision. G-Score is the harmonic mean of the recall and 1-FPR, which results in a high

value if the recall is high and FPR is low. Note that F-Score and G-Score are composite

metrics that provide a single number that reflects different important aspects of the learners;

performance. Some of the related works on software fault proneness prediction used F-Score,

while others used G-Score. We chose to use both because they reflect different aspects of

performance. Lastly, we used AUC as a performance measure for our models.
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Table 4.1: Confusion matrix

Actual Class

fault prone non-fault prone

Predicted Class
fault prone True Positive TP False Positive FP

non-fault prone False Negative FN True Negative TN

Recall (TPR) =
TP

TP + FN
(4.7)

Precision =
TP

TP + FP
(4.8)

FPR =
FP

FP + TN
(4.9)

F-Score =
2× Recall× Precision

Recall + Precision
(4.10)

G-Score =
2× Recall× (1− FPR)

Recall + (1− FPR)
(4.11)

4.2.3 Statistical comparisons of results

In this study, we applied three sets of statistical tests to analyze differences among the

performance of all classifiers.

The Friedman test is the non-parametric one-way ANOVA with repeated measures used

to test the differences in several groups. We used the Friedman test to see whether there

were significant differences among multiple algorithms’ performance [175]. Rejecting the null

hypothesis means that a statistically significant difference exists at least between one pair

of algorithms. In cases when the Friedman test rejected the null hypothesis, the Nemenyi

post-hoc test was used to determine where the differences were located (i.e., to test the

statistical significance between each pair of algorithms) [175]. We also used the critical

difference diagrams [175] to visualize the ranks of the algorithms based on the recall, G-

Score, and F-Score performance metrics. In addition, these diagrams show if the differences

are statistically significant.
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4.3 Datasets and Features Definition

In this study, we used 27 releases from four open source projects distributed as follows:

seven releases of Eclipse, seven releases of Apache Ant, nine releases of Apache Derby, and

four releases of Apache Xalan.

Table 4.2: Training and testing samples of the Eclipse and Apache releases

Eclipse

Release date No. of files Fault prone files Sample size File prone file

Europa June 2007 31,484 23% 2000 50%

Ganymede June 2008 31,648 17% 2000 50%

Apache

Derby.10.1.3.1 July-2006 1,919 9% 306 153

Derby.10.4.1.3 April-2008 1,528 5% 292 146

Derby.10.5.1.1 May-2009 1,494 5% 280 140

Derby.10.6.1.0 May-2010 2,191 4% 252 126

Derby.10.8.1.2 May-2011 2,311 5% 348 174

Derby.10.8.3.0 January-2013 2,426 3% 222 111

Ant16 December-2003 643 22% 196 98

Ant18 February-2010 820 11% 164 82

Xalan 24 April-2011 770 18% 256 128

Xalan 26 April-2013 905 9% 252 126

In Table 4.2, the releases included in this study are listed with their total number of

files, and percentages of faulty files. Project sizes vary from several hundred files, such as

with Apache Ant, to several thousands, such as with Eclipse. Typically, the number of files

increases in later releases compared to older releases, with a few exceptions in Apache Derby

and Eclipse.

4.3.1 Features

In this study, we used a set of commonly used change metrics (i.e., features) because it

was shown that they provide better performance than static code metrics [21]. Specifically,

we used 17 change metrics, which are listed and defined in Table 4.3. The metrics for

Eclipse were extracted for the previous work [38, 2]. Change metrics for Apache projects

were extracted by Mohammad J. Ahmad and used in [159]. The second reason we used the
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change metrics was to be consistent across all data sets, because the static code metrics of

Eclipse [38, 2] are different from the object-oriented static code metrics extracted for Apache

projects [159]. Therefore, it was important to use the same set of metrics across all projects

to maintain the construct validity.

We stratified the sample based on the LOC, which gave our sample a similar pattern

of LOC in the faulty files and fault-free files. Note that LOC was added only in the case-

control models as a stratified metric and not a predictor. In all other algorithms, LOC was

not added because it is part of the static code features, which were not used in this chapter.

Table 4.3: Metrics at file level used as features

Static code metrics: Used only for case-control models

Metric Definition

LOC Total number of lines

Method Call Statements All method calls, in statements and logical expressions

Average Complexity Sum of all method complexity values divided by the number of methods

Number of Public Methods (NPM) All methods in a file that declared as public

Average complexity method (AMC) The average method size for each file, which is the number of Java binary codes

in the method

Change metrics [2]

Metric Definition

Revisions Number of revisions made to a file

Refactorings Number of times a file has been refactored

Bugfixes Number of times a file was involved in bug fixing (pre-release bugs)

Developers Number of distinct authors who revised the file

LOC Added Sum of all revisions of the number of LOC added to the file

Max LOC Added Maximum number of LOC added for all reversions

Ave LOC Added Average LOC added per reversion

LOC Deleted Sum of all revisions of the number of LOC deleted from the file

Max LOC Deleted Maximum number of LOC deleted for all revisions

Ave LOC Deleted Average LOC deleted per revision

Codechurn Sum of (added LOC - deleted LOC) over all revisions

Max Codechurn Maximum codechurn for all revisions

Ave Codechurn Average codechurn per revisions

Max Changeset Maximum number of files committed together to the repository

Ave Changeset Average number of files committed together to the repository

Age Age of a file in weeks (counting backwards from a specific release)
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4.4 Results and Discussion

In this section, results of all performance metrics are presented for all datasets. Seven

classifiers were used on 12 releases from four projects, Eclipse, Apache Derby, Apache Ant,

and Apache Xalan. For every dataset, a boxplots figure is provided, which contains all

performance of all performance metrics (i.e., AUC, recall, precision, FPR, F-score, and G-

score). Each boxplot in the figure describes 200 observations resulting from 100 runs of

the 2-fold cross validation. Comparing all classifiers to determine the best and the worst

performing ones is the interest of this chapter. Specifically, extra focus is given to compare

CLR and GLASSO performance to the performance of other learners. This helps address

the research questions presented at the beginning of this chapter (RQ1, RQ2, RQ3, RQ4,

and RQ5).

First, the results of all datasets are presented in Figure 4.2. The total number of releases

presented by this figure is 12 releases: Eclipse, Ganymede, six releases from Derby project,

two releases from Ant project, and two releases from Xalan project. The total number of

iterations represented by each boxplot of the figure is 2,400. The recalls of all classifiers are

comparable, and their medians range between 0.62 to 0.68. The precision of RF has the

highest median (= 0.73), followed by the precision of CLR, J48, LR, and PART (median

= 0.65). The overall best performing classifiers in terms of the FPR are RF (median =

0.18) and CLR (median = 0.22). The F scores are affected by the bad performing recalls

or precisions. NB has shown the worst F-score because it performed with low precision.

Other classifiers performed similar to each other in terms of the F-scores. G-scores of CLR,

G-Lasso, and RF were the best with medians higher than 0.70. Although G-Lasso did not

perform well in terms of the FPR, with the highest recall (median 0.68), G-Lasso was able

to achieve good G-Score, comparable with CLR and RF.

Friedman test results indicate that there are significant differences (p value< 0.05) among

classifiers in terms of AUC, precision, FPR, G-Score, and F-Score. In terms of the recall, all

classifiers performed similarly, and there are no statistical differences among them (p value

= 0.08).
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Figure 4.2: Performance metrics of all datasets

There is no need to apply the Nemenyi post hoc test for the recalls of all classifiers because

the Friedman test indicated that the differences among classifiers are not significant in terms

of the recall. Nemenyi post hoc test results indicate that differences of AUC, precision, and

FPR are significant (p value < 0.05) only between NB and all other classifiers. In terms

of the G-Score and F-Score, differences are significant (p value < 0.05) between NB and

G-Lasso, J48, PART, and RF.

Figure 4.3 presents critical differences diagrams of all performance metrics on all datasets.

The results presented in these figures with the Friedman and Nemenyi post hoc help to

address research questions RQ1, RQ2, and RQ3. Theses figures present two important

piece of information: the mean ranking of classifiers in terms of performance metric and

critical differences among classifiers. The horizontal line connecting two or more classifiers

indicates that no significant differences occurred among them.

The RF classifier came at the top of all in terms of the AUC, followed by CLR, G-Lasso,

PART, J48, and LR, as shown in Figure 4.3a. With the exception of the NB, all other

classifiers are not statistically different. In terms of the recall, CLR is at the top of all other

classifiers, followed by J48, RF, G-Lasso, PART, LR, and NB, as shown in Figure 4.3b. CLR,

J48, and RF are statistically significantly different from other classifiers. RF leads all the
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classifiers in the precision with the best ranking average, followed by PART, G-Lasso, J48,

LR, CLR, and NB, as shown in Figure 4.3c. There is no statistically significant difference

among all classifiers except the CLR and NB. The mean ranking of the classifiers of F-score

is similar to the mean ranking of the classifiers precisions, as shown in Figure 4.3f. The

performance of CLR has improved in terms of the F-score and no statistically significant

difference was detected between CLR and top classifiers. G-Lasso is at the top in terms of

the G-Score, followed by RF, J48, CLR, PART, LR, and NB, as shown in Figure 4.3e. NB

has the lowest performance in terms fo the G-score with a statistically significant difference

between the NB and all other classifiers. In terms of the FPR, RF has the best (i.e., lowest)

mean ranking, followed by G-Lasso, CLR, and J48 with no statistically significant difference

among them, as shown in Figure 4.3d.

In summary, apart from the NB classifier, there are no statistical differences among other

classifiers in terms of the AUC, precision, FPR, G-Score, and F-Score. In terms of the recall,

there are no significant differences among all classifiers.
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Figure 4.3: Critical difference diagrams
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Next, results for each individual dataset are presented. This helps identify whether

classifiers were affected by the dataset. This can specifically help address RQ4.

Results of Europa’s model performance are presented in Figure 4.4. CLR has the highest

recall with a median of 0.85. The next top recall is with LR, J48, and RF with a median of

0.80. G-Lasso recall of Europa comes next with a median of 0.77. The highest classifier in

terms of precision was RF (median = 0.87), and the worst was NB (median = 0.2). Recall is

a vital measure because it measures the correct classification over all faulty files. Precision

measures the rate of faulty files over all files that were predicted as faulty. Lower precision

means that we have more fault-free files that were mistakingly predicted to be faulty files

(i.e., false positives). Lower precision is not as critical as low recall, but it means extra

manual investigation, which means extra effort in manual classification. Apart from the NB,

all the AUC, F-Scores, and G-Scores measures are roughly comparable in all classifiers with

no significant differences.
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Figure 4.4: Performance metrics for Europa
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Results of Ganymede’s model performance are presented in Figure 4.5. The recalls of all

classifiers are comparable with medians from 0.77 to 0.83. The highest precision median is

shown with the RF classifier, and the worst precision appeared with NB. The second top

precision medians are with J48, LR, and PART. CLR and G-Lasso precision medians come

next with comparable medians. The best-performing classifiers on Ganymede dataset are

RF, J48, LR, and PART. CLR and G-Lasso have comparable recalls with the top performing

classifiers, but lower precisions, which led to lower F-Score and G-Scores.
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Figure 4.5: Performance metrics for Ganymede

The performance of Derbys’ models are presented in Figure 4.6, which describes the six

releases used in the case-control study from the Derby project (i.e., Derby 10.1.3.1, Derby

10.4.1.3, Derby 10.5.1.1, Derby 10.6.1.0, Derby 10.8.1.2, and Derby 10.8.3.0), which made the

number of iterations for every classifier 1,200. The highest AUC (median = 0.79), precision

(median = 0.81), and F-Score (median = 0.72) were reported with CLR. RF AUC and

precision were reported as the second highest performing with medians = 0.75 and 0.74,

respectively. The best recall median was shown with the G-Lasso (median = 0.79). With

the high recall and low FPR, the best G-Scores were reported with CLR, G-Lasso, and RF.
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Figure 4.6: Performance metrics for Derby project

For the Ant project, we used only two releases, Ant16 and Ant18, in the case-control

study. The results of all classifiers are presented in Figure 4.7. The total number of iter-

ations for every classifier is 400, 200 run for each release. With respect to the recall CLR

outperformed (median = 0.75) all other classifiers followed by G-Lasso, NB, and RF (me-

dian = 0.65). The AUC of CLR, G-Lasso, and RF were comparable. The highest precision

was achieved by RF with a median of 0.69. The precision of the CLR and NB are the

lowest, which also led to low F-Scores for the two classifiers. The best G-Score medians are

shown with CLR, G-Lasso, and RF with medians from 0.66 to 0.69. The FPR of the RF

outperformed other classifiers with the lowest median of 0.31.

The Xalan results are presented in Figure 4.8. We used two releases for this project

(Xalan24 and Xalan26), which means there are a total of 400 iterations for every classifier.

The recalls of CLR and RF are the top recalls of all (median = 0.63). J48, LR, and PART

came next with a recall median = 0.59. The best precision was reported for G-Lasso (median

= 0.68), followed by RF (median = 0.65), LR (median = 0.62), J48 (median = 0.60), and

PART (median = 0.60). The lowest precision was reported for NB (median = 0.33) and CLR

(median = 0.36). This low precision led to a low F-Score for NB (median = 0.43) and CLR
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Figure 4.7: Performance metrics for Ant project

(median = 0.46). FPR did not show good results, as with other datasets. FPRs are good

when they are close to 0. In Xalan, FPRs were from 0.38 to 0.48. The best FPR median

was with RF, and the worst was with NB. Low FPRs with low-performing recalls led to low

G-Scores in Xalan.

Classifiers performed well with small variances with Europa and Ganymede. Tables 4.4

and 4.5 present descriptive statistics of CLR and G-Lasso performance, which show that

the IQR values of Europa and Ganymede are very low compared to the performance on

other projects. Low IQR means that the distance between the 75th percentile and the

25th percentile is low, which means less variance in the results. The CLR performance on

Derby project was comparable to the CLR on Ganymede with high variabilities (i.e., IQR

> 7). In Derby project, we applied six releases and two releases from Ant and two from

Xalan. The CLR performance on Derby was better than the CLR on Ant and Xalan with

lower variabilities. Classifiers used in Ant and Xalan reported low performances and high

variances.
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Figure 4.8: Performance metrics for Xalan project

The answer to RQ4 suggested that CLR and G-Lasso performance are affected by the

dataset used. The median recall of CLR on Europa is 0.85, and it is 0.80 on Ganymede.

The median recall of the G-Lasso on Europa and Ganymede is 0.78. The median recall

of the CLR dropped on Derby and Xalan to 0.64. G-Lasso recalls dropped on Ant and

Xalan projects. In general, performances of all classifiers improved when used with a large

sample (e.g., Europa, and Ganymede) or when multiple releases were applied (e.g., Derby).

Additionally, using large data sets and multiple releases resulted in small variances, which

means more reliable results.

Next, we compared our models using CLR with other classifiers from related studies,

which performance is in Tables 4.6 and 4.7.
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Table 4.4: Performance of the CLR per project

Project/Release Measure N min max mean median variance IQR

Europa

AUC 200 0.69 0.82 0.79 0.79 0.00 0.02

Recall 200 0.67 0.90 0.84 0.85 0.00 0.03

Precision 200 0.63 0.95 0.71 0.71 0.00 0.06

G-Score 200 0.69 0.82 0.79 0.82 0.00 0.01

F-Score 200 0.68 0.81 0.77 0.77 0.00 0.02

Ganymede

AUC 200 0.63 0.76 0.70 0.70 0.00 0.03

Recall 200 0.72 0.86 0.79 0.79 0.00 0.03

Precision 200 0.38 0.70 0.54 0.53 0.00 0.10

G-Score 200 0.66 0.76 0.71 0.71 0.00 0.02

F-Score 200 0.51 0.74 0.64 0.64 0.00 0.06

Derby (6 releases)

AUC 1,028 0.63 0.91 0.79 0.79 0.00 0.08

Recall 1,028 0.44 0.91 0.81 0.81 0.00 0.13

Precision 1,028 0.57 1.00 0.81 0.81 0.00 0.11

G-Score 1,028 0.56 0.92 0.75 0.74 0.00 0.08

F-Score 1,028 0.55 0.89 0.72 0.71 0.00 0.09

Ant (2 releases)

AUC 400 0.47 0.76 0.63 0.63 0.00 0.10

Recall 400 0.37 1.00 0.74 0.75 0.01 0.15

Precision 400 0.07 0.65 0.40 0.41 0.01 0.18

G-Score 400 0.42 0.81 0.65 0.66 0.00 0.10

F-Score 400 0.12 0.72 0.51 0.53 0.01 0.07

Xalan (2 releases)

AUC 400 0.45 0.68 0.56 0.56 0.00 0.05

Recall 400 0.00 0.87 0.62 0.61 0.00 0.09

Precision 400 0.00 0.76 0.34 0.35 0.01 0.18

G-Score 400 0.00 0.70 0.57 0.57 0.00 0.06

F-Score 400 0.04 0.66 0.42 0.45 0.01 0.16

First, we compare our recalls and precision with recalls and precision applied using the

LR in [23] for Eclipse 2.0, 2.1, and 3.0. Our recall medians of all releases outperformed recalls

in [23]. Precision medians of Europa, Ganymede, and Derby are comparable with precisions

of [23]. Further, our recall medians of all releases except Xalan are higher than J48 classifers

used in [21] on Eclipse 2.0, 2.1, and 3.0. Also, our recall medians of all releases outperformed

the J48 used in [38]. AUC medians of our CLR are slightly better and comparable to AUCs

in [38].

Next, we compared our results with those from many studies using several classifiers for

prediction as reported in Malhotra [176]; that review study reported minimum and maximum

AUC achieved by every classifier. Our best AUC was reported with Europa and Derby

releases. In Europa, the AUC ranged between 0.69 to 0.82, and in Derby, the AUC ranged
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Table 4.5: Performance of the G-Lasso per project

Project/Release Measure N min max mean median variance IQR

Europa

AUC 200 0.75 0.87 0.80 0.80 0.00 0.03

Recall 200 0.75 0.87 0.80 0.79 0.00 0.03

Precision 200 0.72 0.91 0.82 0.83 0.00 0.07

G-Score 200 0.75 0.87 0.79 0.82 0.00 0.01

F-Score 200 0.74 0.87 0.80 0.81 0.00 0.01

Ganymede

AUC 200 0.68 0.84 0.78 0.79 0.00 0.04

Recall 200 0.71 0.83 0.77 0.77 0.00 0.03

Precision 200 0.56 0.93 0.80 0.82 0.00 0.11

G-Score 200 0.68 0.84 0.78 0.79 0.00 0.04

F-Score 200 0.64 0.85 0.78 0.79 0.00 0.05

Derby (6 releases)

AUC 1,028 0.49 0.95 0.74 0.73 0.01 0.27

Recall 1,028 0.00 1.00 0.72 0.73 0.00 0.14

Precision 1,028 0.00 1.00 0.61 0.62 0.11 0.70

G-Score 1,028 0.00 0.93 0.77 0.78 0.03 0.16

F-Score 1,028 0.04 0.93 0.62 0.65 0.08 0.42

Ant (2 releases)

AUC 400 0.47 0.77 0.63 0.64 0.00 0.06

Recall 400 0.48 0.90 0.65 0.62 0.01 0.16

Precision 400 0.00 1.00 0.46 0.59 0.06 0.46

G-Score 400 0.44 0.78 0.67 0.67 0.01 0.09

F-Score 400 0.30 0.76 0.62 0.64 0.03 0.14

Xalan (2 releases)

AUC 400 0.45 0.66 0.54 0.54 0.00 0.07

Recall 400 0.42 0.73 0.55 0.54 0.00 0.07

Precision 400 0.18 1.00 0.74 0.70 0.04 0.41

G-Score 400 0.36 0.66 0.57 0.57 0.00 0.06

F-Score 400 0.29 0.69 0.61 0.64 0.01 0.10

between 0.63 to 0.91. Our range resided in the same range of all studies using classifiers

reported in [176]. The mean and median of of AUC in Europa and in Derby using CLR

were higher than the mean and median reported for MLP, NB, SVM, and C4.5 classifiers

reported in [176]. AUC mean and median of RF in [176] were higher than our AUC mean

and median using CLR. This is consistent with our results because our CLR outperformed

RF in recall but not in AUC.

It is important to note that the final models developed in this study are different than

others in three ways. First, interactions were involved in our models, but not in other models.

Second, the algorithm we used in this study (i.e., CLR) matched between files, whereas other

algorithms did not. Third, the response variables in our models were balanced (i.e., 50%

fault prone and 50% no-fault prone) because of the matched sample approach (i.e., one to
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Table 4.6: Performance (precision, recall , accuracy, and AUC) of this study and related

studies

Method Accuracy Recall Precision AUC

Zimmermann

et al. [23]

Eclipse 2.0

LR

0.76 0.24 0.65 x

Eclipse 2.1 0.64 0.21 0.78 x

Eclipse 3.0 0.71 0.37 0.66 x

Moser et

al. [21]

Eclipse 2.0

J48

0.82 0.69 x x

Eclipse 2.1 0.83 0.60 x x

Eclipse 3.0 0.80 0.65 x x

Krishnan

et al. [38]

Eclipse 2.0

J48

0.79 0.52 63 74

Eclipse 2.1 0.81 0.46 0.63 0.73

Eclipse 3.0 0.80 0.38 0.63 0.71

Europa 3.3 0.84 0.25 x 0.65

Ganymede 3.4 0.88 0.40 x 0.75

one). All these factors may have contributed to the performance of our models. Therefore,

we conducted a comparison with other studies [169, 177] in Table 4.7. The two studies

used imbalance treatment, which caused the classes of response variables they used for their

models to be equally distributed (i.e., 50% fault prone, 50% no-fault prone). This comparison

was made to avoid the possibility that the performance of our model was due to the balanced

distribution of the response variable.

Table 4.7: Performance (AUC) of related studies applying top-performing classifiers and

imbalance treatment

Method
AUC

min max mean median

Malhotra [176] Number of studies

35 RF 0.66 1.00 0.83 0.82

40 MLP 0.54 0.95 0.78 0.77

47 NB 0.64 0.95 0.78 0.78

25 Bayesian networks 0.62 0.90 0.78 0.79

17 SVM 0.50 0.94 0.70 0.71

20 C4.5 0.50 0.99 0.77 0.77

min max mean median

Bennin et al. [177]

20 datasets

by 7 sam-

pling tech-

niques

RF with 50% fault prone 0.16 0.92 x x

nnet with 50% fp 0.24 0.88 x x

knn with 50% fp 0.24 0.88 x x

SVM with 50% fp 0.36 0.94 x x

C4.5 with 50% fp 0.27 0.93 x x
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The results of our models lean toward the maximum values of the several models in the

two studies [169, 177]. This means the balanced distribution of the response variable may not

be the major reason for the high performance of our models. Also, matching between files

may not be the reason either because we compared the same models with other classifiers

that did not involve matching, and we had comparable performance. The only explanations

of the good performance are the methodology used for building the model, the goodness of fit

for the models used for prediction, and involving interactions. Interactions are important to

consider in prediction as well as in explanation. Exploring this may be a good topic for the

future in this area and other areas. It is also important to consider the methodology used for

keeping significant metrics and their interactions in the model and to eliminate unnecessary

elements. Also, it is essential to test for the goodness of fit for the final model because this

affects the prediction performance.

Table 4.8: Summary of the research questions

RQ Description Result Evidence

RQ1: Does CLR perform better than

other classifiers?

No CLR provided comparable performance to all other classifiers in terms of all

performance measures. There were no statistical differences between CLR and

other classifiers in terms of all performance measures except with the NB. CLR

outperformed NB in terms of the AUC, precision, G-Score, F-Score, and FPR.

RQ2: Does G-Lasso perform compared

to other classifiers?

No G-Lasso provided comparable performances to all other classifiers in terms of

all performance measures. No statistical differences were detected between G-

Lasso and all other classifiers. Similar to the CLR, G-Lasso outperformed NB

in terms of the AUC, precision, G-Score, F-Score, and FPR.

RQ3: What is the ranking of classifiers

in terms of the performance mea-

sures (i.e., recall, precision, G-

Score, F-Score, and AUC)?

RF is first in terms of the AUC, followed by the CLR and G-Lasso. CLR is

ranked first in terms of the recall, followed by the RF, J48, and G-Lasso. RF

is the first in terms of the precision, followed by PART and G-Lasso. In terms

of the FPR, RF, G-Lasso, and CLR are the top ranked classifiers. In terms of

the G-Score, G-Lasso, followed by RF and J48. In terms of the F-Score, RF

followed by G-Lasso, and PART.

RQ4: Does a particular dataset affect

the prediction performance of the

CLR?

Yes The best performance was when dataset used with large sample size such as

in Europa and Ganymede. Small sample and less number of releases reduce

the overall performance.

RQ5: Does CLR using reduced models

with interactions (i.e., achieved

by the case-control methodology)

perform better than other algo-

rithms used in related studies?

Yes CLR performed better than related studies applied MLP, NB, SVM, C4.5, and

J48. Also, it performed close to the top-performing levels of models applied

50% fp imbalanced treatment with algorithms like RF, nnet, knn, SVM, and

C4.5.
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4.5 Threats to Validity for the Software Fault Prone-

ness Prediction

We took the necessary steps to ensure that the construct validity was not violated such

as splitting data for training and testing, and using 50% of the original data for testing

the models. With the exception of the CLR, we used the same set of features for all other

classifiers. The reason for that is because explanatory models was built earlier and included

two features from the static code metrics as described in the previous chapter. Our goal is

to measure the performance of these models without introducing any change in the features

applied.

To address the internal validity, we ensured that the data were of high quality. For

the extracted change metrics (i.e., features), we used sanity checks. For random samples of

change metrics, for each project, we manually compared the values of change metrics with

their actual values in the commit and source code files.

With respect to the conclusion validity, we used multiple performance metrics to compare

the software fault proneness prediction results. This is important because, as our results

showed, an algorithm can have good performance with respect to one metric (e.g., G-Score),

but bad performance on another metric (e.g., F-Score). Using multiple performance metrics

provides a complete picture of an algorithms’ performance and allows projects to select the

algorithm with the best performance on metrics of their interest.

With respect to the conclusion validity, we used the non-parametric statistical tests

appropriate for the distribution of our data. For some releases that had heavily imbalanced

datasets, if a certain algorithm failed to provide meaningful classification (all instances were

classified in one class) for a given release, that release was excluded from the analysis. This

reduced the number of releases from 27 considered initially to 14 releases that were used for

the analysis. In addition, we used multiple performance metrics to compare the software

fault proneness prediction results. This is important because, as our results showed, an
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algorithm can have good performance with respect to one metric (e.g., G-Score), but bad

performance on another metric (e.g., F-Score). Using multiple performance metrics provides

a complete picture of algorithms’ performance and allows projects to select the algorithm

with the best performance on metrics of their interest.

The external validity is related to the generalizability of the results. For this study we

used releases from Eclipse and three Apache projects. Some of the research questions consid-

ered in the paper, such as comparing the performance of multiple learners, were considered

earlier using the NASA MDP dataset [40]. In addition, wherever relevant, we compared our

results with those in related works.

4.6 Conclusion for the Software Fault Proneness Pre-

diction

In this chapter, we used the explanatory models built in the previous chapter for pre-

diction and compared the results with six other classifiers, including G-Lasso which was

applied for first time in this area. CLR and G-Lasso showed comparable performance to

other classifiers without any significant differences, and they outperformed the NB classifier.

Additionally, we found that data sets affect the performance of CLR and G-Lasso, which

performed well with large samples and on multiple releases. However, their performance was

affected using smaller samples. A summary of the answers for the research questions RQ1,

RQ2, RQ3, RQ4, and RQ5 were answered in Table 4.8.

Future work will include using G-Lasso on other data sets and using different sets of

metrics to further explore the generalizability of our findings.
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Chapter 5

Explanatory and Prediction Studies of

Software Development Effort

This chapter covers explanatory and prediction studies of software development efforts

using three datasets: International Software Benchmarking Standards Group (ISBSG), De-

sharnais, and Maxwell. First, this chapter introduces the topic and explains the motivation

for the work in Section 5.1. The methodology is briefly discussed in Section 5.2, and the

steps of the methodology are explained in detail as we discuss our first case study, ISBSG,

in Section 5.3. The second and third case studies are discussed in Sections 5.4, and 5.5,

respectively. The prediction performance are presented in Section 5.6. Then, this chapter

explains threats to validity in Section 5.7 and concludes the work in Section 5.8.
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5.1 Introduction and Motivation

Software effort estimation is a very critical issue in the software development life cycle.

Good estimation results in a very good project plan with respect to cost, time, and resources.

Efforts in software projects are measured by the amount of average work achieved by a

developer in one hour (i.e., man-hour). By estimating the correct amount of man-hours,

the project manager can determine the amount of work needed for the project and plan

the budget and time accordingly. Estimation is considered good when the estimated values

are very close to actual efforts. The most common estimation methods can be classified

under four main categories: expert guessing, estimation based on analogy, and prediction

using machine learning methods and historical data, and algorithmic-based methods using

mathematical equations [80]. Achieving a good estimation seems to be a problem for the

software industry. It has been reported that 60% to 80% of software projects encounter

effort, schedule, and cost overrun [178]. Additionally, the average effort overrun is 36%, and

the average schedule overrun is 22% [179]. Further, 45% of projects are between 25 and

50% over- or underestimated [180]. Only 22% of projects have been reported to be within

5% of the correct estimation [180]. Overestimating the development effort of a project is as

bad as underestimating it because if other companies are also bidding for the same project,

overestimation can cause a company to lose the bidding.

Understanding the reasons for the increase in software development efforts is crucial and

can be helpful for project managers in estimating efforts or planning their projects. For

example, changes in requirements may cause a significant increase in effort [180]. Further,

some issues related to project management and team skills can potentially increase effort

[180]. Other important factors are related to overoptimism and lack of a formal process of

estimation [180]. Overoptimism occurs when practitioners consider the best-case scenario to

get the best price and ultimately win the project. Therefore, it is important to consider the

worst and best scenarios in the estimation. This can be achieved by estimating an interval

(i.e., range) rather than estimating a number, which involves dividing the numerical values

of variables to levels. Every level contains an upper and lower limit that can be easily

interpreted.
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Research in this area, has focused on prediction and has not paid attention to explaining

what metrics cause an increase or decrease in effort and by how much the metrics contribute

to efforts. To be able to provide such explanations, quantifying the probability of effects of

different levels of these metrics is essential. Further, explaining and predicting the probability

of the effects of interactions of different metrics’ levels and determining how they increase or

decrease efforts. Interactions provide insight into how the relation between two independent

metrics can contribute to efforts and can explain beyond what metrics cannot.

We can achieve our approach by building a model that can fit the data, estimate OR, and

explain metrics and interactions. Different types of algorithms can help to achieve that. For

example, different types of linear models are helpful to determine how close numerical pre-

dicted values are to actual efforts calculated in man-hours. The problem with linear models

is that they are restricted to the distribution of the data assumption. Model estimation is

affected by how much data are skewed. One of the alternative approaches is to consider the

discretization of data and fit the data into an ordinal regression instead of using linear regres-

sion. The discretization should be carefully done using a statistical method that considers

significance between levels by creating multiple cut-points that are significantly different

from each other. Therefore, instead of dealing with a specific number, we deal with levels,

which makes estimation and explanation easier. The advantage of using discretized data

is that this allows us to deal with a high level of information (e.g., size of a project: large,

medium, and small) instead of a lower level (e.g., number of lines of code) [181]. We used the

ChiMerge technique to discretize numerical variables into multiple levels with the condition

that every level would be statistically significantly independent from its neighbors. Models

of this nature are very helpful for explaining and quantifying the probability of the existence

of every level of every independent variable in the model. For this approach, we need to

follow several steps concerning data preprocessing, variable selection, multicollinearity, and

building a final model that can accurately explain data.

We create an ordinal regression model that explains which metrics and interactions sig-

nificantly affect the software development effort. This includes quantifying probabilities of

multiple levels of different metrics and their interactions. Odds ratios (OR) for these metrics

and their interactions help to quantify the probability of increase or decrease these metrics
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and their interactions. For example, we have two possible levels of a metric X: X1 and X2.

When the probabilities of the two levels are equal, OR should produce a number around

one. Level X1 has higher probability than X2 when the OR produces a number higher than

one. Regarding the percentage determined by the value of the OR, every 0.01 over one is

considered to be 1%. For example, OR=1.2 means a 20% increase, and an OR = 2.2 means

120%. Level X1 has lower probability than X2 when the OR is produces a number lower than

one. OR less than one cannot be less than zero, and every 0.01 below one is also considered

to be a 1% decrease. For example, an OR=0.5 means that the probability for Level X1 is

less than 50% of the probability of Level X2.

In this chapter, we address the following research questions:

RQ1: Which metrics significantly affect the software development effort?

RQ2: Are there any interactions among the metrics that significantly affect the software

development effort?

RQ3: Does the prediction of the ordinal regression algorithm perform better than predictions

of other algorithms used in related studies?

There are several challenges associated with software development effort studies. First,

the size of data is usually very small, especially data that are publicly available, such as CO-

COMO and the NASA data sets. Using this data may result in low statistical power. The

second problem deals with the number of missing values in every data set and metrics. Any

statistical model will ignore the entire row if a single value in that row is missing. Therefore,

this problem needs to be handled very carefully either with data imputation or deletion.

Third, software effort data sets usually contain a mixture of numerical, binary ordinal, and

categorical data. This mixture should be treated either using the same data type or using

a proper method to handle the data conversion. Fourth, few studies apply the modeling

technique to explain efforts. Some early studies tried to explain efforts using data based on
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questionnaires [182, 179, 183, 184, 185, 186, 81]. Fifth, the effect of interactions among met-

rics on software efforts is not considered. Only three previous works considered interactions

for their models, but their objective was to improve the accuracy of their predictive models

[101, 102, 103].

The work presented in this chapter overcomes the challenges as following: The work

includes a combination of data preprocessing; statistical tests for association, discretization,

and data imputation; and modeling based on an ordinal regression algorithm. Furthermore,

we validate our models using well-know performance measures (i.e., Mean Magnitude of

Relative Error MMRE, Median of the Magnitude of Relative Error MdMRE, and Percentage

of Predictions PRED(25)). Additionally, other classification performance measures are used

(i.e., recall, precision, and F-score). We first apply the modeling approach on the ISBSG

data set, and then we replicate the same approach for the Desharnais and Maxwell data

sets. The proposed approach combines several methods to reach the final optimal model

that will explain metrics and interactions and predict the level of effort. The following list

summarizes our holistic approach:

• Treat the missing values using the k-nearest neighbors (k-NN) algorithm to impute

missing data;

• Conduct discretization of numerical data using the statistical tool ChiMerge [187];

• Select or eliminate independent metrics based on a pair-wise correlation test;

• Select or eliminate categorical metrics using chi-square test conducted on the contin-

gency table of pairs of metrics;

• Design an explanatory fitted categorical model, based on the backward hierarchical

modeling strategy [148], that can help explain which metrics and interactions con-

tribute to the increase or decrease of the software development effort;

• Conduct the multicollinearity diagnoses using perturbation, which is recommended to

measure any sign of collinearity for ordinal regression and a model with interactions

[188, 189]; and
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• Test for the goodness of fit of the final model and measure performance and multi-class

accuracy.

The key findings of all the three data sets used in this study are summarized in the

following list:

• Software development effort increased, as the size (measured in function point FP),

elapsed time, and team size of projects increase.

• Faults in software projects and complexity of software led to increase software devel-

opment effort.

• Using an advanced programming language reduced software development effort.

• High requirements of staff availability, efficiency, and installation increased software

development efforts.

• The interaction between the size of the project and the size of the team working on

the same project increased the effort.

• The interaction between the existence of faults in the project and time to deliver a

project decreased the effort.

• The interaction between time and team size decreases the effort.

• The interaction between staff availability and efficiency requirements decreased the

effort.

5.2 Methodology

In this study, we use the total number of efforts calculated in man-hours as a response

variable. This metric and other independent metrics are preprocessed to fit into the ordinal

regression model. Figure 5.1 summarizes the methodology proposed in this work, which is

divided into two main subprocesses: data preprocessing and building the model.
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In the data preprocessing phase, we start with the initial selection of metrics based on the

prior studies’ findings. Second, we prepare our data set and impute missing values using the

k-NN method. Third, we discretize numerical values using the ChiMerge method. Fourth,

we conduct a correlation test between ordinal metrics using the Spearman test and eliminate

metrics with high correlation. Last, we measure the association between categorical metrics

and ordinal metrics and eliminate metrics with high association.

The second stage is building the model. In this phase, we achieve the final model after

eliminating insignificant metrics and interactions. For this step, we need to follow the hierar-

chical backward elimination process [148]. The process states that we should start with the

highest order (i.e., interactions) and then move to the lowest order (i.e., main metrics). First,

we need to confirm that the initial model contains no multicollinearity issues. Therefore, we

build the initial model, which includes all selected metrics and interactions. Second, we test

for multicollinearity using the perturbation test. Then, we eliminate insignificant metrics,

starting with the least significant. After we reduce all trivial interactions, we verify whether

there is any primary metric that we need to eliminate. Then, we have our final model, which

we test for accuracy and goodness of fit.

5.3 First Case Study: ISBSG

We use data from the ISBSG. The ISBSG repository has grown in both the number

of projects and the number of variables over the last twenty years [190]. The April 2016

release contains 7,518 projects and 264 metrics. Metrics are organized into several categories:

project, grouping, sizing, schedule, effort, quality, and more. Around 350 works used the

ISBSG data set, and most of them were published between 2005 and 2013 [190].

5.3.1 Data Preprocessing

We start with the exclusion criteria concerning the quality of data. In ISBSG, the quality

of the data is represented by four classes: A, B, C, and D. Classes A and B have the highest

integrity and are recommended to be used [81, 191]. Excluding C and D projects reduced

the number of projects in our data set from 7,518 to 7,058.
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Figure 5.1: Summary of the methodology of this research

We selected this study’s metrics on 1) earlier works, 2) results of the correlation test, and

3) not having more than 20% of missing values. The response metric is summary work effort

(SWE), which refers to the total effort in hours recorded against the project. The SWE is

the sum of the efforts that are used in planning, specifying, designing, building, testing, and

implementing the project. The SWE was a response variable in 89% of the studies described

in [190]. The project size in the ISBSG data set is represented using functional size, which

was chosen in 62% of studies [190]. Functional size is defined as the product of unadjusted

function points (FPs) and the complexity of the adjustment factor. Faults are the number

of software faults delivered with a software project. The project faults metric has been used

by a minimal number of studies (1%) [190]. Although the project faults metric has not been
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explored by many studies in the area, we believe that this metric has affects efforts. The

elapsed time metric is calculated from the planning date to the implementation date. Time

Elapsed is among the top ten ISBSG metrics most commonly used in software development

efforts [190]. We also consider the team size metric, which has been used by 28% of ISBSG

studies [190].

The final set of selected metrics is already notated and defined in Table ??.

Table 5.1: Metrics definitions

Metric Notation Definition

Summary Work Effort SWF Total number of efforts recorded in hours

Functional Size Size Total number of function points

Project faults1 Faults Total number of faults delivered with the project

Elapsed Time Time Duration of the project in months

Max Team Size Team Maximum number of team assigned in the project

Speed of Delivery Speed Functional Size Units per elapsed month

Manpower Delivery Rate Manpower Functional Size Units per person per elapsed month

Missing Values

Missing values are empty inputs found in the data set that exist for several reasons: data

entry errors, unknown values, and loss of data [192]. There are several solutions for handling

missing values. The easiest one involves list-wise deletion (i.e., deleting rows contain missing

values) and column deletion (i.e., deleting metrics with a large number of missing values).

Several studies on effort prediction have used the former deletion method [193, 194, 195, 196].

Instead of deletion, we decided to use imputation, which is a procedure that substitutes the

missing values in a data set with some plausible values [197]. The simplest imputation

technique is using the set’s mean or median for the missing values. Imputation using the

mean or the median is not a good option when significant amount of data are missing [192].

In this work, we use an imputation method based on k-NN which has been proven to improve

the model fit in effort prediction models [104] and is often used with the ISBSG data set

[190]. Additionally, [197] applied k-NN for up to 60% missing values from the whole BUPA

data set, and in every metric, only 10% of missing values were imputed.
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In the ISBSG data set, 584 projects had a complete set of values for our selected metrics.

Another 1,887 projects had a complete set of values for all metrics except for project faults

and maximum team size. We do not want to impute more than 10% of missing values on

every metric as in [197]. Because we have two metrics with missing values, we added 20%

projects that were randomly sampled from the 1,887 projects, which gives us a total of 700

projects in our sample. We use the k-NN method to impute the missing values for the two

metrics as suggested by [104, 197].

Discretization

Discretization is the process of converting continuous numerical metrics to ordinal ones.

Because we are dealing with an ordinal regression model, we have to discretize the response

variable. Discretizing independent metrics is not required to fit into the ordinal regression

model. However, we are interested in measuring the contribution of different levels of every

single metric and interaction to the response variable.

The discretization method can be as simple as dividing data using equal width or equal

frequency. Equal width is based on subtracting the minimum from the maximum value and

then dividing the results into the desired number of bins. Equal frequency involves dividing

the frequency of data into the desired number of bins o that each bin contains the same

frequency. Although these two methods have been widely used, both are very sensitive to

outliers [198].

Our method uses ChiMerg, which is a statistical tool for supervised discretization [187].

This tool starts by placing every value at its interval. Then, an χ2 test is conducted between

adjacent intervals. If the two adjacent intervals are not statistically independent, they are

merged. This process continues until all adjacent intervals become independent. The dis-

tribution of all selected metrics before and after discretization is shown in Figure 5.2. As

shown in the figure, all metrics have been discretized into four ordered levels (i.e., small,

medium, large, and very large) except the fault metric, which was discretized into two levels

(i.e., faulty project, and fault-free project).
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(a) Distribution of selected metrics in numerical format
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Figure 5.2: Basic statistics graphs of selected metrics of ISBSG data set
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5.3.2 Correlation Test

In an explanatory model, multicollinearity is not desirable and must be treated. If

multicollinearity exists, variances of metrics and interactions will be very high. Moreover,

it becomes hard to explain if the response variable Y is affected by one any of the highly

correlated metrics X1 or X2. We treat multicollinearity before and after building the initial

model.

Before building the initial model, we test correlation pair-wise between all selected met-

rics. We test the numerical metrics before discretizing them into categorical using the non-

parametric Spearman correlation coefficient. For the categorical metrics (e.g., Language

Type) we use contingency correlation coefficient [199]. The second phase tests the multi-

collinearity of the initial model for all terms of the model (i.e., metrics and interactions).

We explain this process after building the initial model in Section 5.3.3.

Spearman Correlation Test for Numerical Confounders

As shown in Table 5.2, there are three cases of high correlations. The first case exists

between the functional size and speed of delivery (r = 0.77). Second, high correlation is

detected between the speed of delivery and manpower delivery rate (r = 0.84). Third, high

correlation coefficient is also detected between manpower delivery rate and max team size

(r = −0.72). The response metric SWE has low to medium correlation with all independent

metrics.

Table 5.2: Spearman correlation coefficients for numerical metrics

Size

0.16 *** Fault

0.74 *** 0.08** Speed

0.48 *** -0.06 0.70*** Manpower

0.09*** 0.14*** -0.33*** -0.45*** Time

-0.08*** 0.07+ -0.20*** -0.72*** 0.42*** Team

0.41*** 0.19*** 0.12*** -0.23 0.55*** 0.53*** Effort

*** p < 0.001 , ** p < 0.01 , * p < 0.05, + p < 0.1
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We excluded speed of delivery from the initial model because it is correlated with two

other metrics (i.e., size and manpower delivery). Manpower delivery rate is also highly nega-

tively correlated with max team size. This is expected because team size is the denominator

of the manpower equation. We have two options: (1) either eliminate the manpower rate

or (2) team size. We decide to exclude manpower metric and retain max team size metric

because it has higher correlation with the response metric. Moreover, max team size metric

was used by many other studies [190, 191].

Level of Association Test for Categorical Metrics

Now, we test the level of association between the two categorical metrics and all the

other numerical metrics after their discretization. This method is based on the description

provided in [199] and is similar to the method applied in the first case study. We use the

contingency table to test the level of association between categorical and ordinal metrics.

Table 5.3: Association levels of nominal and ordinal metrics

First metric Second metric χ2 p value C =
√

χ2

N+χ2 Cmax = 4

√
m−1
m
× n−1

n
C∗ = C

Cmax

Development type

Language type 14 < 0.001 0.15 0.75 0.20

Size 1000 < 0.001 0.79 0.85 0.93

Fault 26 < 0.001 0.21 0.75 0.28

Time 156 < 0.001 0.45 0.85 0.53

Team 177 < 0.001 0.48 0.84 0.57

Language type

Size 50 < 0.001 0.28 0.79 0.35

Fault 0.6 0.4 0.03 0.71 0.04

Time 71 < 0.001 0.33 0.79 0.42

Team 33 < 0.001 0.23 0.78 0.29

Table 5.3 presents χ2 values, coefficient C , maximum possible coefficient Cmax, and p

values. χ2 is calculated based on (m − 1)(n − 1) degree of freedom. The results indicate

that all metrics are highly correlated with the development type. Therefore, we exclude the

development type from our initial model. Language type is also highly correlated with all

the other metrics except with fault metric. We exclude language type because of its high

collinearity with other metrics.
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Based on the the final test of association, we have our final selection of independent

metrics, which consists of functional size, fault, elapsed time, max team size. Our response

variable for this study is SWE. The next step is to build the model by starting with the

initial model, which includes all the independent metrics and their interactions.

5.3.3 Building the Model

Ordinal logistic regression is an extension of the standard logistic regression [148]. Lo-

gistic regression deals with a response variable with two categories (i.e., true and false).

However, ordinal logistic regression deals with more than two levels ordered categories (e.g.,

low, medium, and high).

We start with the initial model Model0 shown in Equation 5.1.

logit[P (SW Effort ≤ k)] = αk +
n∑
j=1

β1j · Sizej + β2 · Fault +
l∑

j=1

β3j · Timej +
m∑
j=1

β4j · Teamj

+
n∑
j=1

β5j · (Size× Fault)j +
n·l∑
j=1

β6j · (Size × Time)j +
n·m∑
j=1

β7j · (Size × Team)j

+
l∑

j=1

β8j · (Fault × Time)j +
m∑
j=1

β9j · (Fault × Team)j +
l·m∑
j=1

β10j · (Time × Team)j (5.1)

where k is the total number of categories of the response metric;

n is the total number of categories of the size;

l is the total number of categories of the time; and

m is the total number of categories of the team.

Because this model includes all metrics and their interactions, we need to test the mul-

ticollinearity that may exists because interactions are correlated with the main effect. We

use perturbation, which should test the change in variance of every metric and change in

interactions after iterating the model using random values. The model will pass the multi-
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collinearity test if the results indicate that the variances of the coefficients of all metrics and

interaction are zeros. The initial model in this case is considered to be free of multicollinear-

ity, and we call it the full model Modelf at this stage. The elimination process starts from

this model and continues to reach the optimal final model Modelfinal.

We present the ORs and CIs with the final model. Negative coefficients produce ORs

between zero and one, and positive coefficients produce ORs higher than one. In ordinal

regression, ORs quantify the probability of a higher interval over the probability of lower

intervals. Thus, an OR with a value higher than one means that the probability of a higher

interval is likely to cause higher effort than the probability of a lower interval. ORs between

zero and one indicate that the probability of lower intervals is more likely to cause an effort

increase than the probability of higher intervals.

The first term in the model (αk) represents the intercepts of the model. The number

of intercepts depends on the total number of categories of the response metric (SWE).

Our response metric is ordered into four levels (i.e., k=1,2,3,4). Therefore, we have three

intercepts: α1|2, α2|3, and α3|4 (see Equation 5.2). The first intercept compares the outcomes

of top categories (2,3,4) against the first category. The second intercept is when the outcomes

compare the top two categories (3,4) against the first two categories.

αk =

α1|2 P (Y ≥ 2) vs. P (Y < 2)

α2|3 P (Y ≥ 3) vs. P (Y < 3)

α3|4 P (Y ≥ 4) vs. P (Y < 4)

(5.2)

Independent metrics have dummy variables based on the number of categories. The

number of dummy variables required to represent a categorical metric is equal to the number

of its categories minus one. Size, time, and team metrics have four levels each, so each needs

three dummy variables in the model. The fault metric has one dummy variable because it

has two levels. For every interaction, we need the multiplication of the number of dummy

variables for the two interacting metrics. For example, the number of dummy variables

for the interaction between size and time is nine. This is because n = 4 and l = 4, so

((n− 1)× (l − 1) = 9).
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Multicollinearity Test for the Initial Model

In this stage, we apply the multicollinearity test (perturbations) on the initial model

(Model0) [188]. The perturbations method is a good alternative for variance inflation factor

VIF especially when ordinal regression model is used, and because the model involves inter-

actions [188]. Use of the multicollinearity test at this stage helps to diagnose the inflation

caused by any of the metrics or interactions that may cause instability of the model. The

instability can be seen by the change in the signs of the coefficients in the model [200].

Additionally, the coefficients can face significant change if a small change occurs to the data

[200].

The perturbation method miss classifies categories and reports the coefficients of the

model. This process is run multiple times, and all coefficients are recorded every time. Then,

the test provides a summary of the coefficients, which includes minimum, maximum, mean,

and standard deviation. The results of the mean, minimum, and maximum are identical, for

all metrics and interactions, as shown in Table 5.4. This indicates that the coefficients have

the same value at every run. Further, the value of the standard deviation is zero with all

metrics and interactions, which also indicates that no variation can be found. We conclude

that there is no multicollinearity issue associated with the initial model and that we can use

this model as a full model (Modelfull) from which to start the elimination process.

Eliminate Interactions

To eliminate interactions, we need to start with the least significant one based on the

t-statistic results. The least absolute t-statistic value is considered the least significant in

the model. Because we have multiple levels of interactions that result in multiple terms in

the model, we need to ensure that all terms or as many terms as possible are insignificant.

After removing the interaction, we make sure that this removal did not cause a significant

change. This is done through a goodness of fit test (i.e., likelihood ratio test) conducted

between the two models (i.e., before and after the elimination) [148].



Chapter 5. Explanatory and Prediction Studies of Software Development Effort 166

Table 5.4: Multicollinearity test results of ISBSG data set

Mean St Deviation Minimum Maximum

α1|2 5.38 0.00 5.38 5.38

α2|3 9.17 0.00 9.17 9.17

α3|4 11.49 0.00 11.49 11.49

Size1|2 1.11 0.00 1.11 1.11

Size2|3 2.31 0.00 2.31 2.31

Size3|4 1.74 0.00 1.74 1.74

Fault 1.92 0.00 1.92 1.92

Time1|2 3.73 0.00 3.73 3.73

Time2|3 5.34 0.00 5.34 5.34

Time3|4 8.40 0.00 8.40 8.40

Team1|2 2.27 0.00 2.27 2.27

Team2|3 3.30 0.00 3.30 3.30

Team3|4 4.64 0.00 4.64 4.64

Size1|2 × Fault 0.54 0.00 0.54 0.54

Size2|3 × Fault 1.47 0.00 1.47 1.47

Size3|4 × Fault 1.27 0.00 1.27 1.27

Size1|2 × Time1|2 -0.25 0.00 -0.25 -0.25

Size2|3 × Time1|2 -1.72 0.00 -1.72 -1.72

Size3|4 × Time1|2 -0.08 0.00 -0.08 -0.08

Size1|2 × Time2|3 -0.69 0.00 -0.69 -0.69

Size2|3 × Time2|3 -2.78 0.00 -2.78 -2.78

Size3|4 × Time2|3 -2.28 0.00 -2.28 -2.28

Size1|2 × Time3|4 -2.01 0.00 -2.01 -2.01

Size2|3 × Time3|4 -3.51 0.00 -3.51 -3.51

Size3|4 × Time3|4 -2.74 0.00 -2.74 -2.74

Size1|2 × Team1|2 1.01 0.00 1.01 1.01

Size2|3 × Team1|2 1.87 0.00 1.87 1.87

Size3|4 × Team1|2 3.11 0.00 3.11 3.11

Size1|2 × Team2|3 1.77 0.00 1.77 1.77

Size2|3 × Team2|3 3.14 0.00 3.14 3.14

Size3|4 × Team2|3 3.77 0.00 3.77 3.77

Size1|2 × Team3|4 -0.62 0.00 -0.62 -0.62

Size2|3 × Team3|4 1.99 0.00 1.99 1.99

Size3|4 × Team3|4 2.62 0.00 2.62 2.62

Fault× Time1|2 -2.27 0.00 -2.27 -2.27

Fault× Time2|3 -2.43 0.00 -2.43 -2.43

Fault× Time3|4 -1.77 0.00 -1.77 -1.77

Fault× Team1|2 -0.26 0.00 -0.26 -0.26

Fault× Team2|3 -0.74 0.00 -0.74 -0.74

Fault× Team3|4 0.84 0.00 0.84 0.84

Time1|2 × Team1|2 -1.43 0.00 -1.43 -1.43

Time2|3 × Team1|2 -1.51 0.00 -1.51 -1.51

Time3|4 × Team1|2 -2.68 0.00 -2.68 -2.68

Time1|2 × Team2|3 -1.09 0.00 -1.09 -1.09

Time2|3 × Team2|3 -1.62 0.00 -1.62 -1.62

Time3|4 × Team2|3 -2.72 0.00 -2.72 -2.72

Time1|2 × Team3|4 -0.63 0.00 -0.63 -0.63

Time2|3 × Team3|4 0.63 0.00 0.63 0.63

Time3|4 × Team3|4 0.79 0.00 0.79 0.79
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The null hypothesis test of the elimination sets all coefficients associated with the inter-

action to zero (i.e., insignificant), as shown in Table 5.5. The first interaction selected for

elimination is between Fault and Team. The following is the statement of the null hypothesis

test and the alternative hypothesis of the first eliminated interaction:

H0: The elimination does not have any effect on the model (β91 = β92 = β93 = 0)

H1: The elimination has a significant effect on the model (β91 6= β92 6= β93 6= 0)

The null hypothesis (H0) states that the reduced model Model2 (after removing all terms

of Fault×Team) is not significantly different from the full model Modelfull. The ∆χ2 result

with the p value (> 0.05) indicates that the removal of the interaction has no effect on

the model, and therefore, the null hypothesis is not rejected. In case the null hypothesis

is rejected, the alternative hypothesis is consequently not rejected, which means that the

interaction has a significant impact on the model and it should be retained.

The second insignificant interaction in Model2 is Size and Fault. The likelihood ratio test

between Model2 and Model3 shows that there is no significant difference between the two. As

a result, the interaction is removed from the model. Similarly, the interaction between size

and time is the third interaction to be eliminated due to the lack of significant differences

between Model3 and Model4.

Next, we explore the Fault and Time interaction, which contains three terms. We set all

coefficients to zero (β81 = β82 = β83 = 0). The result of this reduction causes a significant

impact on the model that leads to rejecting of (i.e., p < 0.05) the null hypothesis. Further, we

try to eliminate the interaction between size and team, and but this cannot be accomplished

because of the significant impact (p < 0.05) that occurs when we remove all the terms

associated with this interaction. Likewise, the removal of the interaction of time and team

is rejected because of the significant change that occurs when the interaction is removed.
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Table 5.5: Interaction Elimination Process and Final Model Results

(Modelfull) Model2 Model3 Model4 = Modelfinal

Metrics/Interactions Coeff. Coeff. Coeff. Coeff.

α1|2 5.38 *** 5.25 *** 5.57 *** 4.48 ***

α2|3 9.17 *** 9.03 *** 9.35 *** 8.24 ***

α3|4 11.49 *** 11.34 *** 11.64 *** 10.49 ***

Size1|2 1.11 1.41 1.31 1.61 +

Size2|3 2.31 2.59+ 3.65 * 1.44 *

Size3|4 1.74 1.95 2.93 + 1.59 *

Fault 1.92+ 1.73+ 2.17 ** 2.04**

Time1|2 3.73 * 3.68 * 3.76 * 2.75 **

Time2|3 5.34 *** 5.19 *** 5.15 ** 3.67 ***

Time3|4 8.40 *** 8.35 *** 8.09 *** 5.80 ***

Team1|2 2.27 + 2.08 + 2.18 + 1.76 +

Team2|3 3.30 * 2.82 * 2.91 * 3.02 **

Team3|4 4.64 * 5.16 * 5.27 * 6.38 ***

Size1|2 × Fault 0.54 0.35

Size2|3 × Fault 1.47 + 1.27

Size3|4 × Fault 1.27 1.08

Size1|2 × Time1|2 -0.25 -0.36 -0.48

Size2|3 × Time1|2 -1.72 -1.81 -2.17

Size3|4 × Time1|2 -0.08 -0.09 -0.28

Size1|2 × Time2|3 -0.69 -0.74 -0.98

Size2|3 × Time2|3 -2.78 + -2.87 + -3.13 +

Size3|4 × Time2|3 -2.28 -2.28 -2.66

Size1|2 × Time3|4 -2.01 -1.99 -1.91

Size2|3 × Time3|4 -3.51* -3.56 * -3.48 *

Size3|4 × Time3|4 -2.74 -2.68 -2.73

Size1|2 × Team1|2 1.01 0.91 0.78 0.85

Size2|3 × Team1|2 1.87 1.73 1.46 1.29

Size3|4 × Team1|2 3.11 ** 2.94 * 2.81 * 2.45*

Size1|2 × Team2|3 1.77 + 1.61 1.47 1.45

Size2|3 × Team2|3 3.14 ** 2.96 ** 2.59 * 2.37 *

Size3|4 × Team2|3 3.77 ** 3.41 ** 3.23 ** 2.97 **

Size1|2 × Team3|4 -0.62 -0.46 -0.59 -1.23

Size2|3 × Team3|4 1.99 1.88 1.44 0.25

Size3|4 × Team3|4 2.62 3.02+ 2.86 1.85

Fault× Time1|2 -2.27 * -2.21 * -2.14 * -1.81*

Fault× Time2|3 -2.43 ** -2.27** -2.01* -1.95*

Fault× Time3|4 -1.77 * -1.79* -1.51+ -1.39+

Fault× Team1|2 -0.26

Fault× Team2|3 -0.74

Fault× Team3|4 0.84

Time1|2 × Team1|2 -1.43 -1.29 -1.28 -0.79

Time2|3 × Team1|2 -1.51 -1.38 -1.28 -1.00

Time3|4 × Team1|2 -2.68 ** -2.57 * -2.60* -2.13 *

Time1|2 × Team2|3 -1.09 -0.84 -0.81 -0.76

Time2|3 × Team2|3 -1.62 -1.46 -1.27 -1.53+

Time3|4 × Team2|3 -2.72 ** -2.57 ** -2.50 ** -2.57 **

Time1|2 × Team3|4 -0.63 -0.82 -0.68 -0.59

Time2|3 × Team3|4 0.63 0.37 0.52 0.00

Time3|4 × Team3|4 0.79 0.55 0.49 0.05

**** p < 0.001 , ** p < 0.01 , * p < 0.05, + p < 0.1

Test β91 = β92 = β93 = 0 β51 = β52 = β53 = 0 β91 = .....β99 = 0

∆χ2 5.98 5.87 15.1

df 49 46(-3) 43 (-3) 34 (-9)

p value 0.11 0.12 0.08

Result Do not reject H0 (Eliminate

interaction)

Do not reject H0 (Eliminate

interaction)

Do not reject H0 (Eliminate

interaction)
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Eliminate Metrics

Eliminating main metrics is the next and final process in building the final model. First,

we need to ensure that a metric is not significant. Second, we need to ensure that the

insignificant metric has no significant interaction. If these two conditions are met, then we

can try to eliminate the metric. However, we need to ensure that this elimination does not

cause a significant change to the original model. The way to do this is to check the ORs and

CIs of both models (i.e., the pre- and postelimination models) have not been meaningfully

changed according to method by [148].

In this case study, the metrics in the model, achieved in the previous phase (Model4) are

all significant. Moreover, all metrics have at least one significant interaction. Therefore, it

is not possible to eliminate any metric from Model4, and this model is considered to be the

final model (Modelfinal), as shown by Equation 5.4.

Goodness of Fit

The last step is to assess whether the model explains data well in a process called the

goodness of fit. The goodness of fit test compares the expected outcomes Ŷ to the observation

Y . The perfect fit is when they are identical, that is, Ŷ −Y = 0. For ordinal regression models

with categorical predictors, we can use the usual likelihood ratio deviance and Pearson χ2

statistics, which measure the fit of the given model versus the ’saturated’ [201]. Unlike the

Hosmer test, which is used for logistic regression models, the Pearson test accounts for multi

level response categories. We calculate χ2 based on Equation 5.3.

χ2 =
k∑
i=1

Ŷi − Yi
Ŷi

(5.3)

where k is the number of categories of the outcome, Yi is the observed values, Ŷi is the

expected values, and degree of freedom is equal to (rows− 1)× (columns− 1).

The null hypothesis (H0) states that the observations and expected values have no sig-

nificant differences at α = 0.05 (p value > 0.05).
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The result of the χ2 test of our final model indicates that the predicted data fit the

observed data. Hence, we cannot reject the null hypothesis (i.e., P = 0.4 > α = 0.05)

that states that there is no significant difference between the observed and predicted data.

Therefore, our final model shown by Equation 5.4 is fit.

logit[P (SW Effort ≤ 3)] = αk + 1.61 · Size1|2 + 1.44 · Size2|3 + 1.59 · Size3|4 + 2.04 · Fault

+2.75 · Time1|2 + 3.67 · Time2|3 + 5.80 · Time3|4 + 1.76 · Team1|2 + 3.02 · Team2|3 + 6.38 · Team3|4

0.85 · Size1|2 × Team1|2 + 1.29 · Size2|3 × Team1|2 + 2.45 · Size3|4 × Team1|2

1.45 · Size1|2 × Team2|3 + 2.37 · Size2|3 × Team2|3 + 2.97 · Size3|4 × Team2|3

−1.23 · Size1|2 × Team3|4 + 0.25 · Size2|3 × Team3|4 + 1.85 · Size3|4 × Team3|4

−1.81 · Fault× Team1|2 − 1.95 · Fault× Team2|3 − 1.39 · Fault× Team3|4

−0.79 · Time1|2 × Team1|2 − 1.00 · Time2|3 × Team1|2 − 2.13 · Time3|4 × Team1|2

−0.76 · Time1|2 × Team2|3 − 1.53 · Time2|3 × Team2|3 − 2.57 · Time3|4 × Team3|4

−0.59 · Time1|2 × Team3|4 + 0.05 · Time3|4 × Team3|4

(5.4)

αk =

α1|2 = 4.48

α2|3 = 8.24

α3|4 = 10.49

(5.5)

5.3.4 Explanation of the results

In this section, we explain the metrics’ ORs and how they contribute to the different

levels of efforts. This part is very useful because we eliminated all noise from the data such

as multicollinearity and insignificant metrics and interactions. This section explains both

the main metrics and interactions that cause an increase or decrease in efforts.
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We first discuss the effect of the size of the project in regard to effort. It is obvious

that a large project needs more effort than a small project. However, we need to identify

when size becomes critical and what level of size really makes a difference. As shown in

Figure 5.3a, the effort increases as the functional size increases. The first level of comparison

(Level 1|2), compares project size between > 60 and ≤ 60. At this level, results show high

ORs (OR=2.45), which means when a project size exceeds sixty functions, the likelihood

of increase in effort is almost 2.5 times more than when the project size is less than sixty

functions. The second level (level 2|3) compares between project size > 300 and size ≤ 300.

At this level, OR is four times higher when the projects exceed three hundred functions

compared to projects that have less than three hundred functions. Efforts increase five times

when the project size goes beyond 600 functions points compared to projects with size less

than six hundred FPs.

Our result concerning the effect of the size of projects in effort is consistent with several

other works. For example, in a survey of [185] of the Chinese industry, it was found that

the effort in large projects is significantly higher than the effort in small projects. Mendes et

al. [202] found a positive coefficient between efforts and logarithmic unadjusted FPs using

ISBSG data set. Size confounder using adjusted thousand lines of code was one of the top

metrics for different modeling approaches in [83]. In addition, the effort increases as the size

(measured in KLOC and FPs) increases in the COCOMO, Desharnais, and Maxwell data

sets [76]. The authors in [81] found similar results with ISBSG data. Our work provides

more details about the behavior of the metric in the model. It also highlights the different

intervals and the change of the coefficient at every level and discusses what increase in effort

we may experience at every level. Our real focus is on the effect of the metric on effort,

rather than on the accuracy of the prediction.

Fault is another new metric in the study of software development effort. Few have

considered Fault metric in prediction models. Faults in the ISBSG data set were used earlier

as a response variable and not as a predictor, as in [203]. In our study, the Fault metric has

two levels (i.e., faulty project or fault-free project). Therefore, the Fault metric in the model

is shown in one term. The high OR of the Fault (OR=7.72) indicates that faulty projects

are more than seven times more likely to increase in efforts.
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The time of the project is significant in all three data sets. In the ISBSG data set, efforts

also increase as the time spent on the project (elapsed time) increases, as shown in Figure

5.3b. Level 1|2 compares time of projects (> 4 months) and projects delivered in less than

four months. At this point, the OR shows that projects are likely to experience fifteen times

larger efforts than projects delivered in less than four months. Then, the higher level (2|3)

suggests that projects delivered in more than six months are likely to experience forty times

larger efforts than projects delivered in eight months or less.

Other studies found that The time of projects can be a good predictor and can increases

efforts. Time is one of the top predictors used with CART, analogy, and CART+OLS models

[83]. In addition, duration from the COCOMO81 data set was used as a numerical predictor

for the ordinal regression model in [100]. The results of the model showed a positive coefficient

(β = 1.53 ) that was consistent with our findings. Our metrics, however, are categorical,

and our study is explanatory, not predictive.

The effort increases as the size of the team increases. maximum team size is represented

with three ORs, as shown in Figure 5.3a. The trend in this case is similar to the time in

the sense that the effort of every level is higher than the preceding one. OR of the first

level (1|2) indicates that projects with teams of more than four people experience six times

more effort than projects that have teams of less than four developers. When level (2|3) is

reached, effort increases to twenty times higher than the effort when the team size is less than

seven people. At the third level (3|4) of team size, effort enormously increases by almost six

hundred times.

Other results are also consistent with our finding. Team Size was one of the top pre-

dictors used in modeling approaches by [83]. It was used with OLS, ANOVA, CART, and

analogy, and a combination of CART with OLS [83]. Average team size was found to increase

productivity in a linear model [191].
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(a) ORs for the main metrics for the ISBSG

data set
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(b) ORs for the interactions for the ISBSG

data set

Figure 5.3: Final ORs for the main metrics and interactions of ISBSG

Interaction Results

In this section, we present and discuss the main findings related to the interactions in

our model. Interactions explain the relationship of the two metrics when they are combined,

and how that combination affect the response variable. We choose two levels of interaction

to avoid any complexity in explaining the data. However, three or more levels of interactions

can be considered as well. The interaction may behave differently from the behavior of the

main confounder. Even though the effect of the main metric increases the effort, interactions

decrease the effort except in the size and team interaction. Three dimensions figures of the

significant interactions found in Figure 5.3 are plotted in 5.4.

The interactions between size and team are not stable, and only three terms are signifi-

cant, as shown in Figure 5.3b. It is clear from the figure that size and Team Size lead to an

increase in effort. The highest possible effort is shown when the highest level of Size (> 600)

is combined with the third level of Team (seven to sixteen people) with OR = 20. When the

Size or Team Size is lowered by one level, OR decreases by half (OR=10). We recommended

keeping the Team Size at small or medium levels (below 7 people) for large-size projects. The

interaction plot between Size and Team Size is shown in Figure 5.4a. The figure shows that

small-size teams can keep software efforts at very low levels even with large-size projects.
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Figure 5.4: ISBSG significant interactions

The Fault, when interacting with the Time, decrease efforts, as illustrated in Figure

5.3b. Although Fault as an individual metric, increases Efforts, Fault decreases Efforts when

interacting with Time. Faulty projects delivered after a long time involve lower effort than

faulty projects delivered after a shorter time. The lowest possible efforts are shown when

level one and two of Time interact with Fault (OR = 0.16). Figure 5.4b shows how the two

variables interact. This figure shows that faulty projects delivered in less than seven months

involve less effort compared to fault-free projects delivered in more than seven months.

Similarly, faulty projects delivered in ten months or less involve less effort than fault-free

projects delivered in more than ten months. This indicates that the time of projects affects

effort more than delivering faulty projects. In this study, we explored Fault and did not

investigate the number of faults and type of faults, which can be area for future work.
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All significant interactions between time and team have ORs below one, as shown in

Figure 5.3b. This indicates that efforts decrease when the two metrics are interacting. In

this interaction, low team size is always recommended even for projects delivered after a long

period, as shown in Figure 5.4c. The figure indicates that projects delivered in less than

three months by a small number of team members (< 7) involve less effort than projects

with a large team size (> 16).

5.4 Second Case Study: Desharnais

We repeat the proposed methodology (Section 5.2) on the Desharnais data set. The

Desharnais project was developed by a Canadian software house in 1989 [204]. The data

set is publicly available, and it contains eighty-one projects. We find only four projects in

the data set have missing values, we deleted them, leaving our data set with seventy-seven

projects.

The data set has a total of eleven metrics that can be classified based on the experience

of developers, duration, size of projects, and the level of language used in the development

process. The response variable is effort, which is measured in man-hours. All independent

metrics are represented in a continuous format except for language level (see Table 5.6).

Table 5.6: Metrics’ definitions in the Desharnais data set [1]

Metric Notation Type Definition

Actual effort Effort Numerical Total number of efforts recorded in hours

Team experience TeamEx Numerical Team experience measured in years

Manager experience MangExp Numerical Manager experience measured in years

Length Length Numerical Duration of the project in months

Envergure Enverg Numerical FP complexity adjustment factor, which is based on the general

systems characteristics.

FPs UFP Numerical This is calculated as transactions plus entities

Adjusted FPs AFP Numerical Size of the project measured in adjusted FPs (AFP = UFP×(0.65+

0.01× Envergure))

Language Language Categorical Type of language used in the project: Basic Cobol, Advanced

Cobol, and 3/4GL language
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We test the correlation between all numerical metrics using the Spearman test. High

correlation exists when the coefficient is > 0.7 (the high coefficients). The results of the

test are shown in Table 5.7, with gray cells highlighting the high coefficients. Both team

experience and manager experience metrics have low correlation between themselves and

among other metrics. Length of projects has medium correlation with FPs and actual efforts.

Transactions and entities are not strongly correlated with each other, but both of them are

strongly correlated with adjusted and unadjusted FPs. The complexity of the project (i.e.,

envergure) has low to medium correlations with other metrics. Intuitively, the adjusted and

unadjusted FPs are strongly correlated with each other and they are highly correlated with

both transactions and entities. FPs metric is the summation of the transactions and entities

described in Table 5.6. It is clear that we need to exclude some of the independent metrics

that are strongly correlated. We need to have FPs in our model because this metric is used

in the ISBSG case study. We use unadjusted FPs, which is the same choice we made earlier.

As a result, we exclude the adjusted FPs, transactions, and entities from the initial model.

Table 5.7: Spearman correlation coefficients of the numerical metrics of the Desharnais data

set

TeamExp

0.39*** ManagExp

0.36** 0.22* Length

0.09 0.10 0.38*** Transactions

0.32*** 0.17 0.53*** 0.26* Entities

0.30*** -0.09 0.23* 0.45*** 0.34*** Enverg

0.26* 0.19 0.59*** 0.74*** 0.78*** 0.47*** AFP

0.30** 0.17 0.58*** 0.75*** 0.77*** 0.58*** 0.99*** FP

0.25* 0.08 0.57*** 0.47*** 0.65*** 0.51*** 0.69*** 0.71*** Effort

**** p < 0.001 , ** p < 0.01 , * p < 0.05, + p < 0.1

Next, we discretize the numerical metrics and convert them into categorical metrics

using the ChiMerge method described earlier. Basic statistics of all numerical metrics are

illustrated in Figure 5.5. All the numerical independent metrics are discretized into two

levels (i.e., low and high) except the response variable (i.e., effort), which was discretized

into three levels. The language metric already has three categories and the response variable

has three levels of efforts, as shown in Figure 5.5.
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(a) Distribution of selected metrics in numerical format
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Figure 5.5: Basic statistics graphs of selected metrics of the Desharnais data set

Now we present the results of the association test using a contingency table shown in

Table 5.8. All results have the same degree of freedom because we test the same metric (i.e.,

language) against all independent metrics, and all of them have the same number of levels.

All p values are > 0.05, which means that the null hypothesis that states that there is no

association between the two metrics is not rejected. Therefore, the language metric can be

in the initial model. We also calculate the coefficient C, maximum possible coefficient Cmax,

and the coefficients in 0-1 scale C∗.
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Table 5.8: Association levels of nominal and ordinal metrics

First metric Second metric χ2 df p value C =
√

χ2

N+χ2 Cmax = 4

√
m−1
m
× n−1

n
C∗ = C

Cmax

Language

TeamExp 1.04 2 0.59 0.36 0.75 0.48

MangExp 3.01 2 0.22 0.19 0.75 0.25

Length 2.82 2 0.24 0.19 0.75 0.25

Enverg 3.56 2 0.16 0.21 0.75 0.28

FP 1.25 2 0.53 0.12 0.75 0.16

The final selection of the metrics for the Desharnais data set contains team experience,

manager experience, length, envergure, FPs, language, and the response variable is effort.

The initial model is presented in Equation 5.6.

logit[P (Effort ≤ k)] = αk + β1 · TeamExp + β2 ·MangExp +
∑2

i=1 β3i · Languagei

+β4 · Length + β5 · Enverg + β6 · FP + β7 · TeamExp×MangExp

+
∑2

i=1 β8i · TeamExp× Languagei + β9 · TeamExp× Length + β10 · TeamExp× Enverg

+β11 · TeamExp× FP + +
∑2

i=1 β12i ·MangExp× Languagei + β13 ·MangExp× Length

+β14 ·MangExp× Enverg + β15 ·MangExp× FP +
∑2

i=1 β16i · Languagei × Length

+
∑2

i=1 β17i · Languagei × Enverg
∑2

i=1 β18i · Languagei × FP + β19 · Length× Enverg

+β20 · Length× FP + β21 · Enverg× FP

(5.6)

where k = 3 is the total number of categories of the response metric.

The results of the perturbation test did not indicate any multicollinearity issues, as shown

in Table 5.9. Therefore, we used this model as the full model of this case study. Coefficients

of all terms of the full model are shown in Table 5.10. This table also depicts the results

of the likelihood ratio test (∆χ2), p value, and change in the degree freedom between every

model and its previous. The change in the degree of freedom indicates how many interactions

were removed. We have only two values (i.e., -1, and -2) because interactions have only one

or two terms maximum. All metrics in the model have two levels except language, which
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has three levels. Therefore, they are represented with one or two terms in the model, as

shown in Equation 5.6. The results of the p value (i.e., > 0.05) in Table 5.10 indicate that

all the removed interactions do not cause significant effects. The last model in Table 5.10 is

Model15, which has retained one interaction: MangrExp× FP .

Table 5.9: Multicollinearity test results of the Desharnais data set

Mean Standard Deviation Minimum Maximum

α1|2 -0.506 0.00 -0.506 -0.506

α2|3 3.293 0.00 3.293 3.293

TeamExp 0.299 0.00 0.299 0.299

MangrExp 0.285 0.00 0.285 0.285

Length 1.477 0.00 1.477 1.477

Language1|2 0.369 0.00 0.369 0.369

Language2|3 -22.964 0.00 -22.964 -22.964

Evenger 3.096 0.00 3.096 3.096

FP 1.393 0.00 1.393 1.393

TeamExp×MangrExp 1.559 0.00 1.559 1.559

TeamExp× Length -1.506 0.00 -1.506 -1.506

TeamExp× Language1|2 -4.624 0.00 -4.624 -4.624

TeamExp× Language2|3 -3.044 0.00 -3.044 -3.044

TeamExp× Evenger 27.08 0.00 27.08 27.08

TeamExp× FP -23.457 0.00 -23.457 -23.457

MangrExp× Length -0.695 0.00 -0.695 -0.695

MangrExp× Language1|2 -0.549 0.00 -0.549 -0.549

MangrExp× Language2|3 -0.731 0.00 -0.731 -0.731

MangrExp× Evenger 0.49 0.00 0.49 0.49

MangrExp× FP 21.314 0.00 21.314 21.314

Length× Language1|2 -2.526 0.00 -2.526 -2.526

Length× Language2|3 22.946 0.00 22.946 22.946

Length× Evenger 3.751 0.00 3.751 3.751

Length× FP -0.049 0.00 -0.049 -0.049

Language1|2 × Evenger -1.271 0.00 -1.271 -1.271

Language2|3 × Evenger -3.096 0.00 -3.096 -3.096

Language1|2 × FP 8.464 0.00 8.464 8.464

Language2|3 × FP -21.582 0.00 -21.582 -21.582

Evenger × FP 22.332 0.00 22.332 22.332

To reach the final mode, we check how many of the main metrics in Model15 are not

significant and do not have interactions. Team experience is the only metric that can be

removed from Model15. If the removal has no effect on ORs and CIs, this removal is accepted,

and the final model is produced. ORs should not significantly change if the metric is removed

from the model. Table 5.11 presents the results of the two assessments of ORs and CIs. We
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Table 5.10: Interactions Elimination Process of Desharains data set
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divide the data set into two parts, and we run the model before eliminating the TeamExp

metric (i.e., Model15 ) using the two sets of data and report ORs (i.e., OR1-Before and OR2-
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Before, as shown in the table) and CIs (i.e., CI1-Before and CI2-Before, as shown in the

table). We compare odds ratios and confidence intervals of the same set of data before and

after the elimination of the metric. For example, we compare OR1-Before and OR1-After

and OR2-Before and OR2-After.

As shown under the OR assessment part in Table 5.11, we find that after eliminating the

metric, ORs either do not change or change with less than 5%. The gray cells show that the

ORs after eliminating the metric are either the same or have not significantly changed. We

can see that most of the cells of ORs after the elimination are colored in gray, which indicates

that no significant change has occurred between the two models. Therefore, removing the

metrics does not cause a significant difference.

Table 5.11: ORs and CIs’ assessment of the Desharnais model

OR Assessment CI Assessment

Before elimi-

nating Team-

Exp

After elimi-

nating Team-

Exp

Before elimi-

nating Team-

Exp

After elimi-

nating Team-

Exp

OR1-Before OR1-After CI1-Before CI1-After

TeamExp 0.74 X 1.45 X

MangrExp 1.09 1.08 2.47 2.43

Length 1.26 1.19 2.58 2.41

Language1|2 0.47 0.48 1.02 1.03

Language2|3 0.04 0.04 0.16 0.15

Evenger 6.46 6.20 12.81 12.08

FP 1.27 1.14 4.82 4.21

MangrExp× FP 14.64 14.41 84.56 83.13

In terms of the CIs, we do not want to see significant change as well. At the same time,

if new CIs are less than old CIs, this is considered an advantage. The results show more gray

cells covering the CI-After, which means the new model causes the new CIs to be exactly

the same or smaller in value. Therefore, removing the metric results in a better model. The

final model Modelfinal of the Desharnais data set is presented in Equation 5.7 after removing

the TeamExp metric.
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logit[P (Effort ≤ k)] = αk + 0.21 ·MangExp− 0.65 · Language1|2 − 3.83 · Language2|3

+1.08 · Length + 2.38 · Enverg− 0.63 · FP + 3.14 ·MangExp× FP

(5.7)

αk =
α1|2 = −0.64

α2|3 = 2.80
(5.8)

The last part of this section is intended to test the goodness of fit of the final model. The

χ2 test (p value < 0.01) indicates that the predicted classes are a good fit with the actual

classes. We discuss the prediction part in Section 5.6 and compare it with other the results

of this work and related works.

We explain the metrics’ and interactions’ ORs and how they contribute to the different

levels of efforts. Figure 5.6 presents the ORs of the significant metrics of the Desharnais final

model.
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Figure 5.6: Final ORs for the main metrics and interactions of Desharnais
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Figure 5.7: Desharnais: Manager experience and project size interaction

The project length is in two levels: Low (0-12 months) and high (more than 12 months).

The final odds ratio of the project length indicated that efforts increased three times (OR

= 2.94) when the project was delivered in more than twelve months. The result concerning

the length of the project in Desharnais was consistent with ISBSG and the results found in

[83, 100].

The programming levels in the models are in three levels: Basic Cobol, Advanced Cobol,

and 3/4 generation programing languages. The results of the Desharnais model indicated

that using 3rd of 4th generations of programing languages reduced the effort with more than

90% (OR = 0.02) when the projects used basic or advanced Cobol. Even using advanced

Cobol reduced the effort comparing to using basic Cobol.

The complexity of the size (i.e., envergure) is also divided into two levels: Low (0-

31 envergure) and high (more than 31 envergure). The final OR in the Desharnais model

showed that when the level of envergure exceeds thirty-one, the probability of effort increases

ten more times (OR = 10.80) than when the value is less than thirty-one.

The Desharnais data set has only one significant interaction between manager experience

and size (OR = 23), as shown in 5.6. When projects use experienced managers (> 2 years)

on large projects (> 318 FPs), the number of efforts becomes significantly high. Figure

5.7 shows that low-size projects with low manager experience involve the lowest possible
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efforts. However, with large-size projects, low-manager experience significantly lowers efforts

compared to high manager experience. Having manager experience is potentially needed and

unavoidable. However, if it is not necessary to recruit highly experienced managers, then

software development efforts can be significantly reduced.

5.5 Third Case Study: Maxwell

The Maxwell data set contains sixty-two projects from the largest banks in Finland. It

is described using twenty-four metrics, two of which are numerical (i.e., size and duration),

and the rest are categorical.

Our selection of the metrics is based on measuring the correlation coefficients and level of

association between the categorical metrics. The two numerical metrics are highly correlated

based on the Spearman test. We are forced to eliminate one of them, but because we

are uncertain about which one should be removed, we decided to make this decision after

descretizing the two metrics and measuring their association with other categorical metrics.

Based on this result, we decided to eliminate the size metric. This decision was based in

the size’s strong association with duration and the other two metrics (i.e., App and T03).

Furthermore, after eliminating the size metric, we detected no more pair-wise correlation.

Our final selection of metrics is defined in Table 5.12.

Table 5.12: Metrics’ definitions in the Maxwell data set

Metric Type Definition

Effort Numerical Total number of efforts recorded in hours

Duration Numerical Duration of projects in months

T03 Categorical Staff availability

T08 Categorical Requirements volatility

T10 Categorical Efficiency requirements

T11 Categorical Installation requirements

There are five levels for the categorical metrics from T02 to T11 (i.e., development

adequacy, and installation requirements) are five: very low, low, nominal, high, and very

high. We had events on the two extreme levels (i.e., very low and very high levels). Our

model contains metrics and interactions. Using all these levels makes the model very complex

to explain and probably impossible to run. Therefore, we eliminated the number of categories
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in every level from five to two based on the categories achieved in [100]. We also follow the

recommendations of the same study by excluding some metrics that do not have significant

effects, such as T02 and T06 (i.e., development adequacy, and tools use). This gives us

a smaller and less complex model. The continuous metrics (i.e., effort and duration) were

discretized using ChiMerge algorithm into three levels for every metric. The results of the

association test using the contingency table of the selected metrics are shown in Table 5.13.

All the results show that there is no association between them, which indicates that the

number of correlations is very low.

Table 5.13: Association levels of nominal and ordinal metrics

First metric Second metric χ2 df p value C =
√

χ2

N+χ2 Cmax = 4

√
m−1
m
× n−1

n
C∗ = C

Cmax

T03

T08 10.19 9 0.33 0.38 0.86 0.38

T10 5.79 9 0.76 0.29 0.86 0.34

T11 6.86 9 0.65 0.32 0.86 0.37

Duration 4.79 6 0.57 0.26 0.84 0.31

T08

T10 9.7 9 0.37 0.36 0.86 0.42

T11 11.22 9 0.26 0.39 0.86 0.45

Duration 9.32 6 0.15 0.36 0.84 0.43

T10
T11 9.03 9 0.43 0.35 0.86 0.41

Duration 3.92 6 0.68 0.24 0.84 0.29

T11 Duration 4.86 6 0.56 0.26 0.84 0.31

The statistics of our selected metrics are shown in Figure 5.8. Figure 5.8a shows boxplots

of the numerical metrics effort and duration. Figure 5.8b presents distribution of the projects

of every level discretized metrics.

We start with the selected metrics, and their interactions for the initial model as shown

in Equation 5.9.

logit[P (Effort ≤ k)] = αk + β1 · T03 + β2 · T08 + β3 · T10 + β4 · T11 +
∑2

j=1 β5j ·Durationj

+β6 · T03× T08 + β7 · T03× T10 + β8 · T03× T11 +
∑2

j=1 β9j · T03×Durationj

+β10 · T08× T10 + β11 · T08× T11 +
∑2

j=1 β12j · T08×Durationj

+β13 · T10× T11 +
∑2

j=1 β14j · T10×Durationj +
∑2

j=1 β15j · T11×Durationj

(5.9)



Chapter 5. Explanatory and Prediction Studies of Software Development Effort 186

500

2000

5000

7500

10000

E
ffo

rt
s 

in
 h

ou
rs

 

0

10

20

30

40

50

60

D
ur

at
io

n 
in

 m
on

th
s

 

(a) Selected metrics in numerical format in the Maxwell data set
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Figure 5.8: Basic statistics graphs of selected metrics in the Maxwell data set

αk =
α1|2 P (Y ≥ 2) vs. P (Y < 2)

α2|3 P (Y ≥ 3) vs. P (Y < 3)
(5.10)

The perturbation test results (as shown in Table 5.14) did not detect any multicollinearity

in the model.
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Table 5.14: Multicollinearity test results of Maxwell data set

Mean St Deviation Minimum Maximum

α1|2 27.87 0.00 27.87 27.87

α2|3 30.69 0.00 30.69 30.69

T03 26.11 0.00 26.11 26.11

T08 -27.13 0.00 -27.13 -27.13

T10 6.7 0.00 6.7 6.7

T11 3.24 0.00 3.24 3.24

Duration1|2 25.96 0.00 25.96 25.96

Duration2|3 25.44 0.00 25.44 25.44

T03× T08 4.32 0.00 4.32 4.32

T03× T10 -2.47 0.00 -2.47 -2.47

T03× T11 -2.88 0.00 -2.88 -2.88

T03×Duration1|2 -25.15 0.00 -25.15 -25.15

T03×Duration2|3 -21.89 0.00 -21.89 -21.89

T08× T10 -1.12 0.00 -1.12 -1.12

T08× T11 -0.05 0.00 -0.05 -0.05

T08×Duration1|2 27.27 0.00 27.27 27.27

T08×Duration2|3 24.84 0.00 24.84 24.84

T10× T11 -2.79 0.00 -2.79 -2.79

T10×Duration1|2 -2.24 0.00 -2.24 -2.24

T10×Duration2|3 -1.14 0.00 -1.14 -1.14

T11×Duration1|2 2.22 0.00 2.22 2.22

T11×Duration2|3 2.84 0.00 2.84 2.84

The elimination process results are shown in Table 5.15. We did not detect any multi-

collinearity in the initial model, so we used the same terms from the initial model in the

full model (Modelf ). The process eliminates all interactions, as shown in the table, except

the interaction between T03 and T10. All p values resulting from the likelihood ratio test

are > 0.05, which indicates that removing the interaction is safe and does not have any

significant impact on the model that we remove the interaction from. The last model in this

stage is Model10, which means nine interactions have already been removed from the first

model (Modelf ).

Next, we eliminated insignificant metrics. The only insignificant metric was T08, as

shown in Table 5.15. All interactions of the T08 metric were removed in the previous

process. In this step, we assess ORs and CIs for models with and without the T08 metric.

The results of OR and CI assessments are presented in Table 5.16.
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Table 5.15: Interactions elimination process of the Maxwell data set

Modelf Model2 Model3 Model4 Model5 Model6 Model7 Model8 Model9 Model10

α1|2 27.87 26.58 5.11 5.04 4.86 4.88 5.45 5.29 4.99 5.31

α2|3 30.69 29.12 7.45 7.37 7.19 7.20 7.74 7.56 7.22 7.46

T03 26.11 24.38 2.80 . 2.74 . 2.71 . 2.66 * 2.76 * 2.30 . 1.75 . 2.20 *

T08 -27.13 0.55 0.57 0.47 0.40 -0.17 -0.15 -0.32 -0.47 0.79

T10 6.70 5.49 3.48 3.25 3.01 2.90 3.81 ** 3.37 ** 3.38 ** 3.41 **

T11 3.25 3.82 2.53 2.46 2.13 2.27 2.11 2.69 * 1.77 ** 1.80 **

Duration1|2 25.96 24.66 2.33 2.30 2.28 2.47 2.98 * 3.01 *** 3.03 *** 2.90 **

Duration2|3 25.44 24.10 3.63 * 3.61 * 3.51 * 3.72 * 4.32 ** 4.78 *** 4.91 *** 4.95 ***

T03× T08 4.33 1.73 1.49 1.61 1.61 1.78 1.67 1.76 1.94 X

T03× T10 -2.47 -2.94 -2.90 . -2.86 . -2.88 . -2.87 . -3.00 . -2.33 . -2.39 . -2.38 .

T03× T11 -2.88 -2.53 -1.22 -1.18 -1.09 -1.11 -1.00 -1.36 X X

T03 ×
Duration1|2

-25.15 -22.83 X X X X X X X X

T03 ×
Duration2|3

-21.89 -20.37 X X X X X X X X

T08× T10 -1.12 -2.61 -1.18 -0.86 -0.82 X X X X X

T08× T11 -0.05 2.64 0.67 X X X X X X X

T08 ×
Duration1|2

27.27 X X X X X X X X X

T08 ×
Duration2|3

24.85 X X X X X X X X X

T10× T11 -2.80 -1.85 -0.64 -0.43 X X X X X X

T10 ×
Duration1|2

-2.25 -1.07 0.73 0.89 0.95 0.85 X X X X

T10 ×
Duration2|3

-1.14 0.08 1.17 1.28 1.42 1.29 X X X X

T11 ×
Duration1|2

2.22 0.54 0.03 0.08 0.08 -0.18 -0.12 X X X

T11 ×
Duration2|3

2.85 1.71 1.74 1.74 1.93 1.62 1.79 X X X

**** p < 0.001 , ** p < 0.01 , * p < 0.05, + p < 0.1

∆χ2 4.70 6.35 0.09 0.09 0.26 0.42 1.21 1.05 1.63

P − value 0.10 0.06 0.75 0.76 0.61 0.81 0.54 0.30 0.20

df (No. of

removed interac-

tions)

-2 -2 -1 -1 -1 0.42 -2 -1 -1

Regarding ORs, we have two metrics and one interaction (highlighted in gray) that have

either an exact value or a less than 5% difference from ORs of the pre-elimination model. The

other metrics have approximately between 10% and 25% differences in ORs in the reduced

model.
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In terms of CIs, we detect one interaction with exactly the same value of CI before and

after. We also detect another metric with a smaller CI (i.e., better) than the CI of the model

before removing the T08 metric. The T03 CI increases by less than 5% after removing the

T08 metric. Other metrics, CIs increase between 10% and 25% when we use the reduced

metric.

In general, the differences between the two models are not significant according to the

OR and CI assessments. We also confirm this with the likelihood ratio test using the ∆χ2 of

the two models. We find that there is no statistical difference (p value > 0.05) between the

two models. Therefore, our final model is shown in Equation 5.11 without the T08 metric.

Table 5.16: OR and CI assessment of the Maxwell model

OR Assessment CI Assessment

OR before

eliminating

TeamExp

OR after elim-

inating Team-

Exp

CI before

eliminating

TeamExp

CI after elim-

inating Team-

Exp

T03 9.03 9.28 23.07 23.78

T08 2.19 X 3.55 X

T10 30.32 33.36 100.49 111.91

T11 6.06 5.85 9 8.6

Duration1|2 18.12 20.2 40.31 44.89

Duration2|3 141.42 176.8 426 535.53

T03× T10 0.09 0.09 0.33 0.33

logit[P (Effort ≤ k)] = αk + 2.22 · T03 + 3.51 · T10 + 1.76 · T11 + 3 ·Duration1|2

+5.17 ·Duration2|3 − 2.37 · T03× T10

(5.11)

αk =
α1|2 = 5.32

α2|3 = 7.43
(5.12)

Finally, we conduct the goodness of fit test, which is the χ2 test between the predicted

and actual classes. The model is fit at p value > 0.01, which means the predicted classes are

not significantly different from the actual classes.
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Staff availability, efficiency requirement, installation requirements (i.e., T03, T10, and

T11), and project duration are all significant in the final model and had odds ratios higher

than one, as shown in Figure 5.9. Further, the figure shows one significant interaction existed

between staff availability and installation requirements.

Staff availability had odds ratio higher than one (OR = 9.20), which suggested that

projects with high staff availability are nine times more likely to experience increase in the

effort than projects with low level of staff availability. Similarly, projects with high effi-

ciency requirements are thirty three (OR = 9.20) times more likely to experience increase

in the effort than projects with low level of efficiency requirements. High level of installa-

tion requirements had higher chance (OR = 5.81) to increase the effort than the project

with low level of installation requirements. With respect to the projects duration, projects

experience twenty times more effort when delivered in more than ten months compared to

projects delivered in less than ten months. Projects delivered in eighteen months are likely

to experience 175 times more efforts than projects delivered in less than eighteen months.

The result concerning the duration of the project in Maxwell was consistent with ISBSG and

Desharnais data sets, and consistent with the results found in [83, 100].
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Figure 5.9: ORs for the main metrics and interactions for the Maxwell data set
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The Maxwell data set also has one significant interaction: staff availability and efficiency

(OR=0.06) requirement, as shown in 5.9. High level of staff availability leads to high effort,

and the same is true for efficiency requirements. When they interact, they lead to significantly

low effort. Figure 5.10 explains the interaction, which shows that low staff availability with

low efficiency requirements has the lowest possible mean of effort. As shown in the figure,

the mean of the efforts potentially increases when staff availability is in high.
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Figure 5.10: Maxwell: Staff availability and efficiency requirements interaction

5.6 Prediction

In this section we conduct a prediction study using the multi-class classification. For

performance measure, we use recalls, precision, and F-scores of all the classes of every model.

Further, this section discusses performance measures using the mean and median of the

magnitude of relative errors MMRE and MdMRE, and PRED(25). Figure 5.11 shows the

steps we have taken in this section to calculate all performance metrics (i.e., recall, precision,

etc). First, we separate our data set based on the level of the response variables (i.e., four

levels for ISBSG and three levels for Desharnais and Maxwell). Then, all the separated
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samples are divided into two equal splits. Next, the first 50% fold is used as the training set

and the second 50% fold as the testing set. We train the model using the training set and

then predict the level of effort using the testing set. All performance metrics are reported,

and then the process is iterated one hundred times.

Dataset

Effort level N

Effort level 1

50%

50%

50%

50%

Categorical
regression model

Repeat 100 times

Fold 1 
(50% of the

size of the data)

Fold 2 
(50% of the

size of the data)

Fold 1 
(50% of the

size of the data)

Fold 2 
(50% of the

size of the data)

Stratified data based on
efforts level

Randomly divide every
stratified sample into

50-50 splits

Randomly divide every
stratified sample into

50-50 splits Report recall,
precision, F score,

MMRE, MdMRE, and
Pred(25)

Figure 5.11: Processes for prediction

5.6.1 Multi-Class Classification

We have four levels of efforts in the ISBSG data set, and three levels in the Desharnais

and Maxwell data sets. The recall of every class is defined as the percentage of events that

are correctly classified as the events that are actually belong to that class, as shown in

Equation 5.13. Precision refers to the total number of correct predict class A divided by

the total number of events predicted as A, as shown in Equation 5.14. The F-score is the

harmonic mean of the recall and precision is calculated as shown in Equation 5.15. The

correct classification of all classes is given by Equation 5.16.

RecallA =
Number of correct predictions of class A

All actual events of class A
(5.13)

PrecisionA =
Number of correct predictions of class A

All events that were predicted class A
(5.14)
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F − score =
2×RecallA × PrecisionA
RecallA + PrecisionA

(5.15)

Accuracy =
Number of correct predictions of all classes

All tested projects
(5.16)

Figure 5.12 presents recalls, precisions, and F-scores of the three data sets used in this

study. Every boxplot in this figure explains the results of 200 values that resulted from 100

iterations from the two fold cross validation applied on every data set.

The performance measures the number of events predicted at the right class. In ISBSG,

level one and four have the highest recall, precision, and F-score. Level three of ISBSG has

the worst performance. Most misclassified events of level two and three go one class higher

or one class lower. Similar results are found with the Maxwell data set. Level two of the

Maxwell dataset has misclassified events in the upper or lower class (i.e., level one or level

three).
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Figure 5.12: Recall precision and F-score of Effort levels of ISBSG, Desharnais, and Maxwell
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5.6.2 Performance Metrics

Performance metrics can also be measured by: 1) the magnitude of relative error MRE,

which is given in Equation 5.17, 2) the mean magnitude of relative error MMRE is given

in Equation 5.18, 3) the median magnitude of relative error MdMRE, which is given in

Equation 5.19, and 4) PRED(x), which is the percentage of estimates that fall within x

percent of the actual value, as shown in equation 5.20.

MREi =
|Actual efforti − Estimated efforti|

Actual efforti
(5.17)

For every i observation.

MMRE =
1

N

N∑
i=1

MREi (5.18)

Where N is the number of observations.

MdMRE = 100×median(MRE) (5.19)

Pred(x) =
k

N
(5.20)

Where k is the number of observations and where MRE is less than or equal to x.

As shown in Table 5.17, we compare our results with those of [100] because like us, they

used ordinal regression on ISBSG and Maxwell data sets. MMRE was used in [100], MdMRE

was used in [205], and PRED(25) was used in both studies. In our study, we report all of

them, and we use the mean and median point of estimates as in [100].

Our MMRE is very close to the MMRE found in ([100]). The PRED(25) results in our

study are better than the results found in ([100]). For the Maxwell data set, PRED(25)

results are better in [100] than in our study, and our MMRE is better when the mean point

of estimate is applied.
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Further, we compare our results with the results found in [205], which used sixteen

techniques on multiple data sets. Our comparison with [205] shows that our results are

either better than the highest performance of all the techniques used in [205] or very close to

the best performance. The best MdMRE in [205] is found when OLS+Log technique is used

on ISBSG (34.7%). Both MdMREs, using a mean estimate or median estimate, performed

slightly better than the [205] model. OLS+Log technique also has the best PRED(25) result,

with 36%. In the ISBSG data set, the performance of PRED(25) using a mean or median

estimate is much better than the best performance of PRED(25) out of all the techniques

in [205]. Additionally, the MdMRE of the mean and median point of estimate of the ISBSG

data set is slightly better than the best performance of all the techniques in [205]. Although

both the PRED(25) and MdMRE of Desharnais are not better than the best performance of

[205] techniques, they are very close to the best performance. MdMRE of the Maxwell data

set is very close to the best performance of the techniques in [205]. The PRED(25) results

of the Maxwell data set are in the middle of the worst-best range of the performance of the

techniques in [205].

Table 5.17: MMRE, MdMRE, and PRED(25) for this work and related works

Data set
Our results [100] results [205] results

MMRE MdMRE Pre(25) MMRE Pre(25) MdMRE Pre(25)

Using the mean point
ISBSG

54% 54% 49% 44% 50% worst-best worst-best

Using the median point 42% 42% 67% 45% 40% 100-34 19-36

Using the mean point
Desharnais

39% 41% 55% worst-best worst-best

Using the median point 35% 35% 56% 47-25 28-49

Using the mean point
Maxwell

49% 48% 72% 59% 37% worst-best worst-best

Using the median point 48% 46% 72% 48% 37% 48-32 21-39

Summaries of the answers to research questions RQ1, RQ2, and RQ3 are provided in

Table 5.18.
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Figure 5.13: MMRE, MdMRE, and PRED(25) for average points and median points of

estimate for the three data sets

Table 5.18: Summarized answers to research questions RQ1, RQ2, and RQ3

Research question Answer

RQ1: Metrics affect-

ing software develop-

ment efforts

ISBSG: Effort increases as the size, time, and team size increase. The presence of faults in projects

causes effort increase in ISBSG. Desharnais: Efforts increase when time increases and complexity

is high. Software development efforts decrease when more 3/4GL programming languages are used.

Maxwell: Software development efforts increase when staff availability, efficiency requirements, and

installation requirements are high.

RQ2: Interactions af-

fecting software devel-

opment efforts

ISBSG: Software development efforts increase with the interaction of project size and team size.

Software development efforts decrease with the interaction of Fault and Time and with interaction

of time and team size. Desharnais: Software development efforts increase with the interaction of

management experience and the size of the project. Maxwell: Software development efforts decrease

with the interaction of staff availability and efficiency requirements.

RQ3: Our models’

predictions perform

better than others’

models

The performance of our models is comparable with other studies and outperforms them in some

aspects. We found that MMRE and MdMRE are comparable with the performance reported in

[100] and the best performing models reported in [205]. The PRED(25) of our models outperform

the PRED(25) reported in [205]. For class performance, we found that performance is high at

the highest and the lowest levels. The classification prediction of the middle levels have lower

performance. However, the maximum distance of the misclassified instances does not exceed one

level.

5.7 Threats to Validity

Construct validity is violated when the study does not measure what it is intended

to measure. In this study, we clarified the goals of the research and clearly defined our

motivation and what we intended to achieve. The metrics we used in this study are clearly

identified to avoid any ambiguousness. In terms of missing values, we used a method that

was recommended by many studies and was proven to improve the accuracy of the predictive
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models. For data imputation, we applied k-NN method as recommended by recent studies.

The imputed data did not exceed 20% of the total number of observations for a single

variable. We also tried to minimize metrics that contained missing values and minimized

the percentage of missing values inside a single metric. We conducted a correlation test

between all numerical metrics. We eliminated two metrics due to the results of the test (i.e.,

speed of delivery and manpower delivery). Additionally, we conducted correlation tests of

the categorical metrics (i.e., development type and language type). Based on the χ2 test,

both metrics were also excluded from the study. In regard data discretization, we applied

a statistical method (i.e., ChiMerge) to ensured that every created level was significantly

independent. We applied multicollinearity test perturbation to the initial model to ensure

that our model was free from any inflation of variances.

Internal threats mainly concern the quality of data. We used the highest class of

integrity A and B based on the ISBSG classification. We ignored projects classed C and D

because they were considered weak in integrity.

Conclusion validity is the degree to which results based on the data are reasonable.

In this study, we used ordinal regression, which was fit for our data types. Although we

applied explanatory work, our results showed consistency with other predictive studies. In

addition, the model was fit according to the Pearson χ2 test and the performance metric

showed accuracy comparable to other studies.

External validity deals with the generalizibility issue. The projects used in this study

were from ISBSG, Desharnais, and Maxwell. The results presented in this study were not

necessarily applicable to other data sets. However, by replicating the work of the ISBSG on

Desharnais and Maxwell, we found some consistent results that may indicate the general-

izibility of these aspects. For example, the length of the project gave consistent results in

ISBSG, Desharnais, and Maxwell data sets. Using different metrics for every project makes

it difficult to explore the generalizibility further.
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5.8 Conclusion

In this paper, we presented a systematic approach for modeling software effort and used

the model to explain the effect of different metrics and interactions on the amount of software

development effort. Ordinal regression helped us to predict and explain multiple intervals

that were caused by changes of different levels of metrics and interactions. The level of

prediction was comparable with other studies, which made this model suitable for prediction.

Further, we used interactions to determine how to improve prediction. In this study, we found

that interactions can explain beyond what main metrics cannot. The answers to the research

questions and summary of the main findings are presented in Table 5.18.

The study used data from the International Software Benchmarking Standard Group

(ISBSG) release April 2016. Our sample had between 10% missing values for both Faults

and Team Size metrics. We applied the k-NN algorithm to impute missing values and

create our sample.The process started by analyzing existing metrics and select the potential

metrics based on the related works and correlation tests. Some of metrics were eliminated

due to high association like Speed of Delivery and Manpower Rate. All numerical metrics

were transformed to ordinal data using ChiMerge tool. Then, a χ2 test was conducted of

contingency tables created between categorical and ordinal data to test for association. Based

on this test other categorical metrics were eliminated. After preparing data and creating our

sample, we built the initial model including metrics that were preselected and interactions

of those metrics. Multicollinearity test was conducted using perturbation tool to ensure no

multicollinearity existed. Then, we eliminated insignificant interactions and metrics.

Future research can explore additional metrics that exist in the ISBSG data set such as

the counting approach, organization, methodology, and programming language. Additional

research also needs to be done on data imputation, especially when many measurements

have many missing values. Previous works compared some imputation methods but used

small data sets. Another potential approach is to try oversampling techniques with the

classes of the response variables to gain balanced distribution and to increase the training

for the minor classes. Last, we need to replicate this work with other data sets to explore

the generalizability of the main empirical observations.
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Chapter 6

The Study of Causality

This chapter covers the topic of causality in the area of software fault proneness. The

proposed method is applied on Eclipse’s Europa release data set. First, this chapter starts

with the introduction to the importance of the causal research and the limitation of the

current causal studies in Section 6.1. Second, this chapter provides a full explanation of the

proposed methodology in in Section 6.2. The methodology is derived from the structural

equation modeling SEM technique, which includes data analysis, variable selection and factor

analysis, model specification, model estimation, and model validation. The implementation

of the methodology and the results based on Eclipse’s Europa release are explained in Section

6.3. The threats to validity are discussed in Section 6.4, and the chapter is concluded in

Section 6.5.
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6.1 Motivation and Background

In the area of software engineering, causality has not yet been widely researched [124],

with an exception of a few works that have attempted to implement causal studies using

Bayesian networks (BN) [124, 125, 126]. However, some of these studies used BN mainly for

prediction and decision-making (e.g., [127, 43, 128, 129, 124, 126]). Additionally, these works

incorporated a limited number of static code variables and ignored other types of variables

(e.g., change variables).

Earlier explanatory works [3, 4, 5, 6, 7, 8, 9] used logistic regression to explain the de-

pendent variable and measure the contribution of independent variables based on adding

one-variable-at-a-time approach. We proposed the use of a case-control method in Chapter

3, which involved confounder selection, multicollinearity, exploring the effect of interactions,

and eliminating based on backward hierarchical method. Further, we used categorical regres-

sion to explain multi-level confounders and their interactions in Chapter 5. These method

deal with a single dependent variable and multiple independent variables. The assumption of

these methods is that all independent variables cause the dependent variables with different

levels of impact. In other words, the possibilities of the existence of direct and indirect effect

and the weight of every effect are not determined. We introduced the interactions of con-

founders in our models in Chapters 3 and 5, which had a sense of an indirect effect when the

estimation of the confounders interaction is different than the estimation of the confounder

by its own. However, introducing a higher level of interactions (i.e., three confounders or

more) would make the model more complex. It becomes even harder when confounders are

in categorical formal as we did in Chapter 5. All these attempts from related works and this

study were not focused on causality.

Therefore, there is a need to establish a causal modeling that can support multiple

response variables, multiple paths (direct and indirect), and organize and reduce the number

of independent variables. We may need multiple response variables instead of dealing with

one response variable in case an indirect path exists. For example, if A causes C through

B, both B and C are treated as response variables. Thus, the causal model may encounter

multiple paths that lead to a response variable. Dealing with many independent variables
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may not be needed as some of them may not have a significant effect. Moreover, instead

of building a network with many variables, we may reduce that by grouping variables into

groups (i.e., latent variables) and measuring the effect of these groups instead of measuring

the effect of every individual variable, which leads to a complex model.

Fenton et al. [124] advocated using BN in software engineering and specifically in finding

the causal effect on software defects. A Bayesian network algorithm is very useful to estimate

the probabilities of multiple outcomes. It can also investigate the effect of different processes

at different times throughout the life cycle of the software. Several studies [127, 43, 128]

have applied BN to predict and explain causal effects on software faults. BN can be very

complicated when there are too many variables. It gets more complicated when they all

explain the same process or are extracted at the same time. Therefore, detecting causal

relationships might not be very accurate, which leads to many relationships that are hard

to explain or predict. Although the BN are very helpful for prediction, learning of the

structure of the network may not be accurate unless we rely on our previous knowledge of

the development process and how metrics are supposed to be interrelated. One study [43]

used BN to learn the structure and causal direction for object-oriented metrics using several

data sets. This study did not test the correlation among variables or the multicollinearity of

the models, which could introduce threats to the validity of the conclusion and the results.

Another problem of this work is that it did not include change metrics, which are essential

part as we discussed earlier and as found by related works [21]. Another limitation of BN is

that they cannot statistically validate that a group of variables belongs to the same factor

[132]. In other words, BN cannot demonstrate (by creating or validating) the existence of

latent variables. A latent variable is important to reduce minimize independent variables,

especially when all variables belong to the same milestone (e.g., requirements, design).

In this dissertation, we propose an approach for studying causality based on SEM. This

method (i.e., SEM) involves statistical analysis and regression analysis between a small

and a large set of independent and dependent variables [206]. The first SEM was built

by Sewell Wright, who attempted to prove the genetic influence over generations in the

1920s [10]. Social scientists started to use this method in the 1960s [10]. The fields of

psychology, marketing, management, accounting, and business have adopted and used the
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method in recent years [11, 108, 109, 110, 111, 115, 116, 118, 120]. SEM integrates multiple

techniques to obtain the final group of causal diagrams and models. The relationship can be

hypothesized and constructed based on earlier knowledge, or it can be statistically analyzed

and constructed based on the data. The approach we explain in this chapter consists of

multiple analysis and statistical steps to construct the final models and diagrams and to

explain the effects and direct and indirect effects of all variables on the response variable.

Two types of variables exist in SEM: observed variables, which can be independent vari-

ables (IV) or dependent variables (DV), and latent variables (LV). A latent variable is an

unmeasured variable that usually connects more than one correlated independent variable. A

latent variable is identified by a group of variables that have the same pattern (i.e, variance).

For example, a latent variable can be a phase of software development or a group of vari-

ables that measure the same type of objects or define something common (e.g., requirements

phase metrics, static code or change metrics). Latent variables are very helpful to reduce the

number of variables and the number of a complex relationship in case a large number of inde-

pendent variables exist. Latent variables are connected with independent variables through

two types of relationship: (1) reflective relationship, which means independent variables are

caused by the latent variable and the direction of the arrow pointing at the independent

variables, (2) formative relationship, which means independent variables causing the latent

variable and the direction of arrows pointing at the latent variable. A latent variable can be

determined by analyzing the correlation of all independent variables, using statistical tools

like principle component Analysis (PCA) or exploratory factor analysis (EFA), and using

the knowledge about the data.

SEM causal inference combines between the first and second generation of statistical

analysis [207]. Causal inference of the third generation has three essential assumptions: (1)

change in an independent variable leads to the dependent variable, (2) the study accounted

for the potential variables that may be considered as a spurious relationship, (3) the cause

occurs before the effect (i.e., temporal precedence) [207]. SEM can deal with a large number

of variables because it estimates separate sets of variables and constructs underlying factors

(i.e., latent variables) for every set based on a factor analysis approach [208]. Further,

the method involves measurement models which estimate the loading between independent
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variables and latent variables. Relationships between latent variables are estimated through

regression analysis. SEM allows for multiple outcomes; it can involve multiple phases and

direct and indirect effect, similarly as BN. Additionally, SEM can handle a large set of

variables because it involves the latent variables [208]. So, instead of dealing with a too

complicated network as BN would do, only a few relationships of a few latent variables are

estimated. SEM is used to explain the relationship between variables and latent variables

and between latent variables themselves. Incorporating BN with SEM is a possible approach

when the prediction is desired or to determine the causal direction between two or more

variables.

There are two main approaches to implement SEM: covariance-based SEM (CB-SEM)

and partial least square path modeling (PLS-SEM). Both approaches yield the same results

using good measures [209]. The CB-SEM is restricted to the normal distribution of the data

and using a large size sample. Maximum likelihood (ML) is the estimation method used

with CB-SEM. PLS-SEM is also known as the variance based or soft modeling approach,

which aims to maximize the explained variance of the latent variables. The major difference

between the two approaches is that CB-SEM is confirmatory and PLS-SEM is exploratory

approach [209]. The PLS-SEM can handle larger size and deal with a complex model (i.e.,

more independent variables, more latent variables, and more paths) [209]. Further, PLS-

SEM handles the variables with nonnormal distribution (i.e., skewed data). The decision of

which approach to use in this chapter was based on the fact that we wanted to use exploration

study and used as a case study.

Both BN and SEM methods can be used to explore causality in software engineering.

We decided to use the SEM approach because (1) the number of variables is large, (2) it

is not very clear which metrics go together or whether they measure the same thing, (3)

variables are not linked to specific milestones of software development, and (4) data were

extracted at a single point. Our case study is based on data extracted from the Eclipse

project [38, 2]. The variables include two types: static code metrics extracted from source

files of the project, and change metrics extracted from the change history, which explain

the changes made to source code files. Though we have two main factors from these data,

static code and change variables, we do not have enough information about the detailed
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processes for this data. For example, we do not know whether the developer adds lines to

fix bugs or for Refactoring purposes. Further, the data were extracted at a single point of

the software development. Therefore, we cannot construct the causal network based on the

previous knowledge. To solve that we need to involve a statistical analysis that can deal

with high dimensional analysis and minimize that to smaller number of dimensions.

6.2 Methodology

In this section, we summarize the main steps to establish an SEM model, which includes

sampling, data analysis, variable selection, followed by the model specification, estimation,

and validation, as shown in Figure 6.1. In this section, we briefly explain the steps of

the methodology. More details are presented in the following section, which discusses the

application of this methodology on the case study using Europa release of the Eclipse project.

First, data analysis is conducted to analyze the distribution of variables and measure the

skewness and kurtosis of the data. This helped us to decide what modeling technique we

should follow (i.e., CB-SEM or PLS-SEM). Additionally, we need to remove any redundant

variables that are highly correlated and they have the same definitions (e.g., Maximum

Complexity and Average Complexity). At this point, the initial selection of variables should

have been achieved. Knowing the number of variables helped us to determine the sample

size.

Second, the model specification determines the number of latent variables and inde-

pendent variables connected to them. This step consists of two sub-steps: creating the

measurement models and structural models. The measurement models involve assigning in-

dependent and dependent variables to latent variables and determine the type of relationship

(i.e., reflective or formative). Structural models involve assigning the path direction between

latent variables.

Third, the type of estimation method is determined after analyzing the data and after the

model specification. Besides the distribution of the data, other factors are taken into account

such as the complexity of the paths in structural models, the number of latent variables, and

type of relationship between latent variables and variables. CB-SEM estimate the loading
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factors of the measurement models and estimate path coefficients between latent variables

using maximum likelihood ML or other similar methods. PLS-SEM also estimates the loading

factors and weights of measurement models (outer models) and use the ordinary least squares

(OLS) with bootstrapping samples to estimate path coefficients, which determine the direct

and indirect effects.

Forth, model validation is conducted to measure the goodness of fit and how good is

the model in explaining the data. Both CB-SEM and PLS-SEM use different methods to

validate the model. CB-SEM uses measures like the comparative fit index (CFI), the Tucker-

Lewis index (TLI), and the root means square error of approximation (RMSEA). PLS-SEM

uses other methods of model validation such as (1) examining the multicollinearity in the

measurement and the structural models using the variance inflation factor (VIF), (2) measure

the average variance extracted for latent variables with reflective relations, (3) measure the

R2 for the endogenous latent variables, and (4) measure the level of significance for the path

coefficients based on the t-statistic.

6.3 Case Study Eclipse’s Europa Release

Eclipse is an open source integrated development tool IDE that was built using Java

programming language. The project is used for developing programs that are written in

Java and other programming languages (e.g., C, C++, and C#). Europa is one of the

Eclipse releases, which was released in 2007. Europa projects contains a total of 30,862 files.

We use a total of thirty-two static code variables and change variables extracted by prior

works [38, 2]1.

Our aim in this chapter is to use the variables to build the SEM model and find indirect

and direct causes that lead to software fault proneness. To achieve that, we need to follow

several steps as described in Section 6.2. The processes described leads to a creation of a

causal model that has several latent variables connecting independent variables and have

structural paths that lead to the response variable. In this section, we address the following

research questions:

1More detailed description of the data can be found in Chapter 3
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Data analysis (univariate
and multivariate normality)

Eliminate redundant  and
non-numerical variables

Initial variable selection
and sampling

Data analysis and sampling Model specification:
measurement models

Decide the latent variable and
the response variable

Model specification:
structural models

Measure the correlation
between latent variables

Decide independent variables
attached to every latent variable.

Decide the type of relationship
(reflective or formative)

Estimate the
loading/weights for the
measurement models

Decide the path directions
between latent variables

Pair-wise correlation of
independent variables and

eliminate one of every highly
correlated pair (>0.7)

Measure the variance inflation
factors for independent variables

and eliminate any high VIF

Measure the variance inflation
factors for exogenous latent
variables and eliminate any

high VIF

What approach
to apply for

SEM?  CB-SEM
or PLS-SEM

Use maximum likelihood or
other similar approach for

estimation

Non-parametric estimation for
the measurement models and
ordinary least squares for path

analysis
Model estimation Model validation 

Use the CFI, TLI, RMSEA to validate the
model

Use R-Squared , average variance
extracted, and t-test to check the

significance level for path coefficients

produce the
final SEM

model

CB-SEM

PLS-SEM

Figure 6.1: Methodology of the causality research

RQ1: How many underlying factors (i.e., latent variables) can be found in the whole set of

static code and change metrics?

RQ2: What metrics have significant loading factors (β) linked to every latent variable?

RQ3: What latent variables have the highest direct impact on software fault proneness?

RQ4: Does any latent variable indirectly affect software fault proneness, and what is its

impact?
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Initial selection of variables

To reach the total number of variables, we need to analyze variables and keep the useful

ones. At this stage, we remove non-numerical variables (e.g., file, package, component name).

Further, we remove some of the redundant variables. For example, both Average Complexity

and Maximum Complexity explain the complexity of a software unit. So, we keep one of

them and eliminate the other one. These variables are highly correlated, and they may affect

the estimation of the model. As shown in Figure 6.2, the Spearman test wass applied to

detect pairs of variables that are highly correlated and one of them was eliminated. Every

dark red cell indicates a high correlation between the crossed pair of variables. As we can

see, maximum complexity is highly correlated with Average Complexity, Maximum Depth is

highly correlated with Average Depth, and Maximum Changeset is highly correlated with the

Average Changeset. Therefore, we kept the average of all variables and we eliminated their

maximum. Also, maximum and average of LOC added, LOC deleted were deleted because

they are highly correlated with each other and all of them are described by the code churn2.

The total number of the remaining independent variables is eighteen. Definitions of the

initial variables (after removing the non-numerical and redundant variables) are presented

in Table 6.1.

Assessing non-normality

A normal distribution is used as an assumption for many estimation methods. A high

level of non-normality has a great impact upon results of SEM [210, 211]. In the real world,

a normal distribution is not always possible. However, with a large sample, estimation can

handle non-normal distribution variables at certain levels. Therefore, we need to assess the

distribution of variables and the severity of the skewness of the distribution. This can be done

using three types of distribution tests: univariate skew, univariate kurtosis, and multivariate

kurtosis. A large skewness indicates that more responses occurred at the same point on the

axis. Kurtosis measures the level of flatness of the distribution [212]. It is important to

note that no agreement has been reached regarding the acceptable level of non-normality for

2Code Churn is the summation of the LOC added with the LOC deleted
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Figure 6.2: Spearman Correlation Test for Redundant Variables

Table 6.1: Static code and change variables definitions [2]

Static code variables

Variable Definition

LOC Total number of lines

Statements Any LOC terminated by ’;’

Percent Branch Statements Percentage of statements causing a break in sequential execution, e.g., if, for, try, throw

Method Call Statements All method calls, in statements and logical expressions

Percent Lines with Comments Percentage of comments lines

Classes and Interfaces Total number of classes and interfaces, including anonymous inner classes

Methods per Class Total method count divided by the total classes

Ave Statements per Method Total number of statements found inside of methods divided by the number of methods

Ave Block Depth Sum of all method block depths divided by the number of of methods

Average Complexity Sum of all method complexity values divided by the number of methods

Change variables

Variable Definition

Revisions Number of revisions made to a file

Refactorings Number of times a file has been refactored

Bugfixes Number of times a file was involved in bug fixing (pre-release bugs)

Developers Number of distinct authors who revised the file

Code Churn Sum of (added LOC + deleted LOC) over all revisions

Age Age of a file in weeks (counting backwards from a specific release)

Weighted Age
∑n

i=1 Age(i)×LOCAdded(i)∑n
i=1 LOCAdded(i)

Ave Changeset Average number of files committed together to the repository
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univariate or multivariate test [211]. However, the impact of univariate non-normality on the

Maximum Likelihood (ML) estimation has been suggested to be 2 for univariate skewness

and 7 for univariate kurtosis [213, 214, 212]. In addition, the suggested multivariate cutoff

that does not affect the ML estimation is 3 for the kurtosis test [215].

If we face a severely skewed distribution that makes the estimation intolerable, the first

option is to discretize the data. Discretizing the data means converting data from a numerical

format to a discrete, ordinal type. This method produces events equally distributed on

multiple ordered categories, which can significantly improve the distribution and reduce risks

associated with non-normality. The second option is to treat data the to achieve normality

using the common methods, such as logtransformation or the square root transformation

of all data. The third option is to keep the data and use an estimator that does not have

restrictions for the normality assumption (e.g., wighted least square WLS for CB-SEM, or

partial least squares PLS-SEM).

The result of our data distribution is shown in Figure 6.3. We conducted the multivariate

and univariate normality tests, according to Royston and Shapiro-Wilk tests [216, 217]. The

results indicated that variables are not normally distributed with 95% confidence level. Some

variables showed severe skewness and kurtosis and other variables were within the acceptable

range (i.e., Skewness < 2 and Kurtosis < 7). Figure 6.3 shows the histogram distribution of

all independent variables. As shown, most of the independent variables are heavily skewed

and face a significant amount of Kurtosis (i.e., horizontal spread). Therefore, we need to

consider an estimation method that does not require normal distribution.

Sampling

The sampling step determines the number of files that we should use for the study. The

sampling method should ensure that observations are independent and the size of the sample

is sufficient to get unbiased estimation. Independent observations can be handled through

a random sampling [210]. The size of the sample should be at least at the ratio of 5:1 (i.e.,

five observations for every parameter) [210, 218]. The ratio of 10:1 has been suggested to

achieve the best estimation [218, 219]. Barclay et al. [219] suggested using ”ten times” rule

for sampling, which means that the final set of independent variables should be multiplied
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Figure 6.3: Distribution of the initial independent variables
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by ten, or the largest number of path directed to a latent variable. In this study, we follow

the ”ten times” rule to ensure the best possible estimation. Therefore, the size of the sample

is determined after the model specification step, when the final set of independent variables

is decided and the final paths are specified.

6.3.1 Model specification of Europa

Model specification stage determines the final selected variables, latent variables, type

of relationships between independent variables and latent variables, and path directions be-

tween latent variables. This is based on the previous knowledge and based on the understat-

ing nature of the data. Two types of SEM models exist: measurement models and structural

models [215]. A measurement model explains the relations between latent variables and

observed variables. A structural model explains the relations between latent variables.

Measurement models

In this section, we decide the number of latent variables and independent variables con-

nected to every latent variable. This process analyzes the loading of all independent variables

to the latent variables. Additionally, we measure correlation coefficients of the independent

variables under every latent variable.

This step is helpful regardless of what approach we decide to use (CB-SEM or PLS-SEM).

Variables with low loading factor are not recommended to be used in the SEM. Adding a

variable with low loading results in low covariance gained for the CB-SEM and minor addition

to the average extracted variance for the PLS-SEM approach. It is important to mention

that both approaches conduct a factor analysis when estimating the measurement models,

which allows eliminating variables during building the SEM model. However, building the

model with a proper selection of variables helps to achieve the optimal model (with a good

fit) early and reduce the effort results from model modifications.
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In our study, we have a major response variable, which whether a file has Postrelease

bugs. Because we have only a single response variable, this variable is presented in the

final model attached alone to a latent variable. We used the eighteen variables from the

static code and change variables resulted from the previous step. Static code variables

were grouped under a latent variable called Code Characteristics. We divided the change

variables into two categories: (1) Change Request latent variable, which includes a number

of Bugfixes, number of Refactorings the file went through, number of revision, and number

of developers, and (2) Change Code latent variable, which includes amount of change (e.g.,

Code Churn and Average Changeset). Other independent variables (e.g., Age, Weighted

Age) were included with the change code latent variable. The initial measurement models

are shown in Figure 6.4. The relationship between independent variables and latent variables

is formative, which specifies that independent variables caused latent variables. For these

variables, we estimate the outer regression weights after we test the correlation coefficients of

every group of independent variables under every latent variable. The measurement models

are represented by the equations 6.1, 6.2, 6.3, and 6.4, respectively. In the four Equations,

the β is the weight regression associated with every independent variable, Xi represents

independent variables, and ζi and e1 are the disturbance or the error variance of the the four

regression models.

Code characteristics =
n∑
i=1

βi ×Xi + ζ1 (6.1)

where n is the number of variables that describe the code characteristic latent variable

Change request =
n+m∑
i=n+1

βi ×Xi + ζ2 (6.2)

where m is the number of variables that describe the change request latent variable

Change code =
n+m+l∑

i=n+m+1

βi ×Xi + ζ3 (6.3)

where l is the number of variables that describe the change code latent variable

Postrelease bugs = β × Bugs + e1 (6.4)



Chapter 6. The Study of Causality 213

Code
characteristics

Change request Change code

LOCStatementsPercent branch
statement

Method call
statements

Percent lines with
comments

Classes and
interfaces

Methods per
class

Avg statements
per method

Avg depth

Avg complexity

Bugfixes

Refactorings

Code churn Avg changeset
Revision

Age

Weighted age

Bugs Postrelease bugs

Developers

ζ1

ζ2

ζ3

e1

Figure 6.4: Measurement model

Pair-wise correlation test was applied for variables using the Spearman test. Three

separate tests were conducted for independent variables of every latent variable as shown in

Figures 6.5a, 6.5b, and 6.5c. Spearman correlation coefficient between two variables should

not reach 0.7 as the maximum value [140]. The existence of a correlation between any two

independent variables under the same latent variable introduces type II error in the model

[220].

As shown in Figure 6.5a, LOC and Statements were highly correlated with several other

variables. Therefore, both of them were excluded from the measurement models. Method

Call Statements and Percent Branch Statements were both highly correlated with Average

Statements per Method and Average Depth. We eliminated both Method Call Statements

and Percent Branch Statements to keep the other variables, which describe the complexity

and size of methods. The number of Classes was also eliminated because it was highly corre-
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lated with Average Complexity. The Percent Lines with Comments variable was eliminated

because it was highly correlated with Average Statement per Method. So, the final selected

variables describe the code characteristics are Method per Class, Average Statements per

Method, Average Depth, and Average Complexity.

Figure 6.5b shows that revisions variable was highly correlated with Bugfixes and number

of Developers. Therefore, Revisions variable was eliminated from the Change Request latent

variable. The change request is described by the number of Developers, the number of times

a file involved in Bugfixes process, and the number of times a file was refactored.

Figure 6.5c shows that Weighted Age was highly correlated with the Average Changeset.

Therefore, we eliminated the Weighted Age from the change code latent variable. Change

code is described by the Code Churn, Average Changeset, and Age.

After conducting the pair-wise correlation test between independent variables under every

latent variable, our final number of independent variables is nine. Therefore, according to

the ”ten times” sampling rule, we should have no less than a ninety observation for the

estimation. In the next section, we specify the total number of paths and based on that we

decide the final sample size for this case study.

Analysis of the measurement models and the regression weight of every independent

variable to the latent variables are presented in Table 6.2. As shown in the Figure 6.4, the

relationship is formative between Code Characteristics, Change Request, and Change Code

latent variables and the independent variables. Every latent variable is approximated by

its assigned independent variables [221]. The latent variable score is calculated based on

the weighted sum of its variables, which can help to get the best variance possible from all

variables [221]. We report the weight regression for all independent variables (i.e., outer

weights) and present them in Table 6.2. The results reported in the table contains the 2.5%

lower and 97.5% upper weights resulted from the 500 bootstrap samples. The weights for

the independent variables affecting the code characteristic LV are Method per Class (weight

= 0.75), Average Complexity (weight = 0.46), and Average Statement per Method (weight

= 0.43). For change request LV, Bugfixes (weight = 0.92), Developers (weight = 0.20), and

Refactorings (weight= -0.01). For the Code Change, the weights are Code Churn (weight =

0.98), Average Changeset (weight=0.14), and Age (weight = -0.09).
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Figure 6.5: Change request and change code latent variables correlation test results

Along with model specification, we discuss the issue of multicollinearity, which can in-

troduce bias to the estimation of the model. Multicollinearity should be treated without

affecting the model specification by ignoring important variables [222]. Several signs indi-

cate the existence of multicollinearity in any regression model [10]. For example, regression

weights should not change radically when we include or exclude a single variable or when one

or more eigenvalues approach zero. Before estimating the models, we need to ensure that

no multicollinearity exists in our models. A model can be affected by multicollinearity when

variables under that model are highly correlated. In other words, SEM cannot be affected

by multicollinearity if the highly correlated variables are linked to different latent variables.
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Table 6.2: Outer weights of the independent variables with 2.5% lower L and 97.6% upper

U values of the measurement models

Variable Code characteristics

(L-U)

Change request (L-U) Change code (L-U) VIF for mea-

surement models

Methods per Class 0.75*** (0.63-0.84) 1.00

Average Statements per Method 0.43*** (0.35-0.57) 1.00

Average Complexity 0.46*** (0.35-0.57) 1.00

Refactoring -0.01*** (-0.03-0.01) 1.26

Bugfixes 0.92*** (0.88-0.94) 1.31

Developers 0.20*** (0.17-0.25) 1.11

Code Churn 0.98*** (0.95-0.99) 1.00

Age -0.09*** (-0.16- -0.05) 1.00

Average Changeset 0.14*** (0.10-0.22) 1.00

*** p value < 0.001 , ** p value < 0.01 , * p value < 0.05, + p value < 0.1

However, this is not applicable in practice because highly correlated variables are usually

linked to the same latent variable. We tested the pair-wise correlation of all metrics under

every latent variable to ensure that the correlation did not exceed 0.70. A second diagnostic

method to ensure that all models are free from multicollinearity is to measure the VIF.

SEM calculates VIF for the measurement and the structural models. The measurement

models calculate VIF values for all independent variables that are connected to latent vari-

ables. As shown in the last column of Table 6.2, VIF values for all independent variables are

very close to one. Noter that no solid agreement exists regarding the acceptable level of VIF

values. Some studies have argued that the VIF values of variables should be less than five

(e.g., [8]). Other studies have accepted VIF values that reached ten (e.g., [6, 4]). In SEM,

a study [223] accepted the 10 as a rule of thumb for VIF and another study [224] restricted

to use 3.3 as a rule of thumb for VIF. All our VIF values are far below these values, which

clearly indicates that our SEM measurement models are free from multicollinearity. This

also should reflect on the VIF values of the structural models which we present in the next

section.
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Structural model

In this section, we use the final selected set of variables and specify them in our structural

models. Specification of structural models includes determining the relationships between

variables and latent variables and between latent variables. This also includes to determining

the directions of the model and where arrows should be pointing.

Before determining the directions between latent variables, we present the pair-wise cor-

relation between latent variables. The correlation of the latent variables helps to determine

the existence of the cause-effect relationship between the two connected latent variables.

The direction of the arrow is hypothesized based on our understanding of the data and the

software development processes. As shown in Table 6.3, the highest correlation are between

change request and Bugs and between change request and Change Code. This indicates num-

ber of Bugfixes, Refactoring, and developers involved affect Postrelease bugs and amount of

change on the code. Similarly, Change Code are correlate with Bugs, which indicate amount

of change on the code impact the Postrelease bugs. Code Characteristics are correlated at

the same level with all other latent variables, which indicates that code characteristics have

similar direct and indirect affect to Postrelease bugs and to code change.

Table 6.3: Correlation coefficients of latent variables

Code Characteristics

0.126 Change request

0.136 0.530 Change Code

0.135 0.604 0.364 Bugs

The relation between latent variables can be endogenous or exogenous. An exogenous

variable is indicated by an arrow which is pointing away from the variable (i.e., independent

variable). An endogenous variable is indicated by an arrow pointing to the variable (i.e.,

dependent variable). In some cases, we may have a latent variable with an arrow pointing

in and an arrow pointing out. This is because, in SEM, we could have multiple dependent

variables.
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We have four latent variables: Code Characteristics, change request, Change Code, and

Bugs. Bugs LV is endogenous where all arrows pointing at, because we believe that all other

LV contribute to the Postrelease bugs including the Code Characteristics, Change Code, and

Change Request when files experienced bugfixing or Refactoring or when more Developers are

involved in the file. Change request LV, which includes the number of Bugfixes, Refactorings,

and Developers, is affected by the Code Characteristics. Complex files with a high number

of methods are always in need of Refactoring and Bugfixes and more Developers involved.

Similarly, Change Code LV is caused by both Change Request and Code Characteristics.

Change Code are described by the Code Churn3, Average Changeset and the Age of the file

is believed to be affected by the amount of Change Request and Code Characteristics. The

structural models with all relationships and measurement models with final sets of selected

variables are shown in Figure 6.6. The structural models are represented by Equations 6.5,

6.6, and 6.7, respectively. In the three equations, ζ is the disturbance resulted from the

three regression models, and βi is the coefficient of the regression path between two latent

variables.

The maximum number of paths to a latent variable in Figure 6.6 is three. According the

”ten times” rule, the sample size should be no less than thirty files.

Change Request = β12 × Code Characteristics + ζ2 (6.5)

Change Code = β13 × Code Characteristics + β23 × Change Request + ζ3 (6.6)

Bugs = β14×Code Characteristics +β24×Change Request +β34×Code Change + ζ4 (6.7)

Table 6.4 presents the VIF results of the structural model. In the structural models VIF

values for latent variables are estimated in every model. We have total of three structural

models and every endogenous latent variable represents a response variable for the structural

models. All the VIF values presented are close to one and far below the cut off values

discussed in [223, 224].

3The summation of lines of code added and deleted
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Figure 6.6: Structural model

Table 6.4: Variance inflation factor for the structural models

VIF for the structural models

Endogenous LV Exogenous LV1 Exogenous LV2 Exogenous LV3

Change request Code Characteristics

VIF= 1.00

Change Code Code Characteristics Change Request

VIF=1.00 VIF=1.00

Bugs Code Characteristics Change Request Change Code

VIF= 1.41 VIF= 1.39 VIF=1.02

6.3.2 Model estimation

Model estimation is conducted after the model specification which included, assigning

the final sets of variables linked to every latent variable, and after assigning the directions

of arrows between latent variables. In this step, both measurement models and structural

models are estimated. To achieve that, we have two potential approaches to choose from

CB-SEM and PLS-SEM.
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The CB-SEM relies more in the normality assumption of the data. The most common

method used with the CB-SEM is the ML method [214] because it provides unbiased esti-

mation, consistency, and efficient parameter estimation under the assumption of normality

with a sufficiently large sample [225]. The only problem with ML is the strong assumption

of multivariate normality [214], which makes it not applicable when the distribution of data

is heavily skewed like in our case study. Some studies suggest that ML can tolerate the

moderate level of skewness and kurtosis (i.e., when the skew test is less than three, and

kurtosis is less than seven) [206]. However, when skewness and kurtosis are larger, then ML

can be used with a scaling procedure (i.e., Satorra-Bentler or Yuan-Bentler) [226, 11], or use

the weighted least square (WLS) estimation [214]. WLS or diagonally weighted least square

(DWLS) require large sample of data and may not work well with large number of variables

[227, 212].

PLS-SEM provides alternative method to the covariance based CB-SEM [221, 116, 209].

The main advantage of PLS path modeling is that it supports exploratory and confirmatory

research, while CB-SEM supports only confirmatory research [209, 223]. In other words, to

implement CB-SEM, a strong theory base is needed and that is not required with PLS path

modeling. In the model specification, we used both formative and reflective relationships.

Code Characteristics, change request, Change Code latent variables are connected with inde-

pendent variables through formative relationships as shown in Figures 6.6 and 6.4. The same

two figures present the relationship between Bugs latent variable and Postrelease bugs in an

reflective relationship. Additionally, PLS path modeling does not require strong assumption

in data normality, sample size, and measurement scale [228]. PLS-SEM provides a robust

estimation of the SEM [209].

As presented in Figure 6.3, the distribution of the final selected variables are heav-

ily skewed (e.g., Average Statements per Method, Methods per Class, Bugfixes and Code

Churn). Additionally, we use a total of ten variables and four latent variables. Three latent

variables are exogenous and endogenous (i.e., Change Request, Change Code, and Bugs) and

one latent variable exogenous (i.e., Code Characteristics). Using PLS-SEM is necessary be-
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cause of using a combination of both formative and reflective relationships. PLS-SEM handle

one or more variable connected to a latent variable [229, 209]. PLS-SEM is recommended

with complex relationships in the structural models between latent variables [229, 209]. Thus,

PLS-SEM is more appropriate than CB-SEM for our research goal and case study.

PLS-SEM estimates the measurement and structural models separately. PLS-SEM esti-

mation goes through two stages: (1) estimation of latent variables scores and (2) estimation

of the loadings of independent variables and path coefficients [229]. Stage one is made

through iterative process before moving to the second stage, which produces the final es-

timation of the measurement model loadings and path coefficients through ordinary least

squares regressions OLS [229].

Table 6.5: Results of the structural models

Endogenous LV Exogenous LV Estimate Standard error t-value P value Significance R2

Change request Code Characteristics 0.11 0.00 18.90 < 0.01 *** 0.27

Code Change Code Characteristics 0.09 0.00 19.30 < 0.001 ***

Change request 0.51 0.00 106.00 < 0.001 *** 0.42

Bugs Code Characteristics 0.04 0.00 10.60 < 0.001 ***

Change request 0.66 0.00 136.00 < 0.001 ***

Change Code 0.01 0.00 225.00 < 0.001 *** 0.53

*** p value < 0.001 , ** p value < 0.01 , * p value < 0.05, + p value < 0.1

Table 6.6: Direct and indirect effects, with 2.5% lower and 97.5% upper bootstrap samples

Relationship direct indirect Total effect (U-L)

Code Characteristics − > Change Request 0.10 0.00 0.10 (0.08-0.13)

Code Characteristics − > Change Code 0.09 0.06 0.14 (0.10-0.20)

Code Characteristics − > Bugs 0.04 0.08 0.11 (0.09-0.14)

Change Request − > Change Code 0.51 0.00 0.51 (0.43-0.61)

Change Request − > Bugs 0.66 0.00 0.67 (0.51-0.77)

Change Code − > Bugs 0.01 0.00 0.01 (-0.02-0.04)

The three structural models with t statistics and p values are presented in Table 6.5.

Additionally, we analyzed the direct and indirect effects between latent variables, as shown

in Table 6.6. The results presented in Table 6.6 contain the 2.5% lower and 97.5% upper

values resulted from the 500 bootstrapping samples, which was conducted to validate the

model.
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Code Characteristics affect both Change Request and Code Change (path coefficients β

=0.10 and 0.09 ) 100% higher than the direct impact of code characteristics (path coefficient

β = 0.04) on the Postrelease bugs. This suggests that Postrelease bugs occur when the code

is modified for bug fixing or when more Developers are involved more than the faults due

to the initial design of the code. The model shows that indirect impact (path coefficient β

= 0.08) of code characteristics on Postrelease bugs is 100% higher than the direct impact,

which supports the claim that says that the bugs are due to the changes of the code.

Change request cause the highest impact on Postrelease bugs (path coefficient β = 0.66).

Also, Change request causes high impact on the Code Change (path coefficient β = 0.51).

The indirect cause of Change Request through the Code Change is very minor. This is

because Change Code had a very small effect (path coefficient β = 0.01) on Postrelease

bugs, although change request has a major impact (path coefficient β = 0.51) on changing

the code. However, it seems that the involvement of the code change were mostly successful

because the number of faults caused by this process were considerably lower. This suggests

that involvement of the Code Churn, and Average Changeset are good remedies for any

request for changing the code. Also, involving more Developers, and more Bugfixes (i.e.,

Prerelease bugs) had a significant impact on Postrelease bugs. Refactorings have a minor

regression weight (β = -0.01), which suggests that the major issue is through the Bugfixes

and the number of Developers.

A summary of the answers to the research questions is given in Table 6.7.

6.3.3 Model validation and goodness of fit

The reliability and discriminant validity of the formative (i.e., arrows are pointing to

the latent variables from the independent variables) measurement models are validated [207,

230, 220] using: (1) examining the variable’s weight and its significance level (variables

with insignificant weight should be removed from the model), as presented in Table 6.2, (2)

VIF values of all independent variables to assess the multicollinearity, as presented in Table



Chapter 6. The Study of Causality 223

Table 6.7: Summary of the research questions

RQ Description Result Evidence

RQ1: How many underlying fac-

tors (i.e., latent variables)

can be found in the whole

set of static and change

metrics?

4 We introduced and tested the existence of four latent variables:

(1) Code Characteristics described the static code variables, (2)

Change Request described the number of time the file was involved

in bugfixing issue, or Refactorings, and the number of Developers

were involved in modifying the file, (3) Change Code described the

amount of change in the code of the file, amount of files changed at

the same time, and the age of the file, and (4) Bugs described the

number of time the file experienced Postrelease faults.

RQ2: What variables have signif-

icant loading factors linked

to every latent variable?

In the Code Characteristics, variables are methods per class (weight

regression β= 0.75), Average Statements per method (β= 0.43),

and Average Complexity (β= 0.46). In the Change Request, vari-

ables are Bugfixes (β= 0.43), Refactorings (β= -0.01), and Devel-

opers (β= 0.20). In the Code Change, variables are Code Churn

(β= 0.98), Average Changeset (β= 0.14), and Age (β= -0.09).

RQ3: What latent variable has

the highest direct impact on

software bugs?

Change Request

LV

Change request LV has the highest impact on Postrelease bugs (β =

0.66). Also, the Change Request LV impacted the Code Change

with a path coefficient = 0.51.

RQ4: Does any latent variable

have an indirect effect on

software bugs, and what is

its impact?

Yes Code Characteristics LV has an indirect effect on Postrelease bugs

through change request LV, estimated at 0.08.

6.2, and (3) highly correlated under every latent variables were removed and all correlation

coefficients are under 0.7. Also, we used 500 bootstrap samples to present the 2.5% lower

and 97.5% upper values of regression outer weights of all independent variables, as shown in

Table 6.2.

Structural models are validated by checking the multicollinearity level of VIF of all ex-

ogenous latent variables. Low VIF of independent variables lead to low VIF at the structural

models. All VIF values of the structural models are reported in Table 6.4, which shows that

all VIF are very low and suggest that no multicollinearity issue is detected. Additionally,

structural models require measuring the R2 of all endogenous latent variables. As shown

in Table 6.5, R2 values are presented for each structural model, which indicates the vari-

ance explained by every endogenous latent variable. The number increases as the more

latent variable and more independent variables are added to the model. Additionally, the

bootstrapping is required to be used to assess path coefficients with a minimum number of

bootstrap sample of 500.
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6.4 Threats to validity

The objectives of this research were clearly defined at the beginning. We measured what

we intended to measure in this chapter. Also, all terms, variables, and methods were clearly

defined for this study. Additionally, we analyzed the data to remove redundant variables to

use the effective ones and the proper data for the study. These steps were taken to avoid

threats to construct validity. Other variables can be included in the SEM. However, with

included variables we achieved a good fit to the observed data.

The objective of internal validity is to ensure the quality of the data. The data were

extracted in the lab, and all processes that could ensure the quality of the data were taken into

account, including a sanity checks of different variables and manual inspection of randomly

selected files to check whether the metrics are correct fo these files.

Conclusion validity can be violated by not applying statistical tests properly or using

the wrong test. For that reason, we ensured that all tests were used properly to ensure the

correctness of the results. We assessed the level of normality of our data, and based on

that, we selected the proper estimation method using the PLS-SEM path modeling that can

tolerate the level of skewness of the data. PLS-SEM allows more importantly exploratory

study.

Threats to external validity can happen when generalzability is claimed. The results of

this work hold for Eclipse project Europa release. Our future work will include building

SEM models using other datasets to explore the generalzability of the results.

6.5 Conclusion

In this chapter, we introduced the causality method to the field of software fault proneness

for the first time. We used a combination of statistical and regression approaches to building

the causal model for the Eclipse project using a static code and change variables. We applied

the PLS-SEM due to the nature of our data and the need to use a formative variable,

and to the exploratory support for studies that exist in the PLS-SEM path modeling. We

presented measurement and structural models based and find the direct and indirect cause
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from several paths led to the Postrelease bugs. We found that code characteristics latent

variable has the direct and indirect effect to Postrelease bugs. The indirect effect of the code

characteristics has 100% higher than the direct effect to Postrelease bugs. Change request,

represented by Bugfixes, Refactorings, and the number of Developers, had the largest effect

to the Postrelease bugs. Code change (represented by Code Churn, Average Changeset, and

Age) had a small effect on the Postrelease bugs.

Future work in this area includes applying this method on other projects to explore the

generalzability. Additionally, applying the same methodology in other areas of software en-

gineering, such as effort estimation, is necessary. Further, applying the method to different

sets of variables is important, as is applying this on different phases of the software develop-

ment cycle. Additionally, the future work will explore the applicability of BN to this type

of work.
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Chapter 7

Conclusion

This dissertation is focused on explanatory, prediction, and causality approaches in soft-

ware engineering. Specifically, we developed a methodology that can be used by software

practitioners to explain and quantify the effect of confounders and their interactions on post

release fault proneness. Besides their capabilities to explain software fault proneness, we ex-

plored the prediction performance of the explanatory models. Furthermore, we proposed a

methodology to deal with software development data, building categorical models to under-

stand and predict the software development efforts. Last but not least, we used a structural

equation modeling (SEM) to explain causal relationships between independent confounders

and software fault proneness.

For the first explanatory work, we used a case-control study for the first time in the

field of software engineering, on software fault proneness data sets. We used static code

and change confounders to model the Eclipse and Apache projects. We ensured that no

high correlation existed among all independent confounders considered in the explanatory

model. We also included the interactions of confounders in the model and ensured that

multicollinearity did not exist. Then, we eliminated insignificant interactions and moved on

to remove insignificant confounders based on backward hierarchal elimination process. The

final models of all Eclipse and Apache projects were statistically tested for goodness of fit.

Change confounders, such as Bugfixes, Age, Developers, and Code Churn, were statistically

significant. In contrast, static code confounders were not statistically significant in most

software projects. We compared the results across projects for consistency and exploring
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generalizability. We found consistent results of some confounders and interactions across

many projects. The following main results are of interest to software project managers.

Since bugfixes significantly affect the Postrelease bugs, software practitioners should pay

attention and improve the pre-release bug fixing process. Also, more Developers seemed

to increase the risk for Postrelease bugs. However, more Developers assigned in bug fixing

process seemed to be helpful and reduce the risk of Postrelease bugs. Also, new files with

more Developers seemed to increase the risk of software faults.

It was important to measure the prediction performance of the models that were initially

built for the explanatory purpose. Therefore, we measured and reported the performance

of all explanatory models. Furthermore, we compared their performances with other top-

performing, widely used classifiers used for software fault proneness prediction. We found

that the prediction of the explanatory models was not statistically significant different than

other classifiers. In addition, we used a classifier based on group lasso regression for the

first time in this area. We found that this classifier performed similarly to the most other

classifiers.

Second, this dissertation provided an explanatory work in the area of software develop-

ment effort. The work involved confounder selection based on earlier findings, and correlation

and association tests. Confounders were discretized to multiple levels. The study applied the

categorical regression algorithm and included confounders and interactions of confounders.

The models were tested for multicollinearity before proceeding to eliminate insignificant in-

teractions and confounders based on hierarchal backward elimination methodology. The

final model was statistically tested for goodness of fit. In addition, performances of the final

models were measured and compared with related works. Also, we measured the classifica-

tion performance of each level of software development effort, which measured the likelihood

of the effort levels to be predicted at the correct class. We used ISBSG, Desharnais, and

Maxwell data sets for the software development effort. Our results in the area of software

development effort are useful to software projects managers and practitioners. In ISBSG

dataset, a reasonable increase in the effort was observed as the size of the project changed

from level 1 to 2, from level 2 to 3, and from level 3 to 4. However, the time spent to develop

the project (i.e., duration) considerably increased the effort when it changed from level 2 to
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3 (i.e., from 4 to 6 months duration to 7 months and higher duration), which indicated that

the duration is more critical than the size of the project. Similarly, we found that assigning

a team with a high number of Developers considerably affected the effort, especially when

the team size exceeded 15 persons per task.

Lastly, we conducted a causality study based on the structural equation modeling tech-

nique, which involved a combination of statistical tests and regression analysis to find the

causal effect to software fault proneness. We used Eclipse’s Europa release as a case study

for this work and involved static code and change confounders. Confounders were selected

and latent variables were constructed based on exploratory factor analysis. We ensured the

correlation among confounders within the same latent variable, and we tested the variance

inflation factors of all confounders to eliminate multicollinearity. The final structural models

contained four latent variables and eight confounders. The final causal model was statis-

tically tested for goodness of fit using the most common statistical tests of this area. In

addition, direct and indirect effects were observed from latent variables to the response con-

founder. The results from the causality analysis are very important because they are related

to latent variables and measured the direct and indirect causes of many latent variables.

Specifically, we found that code characteristics metrics did not heavily contribute directly to

Postrelease bugs. The indirect effect between code characteristics and Postrelease bugs was

higher than the direct effect. The results also indicated that changing the code (adding and

deleting lines to the source file) did not heavily contribute to Postrelease bugs. The largest

cause of Postrelease bugs was coming from the change requests, especially from the number

of Bugfixes and number of Developers.

Future work will include extracting more and different types of confounders for the areas

of software fault proneness and software development effort. Furthermore, we will explore

the possibility to apply categorical regression on software fault proneness by discretizing the

number of faults to several levels. In addition, we plan to explore the use of causality studies

on other software projects of software fault proneness, as well as to apply the causality
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analysis in software development effort area and in other areas of software engineering. Last

but not least, future work may consider data sets from software projects that use different

life cycle models and how these models affect the software fault proneness and software

development effort.
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