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Abstract

This Master Thesis presents a novel approach for indoor acoustic source localization using microphone
arrays, based on a Convolutional Neural Network (CNN) that we call the ASLNet. It directly estimates
the three-dimensional position of a single acoustic source using as inputs the raw audio signals from a set
of microphones. We use supervised learning methods to train our network end-to-end. The amount of
labeled training data available for this problem is however small. This Thesis presents a training strategy
based on two steps that mitigates this problem. We first train our network using semi-synthetic data
generated from close talk speech recordings and a mathematical model for signal propagation from the
source to the microphones. The amount of semi-synthetic data can be virtually as large as needed. We
then fine tune the resulting network using a small amount of real data. Our experimental results, evaluated
on a publicly available dataset recorded in a real room, show that this approach is able to improve existing
localization methods based on SRP-PHAT strategies and also those presented in very recent proposals
based on Convolutional Recurrent Neural Networks (CRNN). In addition, our experiments show that the
performance of the ASLNet does not show a relevant dependency on the speaker’s gender, nor on the
size of the signal window being used. This work also investigates methods to improve the generalization
properties of our network using only semi-synthetic data for training. This is a highly important objective
due to the cost of labelling localization data. We proceed by including specific effects in the input signals
to force the network to be insensitive to multipath, high noise and distortion likely to be present in real
scenarios. We obtain promising results with this strategy although they still lack behind strategies based
on fine-tuning.

Keywords: Acoustic source localization, microphone arrays, deep learning, convolutional neural
networks.
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Chapter 1

Introduction

The only way to do great work is to love what you do. If
you haven’t found it yet, keep looking. Don’t settle.

Steve Jobs

One of the main tasks in the field of human-machine interaction, with a tremendous impact in other
applied fields, is to know the position of human beings that interact within an environment [3–5]. Non-
invasive technologies are preferred in this context, avoiding the need of wearable devices for localization.
The two main non-invasive techniques used in indoor localization systems are those based on video and
acoustic sensors. These modalities can be used together or separately to perform this task. Figure 1.1
shows a non-invasive localization system based on video and audio sensors. In particular, there is a vast

Figure 1.1: Example of a multimodal localization system [1]. Note that the red circles shows where the
microphone arrays are located.

amount of research focused on obtaining the position of any acoustic source that appears in a scene
from a set of microphones placed in the environment. This is known as the Acoustic Source Localization
(ASL) problem and it is very challenging, mainly due to the presence of reverberation and noise. Most of
existing ASL methods try to estimate the Direction of Arrival (DOA) of the source. Other works obtain
the source elevation and azimuth and just a few of them get the exact position of the acoustic source in
space. The latter is the object of interest in this Thesis. The ASL problem has also a high impact on
many domains, such as speech enhancement, beam-forming techniques or people indoor tracking.
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Nowadays, the vast majority of ASL works focus on locating human beings or other acoustic sources in
indoor environments using two main approaches: i) model-based methods, which use mathematical models
to relate the audio data with the source position and ii) learning-based methods, based on learning
a regression function to obtain the source position directly from the raw audio data. Outdoor ASL
remains an open problem, where most of the methods fail due to the non-linear effects of outdoor sound
propagation, which is caused by the presence of wind, high noise and distortion. In particular, this Master
Thesis focuses on indoor ASL and proposes a method based on modern Deep Learning techniques. The
main goals of this Thesis are detailed next.

1.1 Goals

This Thesis focuses on methods for indoor ASL using a set of microphone arrays, which will record the
acoustic signals that occur in a known room. The main objective of this work is to develop a learning-
based localization method capable of improving the accuracy of current state-of-the-art methods. To
this end we propose a Convolutional Neural Networks (CNN) architecture, hereinafter ASLNet, which is
trained end-to-end to solve the localization problem. The inputs are the raw audio signals from the set
of microphones and the output is the position of the speaker in Cartesian coordinates with respect the
room’s coordinate origin. A simple scheme of the proposed system is shown in figure 1.2.

Figure 1.2: Simple scheme of the proposed system.

We train our network in two stages. In the first stage we use a phonetic corpus Albayzin [6] and an
audio propagation model to create a large semi-synthetic dataset for training our network. In the second
stage we use domain adaptation [7,8] techniques to adapt our network to a real data dataset [1] recorded
at IDIAP research institute. These two stages are necessary due to the scarcity of the real data available
for this task. We also study how well our network is capable to generalize only training from semi-
synthetic data, which can be made virtually as larger as needed, to work under real data conditions. To
this end this Thesis also include several data augmentation methods and simulation techniques in order
to improve the performance of our network with real data when only synthetic data is used for training.
In all our experiments we use as baseline the results obtained with the Steered Response Power (SRP)
[9] method, which is one of the most popular within the field of ASL, as well as with a state-of-the-art
method proposed in [10].

1.2 Document organization

The rest of this document is organized in the following chapters:

• State-of-the-art: it describes previous works in ASL methods. It begins by defining the concept
of Time Difference Of Arrivals (TDOA), on which most conventional methods are based, to finally
introduce the concept of deep learning and the Artificial Neural Network (ANN).
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• Proposed system: this chapter details the topology of the designed network, the training strate-
gies that will be carried out, as well as the different processes of synthetic data generation that have
been implemented.

• Experimental work and results: it shows the experiments that have been carried out to verify
the performance of the proposed method.

• Conclusions and future work: this chapter shows the conclusions and the future lines of research.

• Appendices: the document includes two additional appendices that reflect the budget necessary
to carry out this work as well as the necessary tools and resources.





Chapter 2

State-of-the-art

Tell me and I forget. Teach me and I remember.
Involve me and I learn.

Benjamin Franklin

In the existing scientific literature there are several proposals that address the ASL problem. We distin-
guish between model-based methods and learning-based methods. Model-based methods, also known as
classic methods, use signal propagation mathematical models, signal processing techniques, and optimiza-
tion methods to recover the source localization information from the audio signals. Examples of these
techniques are the methods based on estimating time delays [11–15], beamforming techniques [9, 16–18]
and high-resolution spectral-estimation [11, 17]. Learning-based methods estimate an unknown mathe-
matical function from training data that directly relates the solution of the ASL problem with the audio
signals [19,20]. Recently, deep learning methods have been proposed to solve this problem showing very
promising results [2, 21].

2.1 Model-based methods

Inside this category there are three main approaches to solve the ASL problem: time delay estimation
methods, beamforming methods and high-resolution spetral-estimation methods. We describe them in
detail in the following subsections.

2.1.1 Time delay

Methods based on time delay estimate the location of the acoustic source that has emitted the signal
by estimating the phase shift between the recorded signals. The phase shift is directly related with the
TDOA [11–15] between signals arriving to different microphones. Given the TDOA, there exist hyperbolic
trilateration methods which obtain the three-dimensional position of an acoustic source. Time delay
methods are also referred to as indirect methods or two-step localization methods because they first
obtain the TDOA and then compute the position of the source via trilateration. Next, we explain in
detail how to estimate position of an acoustic source from the TDOA of several pairs of microphones, as
well as one of the most used methods for estimating TDOA, known as GCC [22].
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2.1.1.1 Time Difference of Arrival

Localizing a source given the TDOA measurements between pairs of microphones has been extensively
used in the field of ASL. Given an unknown punctual acoustic source at position s = (xs, ys, zs)> and
N microphones at known positions mn = (xn, yn, zn)> with n = 1 . . . , N , the TDOA between the signal
emitted by the source and received in a pair of microphones is defined as

∆τ(s,mn,mk) = 1
c

(‖ mn − s ‖ − ‖ mk − s ‖), (2.1)

where ‖ · ‖ denotes the Euclidean norm, c is the sound propagation velocity (343 m
s at 20 ◦C) and

∆τ(s,mn,mk) is the TDOA between position s and the microphone pair, measured in seconds. From
equation 2.1, we can deduce the possible locations of the acoustic source s that correspond to the same
TDOA, which are arranged in the form of hyperboloid of revolution as it is shown in figure 2.1.

(a)
(b)

Figure 2.1: Geometry of the constant TDOA measurements for a source s and a given microphone pair
(a) 3-D hyperboloid, (b) 2-D hyperbola (obtained by intersecting the hyperboloid with a plane).


x2

a2 − y2

b2 − z2

b2 = 1

a = c∆τ(s,mn,mk)
2

b =
√
f2 − a2

(2.2)

Each additional pair of microphones generates a new hyperboloid that passes through the acoustic source
position, as shown in figure 2.2. Therefore, using additional pairs can be used to obtain the current
position of the acoustic source, that lies at the intersection of all the hyperboloids.

2.1.1.2 Generalized Cross-Correlation

The GCC method is one of the most used to estimate the TDOA of two signals recorded from a given
pair of microphones. Basically it is based on the fact that when correlating the signals recorded by
two microphones from the same source, the maximum of the correlation is at the TDOA between the
microphones. Formally, given an unknown source s, the signal recorded by a microphone can be expressed
in the frequency domain as

Mn = Hn S +Nn, (2.3)

where Hn is the Room Impulse Response (RIR) between the source and the nth microphone, S is the
signal emited by the source and Nn is a white gausian noise included in the signal by the microphone.
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(a) (b)

Figure 2.2: Geometry of the constant TDOA measurements for a source s and two given microphone
pairs (a) 3-D hyperboloid, (b) 2-D hyperbola (obtained by intersecting the hyperboloid with a plane).

Taking into account only the effects due to propagation, avoiding the reverberation and other undesired
effects of the environment, the signals recorded by a pair of microphones are related by a phase shift.
Therefore the signals could be expressed asMn = S +Nn

Mk = S e−jω∆τ(s,mn,mk) +Nm.
(2.4)

The GCC of two signals is given by the expression

RMn,Mk
(∆τ) = F−1 {MnM

∗
k} , (2.5)

where F−1 is the inverse of the Fourier Transform. Assuming that Nm and Nn are mutually uncorrelated
and white, the result of equation 2.5 is approximately a shifted version of the self-correlation of S by the
amount of TDOA that exists between both signals (see figure 2.3). Therefore, in general the TDOA can
be estimated based on where the maximum of the GCC function is located:

∆̂τ(s,mn,mk) = argmax
∆τ

RMn,Mk
(∆τ). (2.6)

For instance, given two signals where one is a distorted and delayed version of the other, they are received
at the microphones with a TDOA around the 2.2ms. We perform the GCC function and the result is
shown in figure 2.3. We observe that the maximum peak is located at ∆̂τ(s,mn,mk) ≈ 2.2ms.

A variant of this algorithm widely used in the state-of-the-art is the so-called GCC-PHAT algorithm,
which performs the same process as GCC with the difference that a Phase Transform (PHAT) [22] filter
is applied to the correlated signals. The PHAT filter normalizes the modulus of the signal spectrum,
leaving the phase untouched.

2.1.1.3 Trilateration from TDOA

Hyperbolic trilateration algorithms estimate the source position ŝ = (xŝ, yŝ, zŝ)> from a set of TDOA
measurements in different microphone pairs. Usually this goal is achieved by minimizing the mean squared
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Figure 2.3: Result obtained by GCC for the two signals shown.

error between the estimated TDOA and its predicted value given the source and microphone positions.

ŝ = arg min
s

(
Nm∑
n=1

Nm∑
k=i+1

(‖ ∆̂τn,k −∆τ(s,mn,mk) ‖)), (2.7)

where ∆̂τn,k is the estimated TDOA from the (m,n) pair of microphones. Popular algorithms for
minimizing the cost equation 2.7 are based on gradient descend methods, such as Gauss-Newtown [23]
or Levenberg Marquardt [24]. This type of techniques do not achieve good performance in highly noisy
and reverberant environments, due to the distortion that occurs during TDOA estimation. Another
phenomenon to be taken into account is that to solve the TDOA equations for the three Cartesian
coordinates, at least three measurements of TDOA are needed, which means that at least three pairs of
microphones are needed.

2.1.2 Beamforming

Beamforming techniques [16] estimate the position of the source by sampling a set of possible spatial
locations and computing a beamforming function at each location. This approach chooses the source
location that maximizes a statistic, that is maximum when the target position matches the source location.

Formally, consider an unknown acoustic source at the position s = (xs, ys, zs)> and a set of N
microphones, where the nth microphone is located at mn = (xn, yn, zn)>. A signal recorded by the nth

microphone can be expressed in frequency domain as

Rn = Hn S +Nn, (2.8)

where S is the signal emited by the acoustic source s, Hn is the RIR between the source and the nth

microphone and Nn is the additive non-correlated noise signal for this microphone.

We denote by bf(q, r,m) the beamforming function. It takes as arguments the set of signals r =
[R1, R2, · · · , RN ]> received by the microphones, the set of microphone positionsm = [m1,m2, · · · ,mN ]>,
and a virtual source position q = (x, y, z). The value of bf(q, r,m) is a scalar that represents the coherence
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of the virtual position q with respect to the received signals and microphone positions, being maximal if
q is equal to the source true position s. The output of the beamforming function is also usually identified
as some sort of acoustic power of the virtual source. Based on the beamforming function we can estimate
the position of an acoustic source ŝ as

ŝ = argmax
q

bf(q, r,m). (2.9)

The most commonly used beamforming functions are the SRP and the Minimum Variance Distortionless
Response (MVDR) which are described below. A simple example of this kind of techniques is given in
figure 2.4 where the beamforming function is sampled at a uniform grid of two-dimensional positions,
usually called the acoustic map, using two pairs of microphones (seen as blue and green points in the
map). We can see that the ideal hyperbolas that correspond to the acoustic source (seen as dashed blue
and green lines) correspond to ridges in the beamforming function. The estimation of the acoustic source
will be the area with higher acoustic power. In this example it is identified as a red circle. Note that it
is also the place where the two hyperbolas intersect.

(a) (b)

Figure 2.4: Example of an acoustic map for a source s and two given microphone pairs. (a) Difference
between the ideal hyperbolas, (b) Estimation of acoustic source position.

The maximization of the beamforming function can be based on different strategies. The most popular
method is to uniformly sample the beamforming function where each point of the grid corresponds to
a position where the beamforming is steered at. The source position is then obtain by a simple search
mechanism. This method is the simplest to implement, but also the one with the highest computational
cost and its accuracy directly depends on the grid size. Another widely used strategy is the so-called
Stochastic Region Contraction (SRC) [25], where several random points are defined within a search
region. Depending on where the greatest power is located, the region is reduced iteratively until finding
the acoustic source. This search method is fast, but its convergence to an accurate solution is not
guaranteed.

2.1.2.1 Steered Response Power

The SRP technique [13, 16, 17, 26], which is the simplest beamforming method, uses the signal power
received when the microphone array is steered in the direction of a specific location. This acoustic power
at one point is calculated as the sum of the GCC value of the signals along all the microphones, according
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to the TDOA existing between them. SRP-PHAT1 is a widely used algorithm for speaker localization
based on SRP. It was first proposed as such in [9], and is a beamforming based method which combines
the robustness of the steered beamforming methods with the insensitivity to signal conditions afforded
by the PHAT filtering, which is used to weight the incoming signals. The advantage of using PHAT [22]
is its resistance to reverberation and room conditions [27].

Following [28], the value of the acoustic power at point q, according to the SRP-PHAT beamforming,
is defined by the expression

srp(q, r,m) =
N∑
n=1

N∑
m=1
F−1

{
Rn R

∗
m

| Rn | | R∗m |

}
(∆τ(qk,mn,mm)), (2.10)

where Rn and Rm are the received signals at the microphones mn and mm in the frequency domain. The
the operator (·)∗ means the conjugated of (·) and thus the term RnR

∗
m is the GCC function in frequency

domain of the signals arriving at the microphones. ∆τ(qk,mn,mm) denotes the TDOA between the
position qk and the microphones mn and mm. The expression (| Rmj | | R∗m′

j
|)−1 corresponds to the

PHAT filtering used as a weighting function by the SRP algorithm, and it is usually applied so that the
algorithm only uses the phase information to determine the location of the source [10,18,29,30].

2.1.2.2 Minimum Variance Distorsionless Response

The MVDR beamformer [20,31,32] is a well-known beamforming tecnique which is aimed at minimizing
the energy of noise and sources coming from different directions, while keeping a fixed gain on the desired
position. This method is more robust against noise if compared to other algorithims as SRP, but in
the other hand, it exhibits problems when facing reverberant environments. The MVDR beamforming
function is defined as

mvdr(q, r,m) = ω(q,m)f (q, r,m), (2.11)

where ω(q,m) is the weighting function and f (q, r,m) is the beamformer itself. As in the case of SRP, the
best performance is obtained when the GCC function is used as f (q, r,m). On the other hand, ω(q,m)
is a weighting function which, in addition, is capable of minimizing noise with respect to the signal that
contains the information.

As shown in [31], the optimal value of the weighting function to guarantee the minimization of the noise
in the signal, is that which satisfies that ω(q,m) is an steering vector of the form ω(q,m) =

(
‖mm−q‖
‖mn−q‖

)2
,

being the ‖ · ‖ operator the Euclidean norm. According to the above, the expression 2.11 of the MVDR
beamformer can be rewritten as

mvdr(q, r,m) =
N∑
n=1

N∑
m=1
F−1

{(
‖mm − q‖
‖mn − q‖

)2
(Rn R∗m)

}
/∆τ(q,mn,mm)). (2.12)

Comparing SRP-PHAT with MVDR, the former is more robust to reverberation while the latter has
more immunity to environmental noise.

2.1.3 High-resolution spetral-estimation

Methods based on spectral estimation of the signal, like the popular Multiple Signal Classification (MU-
SIC) algorithm [33–36], exploit the spectral decomposition of the covariance matrix of the incoming
signals to improve the spatial resolution of the algorithm in the case of multiple sources. The basic idea

1From now on, SRP-PHAT and SRP will be used interchangeably with the same meaning
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of this algorithm is to find the steering vector orthogonal to the null space of the spatial spectral density
matrix of the signals recorded by the Nm microphones. Following equation 2.8, the self-correlation of
the received signal Rn is defined as

Cr = E[RnRHn ] =
∑
r

(λrVrV Hr ), (2.13)

where λr is the rth eigenvalue and Vr is its corresponding eigenvector. The MUSIC spectral density value
at position q is given by the following expression

SMUSIC(q) = 1

aH(q)
(

Nm∑
r=Ns

VrV
H
r

)
a(q)

. (2.14)

In order to accurately know the spectral density value at a given position, a steering vector a(q) is
needed of the form a(q) =

(
1, e−j

ωsq
cN , e−j

2ωsq
cN , · · · , e−j

(N−1)ωsq
cN

)
, with ωs as the sampling pulsation, c

as the sound propagation velocity and N as the total length of the recorded signal. According to this,
an steering power map can be built in a similar way as SRP map. However, unlike SRP and similar
approaches, MUSIC assumes the signals to be incoherent. Unfortunately, in real scenarios with speech
sources and reverberation effects, the incoherence condition is not fulfilled, making the subspace-based
techniques problematic in practice.

2.2 Learning-based methods

In the past few years, deep learning approaches [37] have taken the lead in different signal processing and
machine learning fields, such as computer vision [38,39] and speech recognition [40–42], and, in general, in
any area in which complex relationships between observed signals and the underlying processes generating
them need to be discovered.

The idea of using neural networks for ASL is not new. Since the early nineties, works such as [43–45]
proposed the use of neural network techniques in this area. However an evaluation on realistic and
extensive data sets was not viable at this time, and the proposals were somehow limited in scope. With
the advent and huge increase on applications of deep neural networks in all areas of science, and mainly
due to the sophisticated capabilities and more careful implementation details of network architectures
and the availability of advanced hardware architectures with increased computational capacity, promising
works have been proposed also for ASL [2,21,46–51]. The main differences between the different proposals
using neural networks for ASL reside in the architectures, input features, the network output (target),
and the experimental setup (using real or simulated data).

In the following sub-sections the bases of the Artificial Neural Networks (ANNs) will be explained,
going into detail in the Convolutional Neural Networks (CNNs), as well as some applications for the task
of ASL that make use of them.

2.2.1 Fundamentals of neural networks

The operation of a classical neuron is shown in figure 2.5. It takes an input vector and perform the
weighted sum of its components, adding a bias to the result. The result is passed through a non-linear
function or activation function. The parameters of the neuron are the weights of the weighted sum and
the bias parameter. There are different types of activation functions such as the sigmoidal, hyperbolic
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Figure 2.5: Scheme of operation of an artificial neuron.

tangential, ReLU, LeakyRelu or softmax functions, but without a doubt the most common today, within
the neural networks, is the ReLU acivation. Figure 2.6 shows some of the most common activations.

(a) (b) (c)

Figure 2.6: Examples of activation functions, sigmoidal (a), hiperbolic tangential (b) and ReLU (c).

An ANN is formed by connecting multiple neurons, all at different levels or layers, with a predefined
number of neurons per layer. Likewise, there are three main types of layers based on the function they
perform.

• Input layer: they are used to receive the input data, which is usually normalized.

• Hidden layers: they are located between the input layer and the output layer. There is no fixed
number of these layers in a neural network, so they can vary between no layer up to a large number
of layers. They are formed by different neurons, all of them interconnected. The connection between
neurons is the topology of the network.

• Output layer: provides the data corresponding to the solution estimated by the network, which
has been processed by the previous layers.

In figure 2.7 a possible scheme of an ANN is shown as well as where the three types of layers mentioned
above would be located. As has been said, each of the layers that form the neural network are composed
of a set of neurons. The most appropriate number for each case is not a trivial decision, since the
combination of hundreds or millions of them can make it easier to solve more complex problems, but it
also entails the need for more processing time and resources to obtain more solution.

Once defined the basic functions that are developed in the ANN, it is important to mention the
concept of training. This process is used to adjust the weights of each of the neurons that forms the
network so that it performs a specific function. In the case of supervised learning, it is necessary to define
a data set that is representative of the problem to be solved, which is called the training set. This set
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Figure 2.7: Scheme of a neural network.

can be of any nature (image, audio, ...). All the data used for training must be accompanied by its target
outputs the network has to reproduce.

One of the most important concepts when training a neural network is the loss function (mean squared
error, mean absolute error, binary cross entropy, ...) that calculates the error that exists between the
output estimated by the network and the targets associated with the input data. The learning algorithm
is based on minimizing the loss function in terms of the network weights. The most common optimization
strategy is based on gradient descent via back propagation [52,53].

2.2.2 Convolutional neuronal networks

The CNNs have acquired in the last years great importance in several fields of science. These networks,
whose origin dates back to 1989, differ from the classic networks in the inclusion of layers of a particular
type of neuron, whose mathematical function is based on discrete convolution with a set of Finite Impulse
Response (FIR) filters.

Convolution operations are especially well suited for processing signals with different temporal or
spatial dimensions, such as audio signals or images. In addition, and in comparison with traditional
networks, the number of parameters required by convolutional layers does not grow with the temporal
dimensions of the input. The restricted number of parameters and convolution characteristics contribute
to the construction of deep neural networks that operate more easily with signals of any dimension.

Figure 2.8 shows the differences in the layers used with respect to the classic networks, shown in figure
2.7. In this case, the CNNs are mainly formed by three different types of layers: the convolutional layers,
the pooling layers and the fully connected layers, which are detailed below.

Figure 2.8: Scheme of a convolutional neural network.
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2.2.2.1 Convolutional layer

This layer is fundamental within the CNNs. In these layers, the input is composed of a tensor where
temporal dimensions (duration of the audio sample) or spatial (height and width of an image) and the
depth dimension (channels) are distinguished. The filters that are defined in those layers consist of kernels
of a size generally lower than the one of the input which match in terms of the depth dimension. The
output depth of the convolutional layer coincides with the number of filters. As a simple example, given
an image, represented by the two-dimensional matrix I and a K kernel with dimensions N and M , the
convolution operation is expressed as

S(i, j) =
∑
∀m∈M

∑
∀n∈N

I(i−m, j − n) K(m,n). (2.15)

This example is graphically represented in figure 2.9. Convolutional layers have a lower number of

Figure 2.9: Convolution layer example.

parameters than those required by classical neurons for the same input and output dimensions. In
addition these layers learn characteristics of the input data regardless of the time or place in which they
appear in the input. This idea arises from the fact that if a specific characteristic is exploited to give a
type of output, this characteristic can always be used regardless of where it occurs.

Finally, it is important to detail the important hyperparameters which are responsible for determining
the output volume of the layer:

• Depth: it represents the number of filters used in that layer. Normally this paramenter is repre-
sented by D.

• Filter size: it defines the dimensions of the filter used to perform the convolution. In the case of
images, the filters are two-dimensional, while in the case of audio they are usually one-dimensional.
This hyperparameter is represented as F .

• Stride: it specifies the displacement that the filter used has to make throughout the input samples.
If the stride takes the value of S = 1, this implies that the filter slides sample to sample along the
entire input, if it had a value of S = 2, the filter would be applied every two samples and so on for
each stride value.
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• Zero-padding: it is used to fill the input data with zeros. This technique allows the convolutional
layer to control input and output dimensions. It is usually represented by P .

Knowing the dimensions of the input data and the value of the aforementioned hyperparameters, the
output data dimension Wout are given by the expression

Wout = Win − F − 2P
S

+ 1, (2.16)

where Win represents the input data dimensions.

2.2.2.2 Pooling layer

The pooling layers perform various types of operations (maximum, average, L2 norm, ...), by which a
subset of the input data of the layer is passed to a single value. This layer operates in the manner shown
in figure 2.10, where it slides along the input data and performs the operation for the selected set (in
this case, obtain the maximum) and enters it into the output data of the layer. This layer has only

Figure 2.10: Max-pooling layer example.

the size of the pooling (equivalent to the filter size of the convolutional layer) and the applied stride
as hyperparameters. The depth of the exit remains the same as that of the entrance and the output
dimensions are defined as

Wout = Win − F
S

+ 1, (2.17)

In which Win and Wout represent the dimensions of the input and output data of the layer respectively.

2.2.2.3 Fully connected layer

This type of layers perform an operation similar to the layers of classical neurons. They are characterized
mainly by having connections to each and every activation of the previous layer. Figure 2.11 shows a
graphical example of a fully connected layer. There are other types of layers that are used when designing
the architecture of a network and we have only covered a few of them.

2.2.3 Tipical optimizers

The training of a CNN is based on updating the model weights proportionally to a learning rate by
computing its gradient according to a loss function (Mean Absolute Error, Mean Square Error, Cross
Entropy, . . . ) that relates the error committed between the output data and the desired one, and then
back-propagate it from the last layer to the previous ones until reach the first layer of the model. This
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Figure 2.11: Fully conected layer example.

process is handled by what is known as optimizer and in the state-of-the-art there are several of them.
In this subsection only the Stochastic Gradient Descent (SGD) and the ADAM optimizer are described
since they are the most used by the scientiic community.

2.2.3.1 SGD

The SGD optimizer [52] is the simplest one in the state-of-the-art and is based on updating the model
weigths of the iteration t according to the gradient of used loss function L(Θi) for the ith layer of the
model. As an example, using the Squared Error as the loss function, the gradient of the ith layer will
be computed as ∇L(Θi) = ∇(Θ>i xi − yi)2 where ∇(·) is the gradient operator, yi is the desired output
data of the ith layer, Θi are the weights of the ith layer and xi is the input data, so Θ>i xi defines the
estimated output data of the ith layer. The simplified updating weight process of the SGD optimizer is
defined in equation 2.18 with η as a fixed learning rate, t the actual iteration and t− 1 the previous one.

Θt,i = Θt−1,i − η∇L(Θt−1,i) (2.18)

The value of the fixed learning rate is a critical hyperparameter of the model due to a large value
of it can make the model to not converge properly and a short value can make it to converge in a local
minimum, being this a non-optimal solution. Althougth this is a robust method and widly used by the
scientific community, it has its inconvenients. It is a slow algorithm in terms of convergence and has and
strong dependence on the learning rate.

2.2.3.2 ADAM

The ADAM optimizer [53] is the natural evolution of the SGD optimizer. As it is commented above, one
of the inconvenients of the SGD algorithm is the dependence on the learning rate value. The following
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expression defines the ADAM algorithm

Θt,i = Θt−1,i − ηt f (L(Θt,i)) , (2.19)

which is identical to the equation 2.18 with the exception of the η parameter and how they compute the
loss function gradient (f (L(Θi))). The ADAM optimizer dynamically updates the learning rate at each
iteration. The process of updating the learning rate is described in equation 2.20 where β1, β2 ∈ [0, 1)
are two hyperparameters. Usual values are β1 = 0.9 and β2 = 0.999.

ηt = η0

√
1− βt2

1− βt1
(2.20)

In ADAM the first and the second moment of the loss function are computed and then used to update
the weights. This function is defined in equation 2.21 where mt,i is the first moment of the loss function
at the tth iteration of the ith layer, vt,i is the second moment of the loss function at the tth iteration of
the ith layer. 

mt,i = β1mt−1,i + (1− β1)∇L(Θt,i)

vt,i = β2 vt−1,i + (1− β2)∇2L(Θt,i)

f (L(Θt,i)) = mt,i√
vt,i

(2.21)

The ADAM algorithm is well suited for problems with a large amount of data or parameters and is also
suitable for non-stationary problems due to its adaptive condition. It is also faster in terms of convergence
than SGD.





Chapter 3

Proposed System

Believe and act as if it were impossible to fail.

Goethe

3.1 Introduction

This chapter describes the proposed solution to the ASL problem using deep learning methods, the
databases used for training and the training strategy.

3.2 Problem Statement

The proposed system obtains the position of an acoustic source from the audio signals recorded by a set
of arrays of microphones formed entirely by M microphones. Given a coordinate origin as a reference,
the position of the source is defined by the three-dimensional coordinate vector s = (xs, ys, zs)>. The
positions of the microphones are known and are defined by the coordinate vector mi = (xi, yi, zi)> with
i = 1, . . . ,M . The audio signal captured by the ith microphone is denoted by ri(t). The signal is
discretized with a sampling frequency fs, which is defined as ri[n]. For simplicity it is assumed that ri[n]
is composed of N samples. This corresponds to an audio window of duration W = N

fs
, which is one of

the system’s hyper-parameters.

The problem to be solved is to find the following regression function f :

ŝ = f(r1, r2, . . . , rM ,m1,m2, . . . ,mM ), (3.1)

that obtains the position of the speaker given the signals recorded by the microphones, where ŝ is the
estimation of the speaker position and ri = (ri[0], ri[1], . . . , ri[N − 1])> is the vector with all the samples
recorded by the ith microphone. In classical approaches, f is found assuming that the signals received
by the different microphones principally differ by a delay that depends on the relative position of the
source with respect to the microphones. In any case, this assumption is not met in environments where
the signal suffers from random noise and distortions, such as multi-path or reverberations. Due to the
aforementioned effects, and the random nature of the audio signal, the regression function of the equation
3.1 can not be estimated analytically, so this work presents a learning approach to obtain directly f using
deep learning tecniques. f can be represented using a CNN which is learned end-to-end from the signals
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of the microphones. In the system it is assumed that the position of the microphones is fixed, so the
condition of knowing them from equation 3.1 will implicitly be learned by the network by means of the
following regression problem:

ŝ = fnet(r1, r2, . . . , rM ), (3.2)

where fnet denotes the function to be represented using the CNN, whose topology is described in next
section.

3.3 Network topology

The topology of the proposed neural network is shown in figure 3.1. This network follows the structure
of a five-layer convolutional encoder connected to a fully-connected blocks. According to the equation
3.2, the inputs of the network are the set of the windowed signals of the microphones and the output of
the network corresponds with the estimated position of the acoustic source. Due to the purpose of the
network to perform an acoustic source localization, this will be called from now on as ASLNet (Acoustic
Source Localization Network). Table 3.1 shows the number of filters used in the proposed topology, as

Figure 3.1: ASLNet topology.

well as their size. For the first two layers, 96 filters of size 7 are used. For the rest of the layers 128 filters
are used in each layer, where in layers 3 and 4 each filter is of size 5 and in the last one they are size 3.
As shown in figure 3.1, some of the layers are followed by a max-pooling layer with the same pool size
as the filters of its corresponding convolutional layer. The last two layers are fully-connected, the first of
which is a hidden layer with 500 nodes and the second is an output layer with 3 nodes, corresponding
to the x, y and z coordinates provided by the network. All the convolutional layers are followed by a
ReLU activation whereas activation function of the output layer is a sigmoid function. During training,
the fully-connected hidden layer has a dropout factor of 50% to prevent overfitting. The size of the input

Layer # Filters Filter Size
Convolutional Layer 1 96 7
Convolutional Layer 2 96 7
Convolutional Layer 3 128 5
Convolutional Layer 4 128 5
Convolutional Layer 5 128 3

Table 3.1: Used convolutional layers summary.

varies depending on the time window used (80 ms, 160 ms or 320 ms). Therefore, three different models
are generated where the only change is the dimensions of the input layer, leaving the rest of the layers
unchanged.
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3.4 Datasets

In the proposed work, two databases have been used. The first of them consists of a series of recordings
inside an anechoic room and will be used to generate a semi-synthetic dataset. The second database
is used both for testing and for fine-tuning and it is recorded in a realistic indoor environment. Both
databases are explained below in more detail.

3.4.1 The semi-synthetic dataset: Albayzin Phonetic Corpus

The Albayzin Phonetic Corpus [54] consists of 3 sub-corpora of 16-bit signals recorded at 16 kHz by 204
Spanish speakers in a professional recording studio using high quality near-speech microphones. This
dataset is used to generate semi-synthetic data as described in section 3.5.1.1. Of the 3 sub-corpora,
only the so-called phonetic corpus [6] is used, consisting of 6800 fully balanced audio files, where each of
the 204 different voices appear. Of all those files, 4800 (164 balanced voices) are intended for training
while 2000 (40 balanced voices) are used as validation as is shown in table 3.2. The characteristic of the
fonetical balance converts this dataset into the ideal one to generate the semi-synthetic data.

# Files # Voices
Train Validation Train Validation

Female 2400 1000 82 20
Male 2400 1000 82 20
Total 4800 2000 164 40

Table 3.2: Albayzin phonetic corpus dataset summary.

3.4.2 The real dataset: IDIAP AV16.3 Corpus

The IDIAP AV16.3 [1] dataset is an audio-visual corpus recorded in the Smart Meeting Room of the
IDIAP research institute in Switzerland. This database is composed of several audio and video sequences
with a wide range of experimental conditions and sampled synchronously at 16 kHz. The sequences
are assigned an annotation file that contains the real positions (3D coordinates) of the speaker mouth,
which will be taken as ground truth at the time of testing or performing the fine-tunning. The main
characteristics of the sequences used are shown in table 3.3.

As mentioned before, all the sequences used have been recorded in IDIAP Smart Meeting Room, which
according to [55] is a rectangular room of dimensions 3.6m×8.2m×2.4m with a rectangular table placed
in the center of it with dimensions 4.8m×1.2m×0.73m. On the surface of the table there are two circular
arrays of microphones of 0.1m radius. Each of them is composed of 8 microphones uniformly distributed,
as shown in figure 3.2c. The centers of both arrays are separated by a distance of 0.8m and the midpoint
between them is considered as the origin of system coordinates. The layout of the room shown in figure
3.2 is taken into account not only when generating the semi-synthetic dataset detailed in section 3.5.1.1,
but also when it comes to representing the results. For all the experiments carried out in this thesis, we
use the microphone set up shown in figure 3.2c.

1Height refered to the speaker mouth.
2For windows of 320 ms, 160 ms and 80 ms respectively.
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Sequence Average
speaker
height
(cm) 1

Duration
(seconds)

Number of
GT frames 2

Description

seq01-1p-0000 54.3 208 279/556/1113 A single indian male speaker, static
while speaking, at each of 16 loca-
tions. The speaker is facing the mi-
crophone arrays

seq02-1p-0000 62.5 171 301/601/1202 A single european female speaker,
static while speaking, at each of 16
locations. The speaker is facing the
microphone arrays.

seq03-1p-0000 70.03 220 325/650/1300 A single european male speaker,
static while speaking, at each of 16
locations. The speaker is facing the
microphone arrays.

seq11-1p-0100 53.5 33 542/1083/2165 A single european male speaker,
making random movements while
speaking, and facing the arrays.

seq15-1p-0100 79.5 36 491/981/1962 A single european male speaker,
walking around while alternating
speech and long silences. No con-
straints.

Table 3.3: IDIAP AV16.3 corpus used sub-dataset summary.

3.5 Training strategy

In the state-of-the-art there are very few databases with exact labeled locations and those that do exist
have very little data available. Normally the DOA or elevation and azimuth of the acoustic source is
labeled. Due to this, one of the main objectives of this line of research is to achieve a CNN based method
that is able to estimate the position of the acoustic source having been trained only with semi-synthetic
data, that is, with audio sequences that have not been recorded in the room in which the method is being
applied.

In the specific case of this work, the amount of data available in IDIAP’s AV16.3 database [1] to
properly train the CNN model is limited. To solve this problem it has been decided to carry out two
different training strategies. The first one is based on a two-phase training, where the following two steps
are defined:

• Step 1: The CNN model is trained with semi-synthetic data. The speech recordings of the Albayzin
Corpus dataset [54] are used to generate simulated acoustic sources in a random position within
a virtual environment that corresponds to the geometry of the IDIAP Smart Meeting Room [55].
The acoustic characteristics of the environment (specific types of noise, noise levels, etc.) have also
been taken into account when generating the semi-synthetic dataset.

• Step 2: The CNN model is fine-tuned with data recorded in a realistic environment. Starting from
the model weights obtained in step 1 as initialization, the network is trained with a reduced set of
data from the IDIAP AV16.3 database [1].

The second proposed training strategy is to train the network only with semi-synthetic data in order
not to depend on any real database. To do this, the Albayzin Corpus dataset is again used to generate the
virtual signals recorded by the microphones. In this case, the generation process will be more elaborated
than in the first strategy.
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(a) (b) (c)

Figure 3.2: IDIAP Smart Meeting Room Layout. (a) Simplified top view of the IDIAP Smart Meeting
Room, (b) A real picture of the room extracted from a video frame, (c) Microphone setup used in this

proposal.

The loss function used to train the network, in any of the two defined strategies, is the mean square
error between the real 3D position labeled (si) and the estimate given by the CNN model (ŝi), following
the expression:

L(Θ) = 1
Ns

Ns−1∑
i=0
| ŝi − si |2, (3.3)

where Θ represents the weights of the network. The equation 3.3 is minimized as a function of unknown
weights using iterative optimization based on the SGD algorithm [56]. The solution weights (θ ∈ Θ) are
finally obtained once a stop criterion is reached in the optimization.

3.5.1 Training strategy 1

As mentioned brefore, the first proposed training strategy consists of two phases. A first phase based on
semi-synthetic data followed by a fine-tuning stage using real data.

3.5.1.1 Semi-Synthetic Dataset Generation

In this training phase, the audio signals of the Albayzin Phonetic Corpus [54] are used to generate a large
semi-synthetic dataset. Note that many other phonetic corpora are available for this task (distributed
free or commercially). With this method we generate Ns random position vectors uniformly distributed
to cover all the physical space of the room. Each generated position is associated with an audio signal,
which is synthetically propagated to each of the microphones. In order to realistically simulate the signals
received in the microphones from a given source position, two main issues have to be considered:

• Signal propagation considerations: this is affected by the impulse response of the target room.
Different alternatives can be used to simulate this effect, such as convolving the anechoic signals
with real room impulse responses, such as in [47], which can be difficult to acquire for general
positions in big environments, or by using room response simulation methods, such as the image
method [57] used in [18] for this purpose.

• The acoustic noise conditions of the room and the recording process conditions: these
can result from additional equipment (computers, fans, air conditioning systems, etc.) present in
the room, and from problems in the signal acquisition setup. They can be addressed by assuming
additive noise conditions and selecting the noise type and acoustic effects that should be preferably
estimated in the target room.
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With respect to the first issue we use a simple model delaying the signals according to the distance between
the source and the microphones. We use a sub-sample delay algorithm based on phase shifting the Fourier
Transform of each signal. This simulation model does not consider other environmental effects such as
reverberations and multi-path echos. Due to this, it is not necessary to know any specific characteristics
of the room (position of the walls, materials of them, furniture, etc) except for the position where the
microphones are located. The process described above for the signal received at the ith microphone is
defined as follows: ri = gi F−1{X �Di}

Di =
(

1, e−j
ωsdi
cN , e−j

2ωsdi
cN , · · · , e−j

(N−1)ωsdi
cN

)
,

(3.4)

where i ∈ [0, Nm − 1], F−1 denotes the Inverse Fast Fourier Transform (IFFT), � operator is the element-
wise product operator, ωs = 2πfs being fs the sample frequency used to record the signals, c is the sound
propagation velocity (343ms at 20◦C), di is the Euclidean distance between the acoustic source and the ith

microphone, N is the signal total length and gi ∈ [0.01, 0.03] is a gain factor applied to the ith microphone
signal. Factor gi creates random gain fluctuations between the microphones. This is important so that
the network learns to focus its attention at the phase information of the signals rather than the amplitude.
It was intended that these random amplitudes would also help to tackle the effects of the non-isotropic
directionality of the microphones in the real case.

Regarding the second issue, the noise and disturbances in the signals arriving to the microphones have
been simulated so that the signal-to-noise ratio and the spectral content of the signals were as similar as
possible to those found in the real data. In the IDIAP Smart Meeting Room, a spectrogram-based analysis
showed that the recordings were contaminated with a tone at around 25Hz in the spectrum which does
not appear in anechoic conditions. This was probably caused by some electrical noise captured by the
recording hardware. The frequency of this tone actually varied in a range between 20Hz and 30Hz.

Therefore, the signals has been contaminated with an additive tone of a random frequency in this
established range, and they also have been contaminated with white Gaussian noise:

riη = ri + ks sin(2πfo
fs

n+ φo) + kη ηwgn, (3.5)

where ks is a scaling factor for the contaminating tone signal (similar to the tone amplitude found in the
target room recordings, 0.1 in the specific case), fo ∈ [20, 30]Hz, φo ∈ [0, π] rad, ηwgn is a white Gaussian
noise signal, kη is a noise scaling factor to generate signals with a similar Signal to Noise Ratio (SNR)
to that found in the target room recordings (SNR ∈ [1, 30] dB) and n ∈ [0, N − 1]] is the sample index
of the microphone signal. After this procedure was applied, signals similar to the shown in figure 3.3
are generated and the semi-synthetic signal data set is ready to be used in the neural network training
procedure.

3.5.1.2 Fine Tuning Procedure

The previous step took care of reproducing the simple acoustic characteristics of the microphone array
configuration and the presence of specific types and levels of additive noises, but there are other phe-
nomena, like the presence of diffuse noise and multi-path propagation and reverberation, which are more
complex to simulate as it is said before. In order to introduce these acoustic characteristics from the
target physical environment, we carried out a fine tuning procedure on the network model, using a short
amount of real recorded data in the target room.
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(a)

(b)

(c)

Figure 3.3: Comparison of the selected anechoic signal, the semi-synthetic generated signal and a real
signal captured by a microphone for the temporal window sizes (a) 80 ms, (b) 160 ms and (c) 320 ms.

The fine tuning procedure consisted of training the network with some of the sequences recorded in
the real environment after initializing the network weights obtained from the training phase with the
semi-synthetic data. This is now a standard procedure in the deep learning literature.

3.5.2 Training strategy 2

The second strategy tries to remove the fine-tunning step in order to depend as little as possible on
real labeled data, which involves a high cost. It also allows any geometric configuration to be trained
using synthetic data. To accomplish this objective the generation of the semi-synthetic dataset has to be
more realistic in terms of the signal propagation considerations than the one explained in section 3.5.1.1.
Several data generation methods are proposed, which can be used in a complementary way with each
other.

3.5.2.1 NOISE method

The noise generated so far has been white gaussian noise. However, this type of noise is not a realistic
noise, since the background noise that appears in a recording can contain information about the envi-
ronment in which the microphones are located as well as their response. This is why we can expect that
by introducing realistic noise in the generation of semi-synthetic data, the performance of the ASLNet
model will improve.

To correctly add the real noise to the anechoic signal, firstly, noise sequences have been generated by
selecting fragments of the sequences not used for tests where only background noise appears. Randomly,
fragments of noise sequences are selected and added to the anechoic signal so that a specific SNR is met.
Starting from equation 3.4, this procedure is defined as

riNOISE = ri + kη ∗ ηreal, (3.6)
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where ηreal is the background noise fragment extracted sequence and kη is a multiplicative constant that
ensures a SNR ∈ [1, 30] dB. An example of the signals that are generated with this method is shown in
figure 3.4 where the result is also compared with a similar real signal.

(a)

(b)

(c)

Figure 3.4: Comparison of the selected anechoic signal, the semi-synthetic generated signal and a real
signal captured by a microphone for the temporal window sizes (a) 80 ms, (b) 160 ms and (c) 320 ms.

3.5.2.2 ECHO method

Reverberations that occur within a closed environment are one of the main acoustic effects that affect
the performance of ASL methods. This phenomenon can be precisely simulated by using geometric
algorithms, such as the mirror source [58], or by RIR as in method [59]. However, this process is
dependent on the structure of the room where the acoustic signal is propagated, which is far from our
objective of not depending on a specific room.

Our proposal is to generate data so that the ASLNet network learns to obviate the reverberations. To
achieve this goal, we propose to include several echoes at different instants of time in a random manner
within a specific time frame, so that the virtual distance that the simulated acoustic wave travels is within
realistic ranges. The equation that is used to implement this method is

riECHO = ri +
NE∑
e=1

1
c τernd

F−1
(
Ri[n] e−j

ωs τernd
n

N

)
, (3.7)

where NE ∈ [3, 5] is the number of echoes added to the ith microphone, τernd ∈ [6, 60]ms is the random
delay that suffers the eth echo which is associated to a propagatión distance c τernd ∈ [2, 20]m with
c = 343m/s (at 20oC), Ri is the signal recorded by the ith microphone in the Fourier space, ωs is the
sampling pulsation and N is the total length of the signal.

Finally, an example of a simulated signal next to a real signal is shown in figure 3.5.

3.5.2.3 PHASE method

Another effect to take into account is the phase distortion that occurs in the signal as it propagates
through the environment. Also keep in mind that this phase distortion is more pronounced the higher
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(a)

(b)

(c)

Figure 3.5: Comparison of the selected anechoic signal, the semi-synthetic generated signal and a real
signal captured by a microphone for the temporal window sizes (a) 80 ms, (b) 160 ms and (c) 320 ms.

the frequency of the signal. To simulate this phenomenon, a statistical study of the IDIAP AV16.3
database has been carried out, where the variances have been estimated for each one of the 1kHz
frequency bins analyzed in such a way that these phase variances are applied to the anechoic signals
of the Albayzin Corpus databaset. Physically, this process is equivalent to adding an uncertainty to the
position from which the acoustic signal is virtually propagated, due to the non-linear processes that occur
in this process. The proposed method is formally defined as follows

riPHASE = F−1
(
Ri[n]� e−jωφ[n]

)
, (3.8)

where Ri is the signal recorded by the microphone i in the Fourier space, [�] is the element-wise operator
and ωφ is the vector with each frequency bin pulsation variance.

An example of the result of applying this method to an anechoic signal is shown in figure 3.6 as well
as the shape of a signal recorded in the real room.

3.5.2.4 PHAT method

This method is based on PHAT filtering the input signals of the network. The PHAT filter is defined in
[22] and involves normalization of the signal spectrum modulus. Starting from equation 3.4, this process
is formally defined as

riPHAT = F−1
(

Ri
| Ri |

)
+ kη ηwgn, (3.9)

where Ri is the Fourier Transform of the signal recorded by th ith microphone only taking into account
the signlas delays due to propagation, | · | is the module operator, ηwgn is a white Gaussian noise signal
and kη is a noise scaling factor to generate signals with a similar SNR to that found in the target room
recordings (SNR ∈ [1, 30] dB).

After applying this technique, the results obtained in figure 3.7 can be observed, as well as a comparison
with a real signal. In this case, it is observed that the PHAT filter produces semi-synthetic signals that
are closer to the filtered real signals.
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(a)

(b)

(c)

Figure 3.6: Comparison of the selected anechoic signal, the semi-synthetic generated signal and a real
signal captured by a microphone for the temporal window sizes (a) 80 ms, (b) 160 ms and (c) 320 ms.

(a)

(b)

(c)

Figure 3.7: Comparison of the selected anechoic signal, the semi-synthetic generated signal and a real
signal captured by a microphone for the temporal window sizes (a) 80 ms, (b) 160 ms and (c) 320 ms.



Chapter 4

Experimental work and Results

If you can dream it, you can do it.

Walt Disney

4.1 Introduction

This chapter details the conditions on which the two proposed training strategies have been tested. It
also describes the general characteristics for the experimental set up as well as the error metrics used
when comparing the proposal of this work with other state-of-the-art methods. Finally, the experimental
results obtained will be presented.

4.2 Training and Fine Tuning Details

As described in section 3.5, two different training strategies have been defined. The first one involves a
two step process where semi-synthetic data is used for training followed by fine tuning with real data. The
second one involves only semi-synthetic data for training and includes some effects in the data generation
process that improve generalization of the network.

Semi-synthetic data generation has been described in subsections 3.5.1.1 and 4.5.5 depending on the
strategy. In both cases a set of three-dimensional positions qi are randomly generated with uniformly
distributed values in the intervals qix ∈ [0, 3.6]m, qiy ∈ [0, 8.2]m and qiz ∈ [0.92, 1.53]m that correspond
to the possible distribution of the position of a speaker’s mouth in the IDIAP room [1].

Regarding the optimization strategy of the loss function defined in the equation 3.3, the ADAM
optimizer [53] was used during 200 epochs with a batch size of 100 samples. The learning rate of the
ADAM optimizer has been set to α = 10−3 while all other parameters have been set following the
recommendations of [53] (β1 = 0.9, β2 = 0.99 and ε = 10−8). A total of 7200 different frames of input
data per epoch have been generated randomly during this phase. Another 800 samples data has also
been generated as validation data with which to establish a stop condition.

The experiments are carried out with three different lengths of time windows (80ms, 160ms and
320ms) and the training phase in strategy one is run once per window length, obtaining three different
network models. In each training 200 audio recordings are chosen randomly where 40 windows are
extracted from each audio, also randomly. In the same way, 200 acoustic source position vectors (qi)
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randomly generated, so that each position generates 40 audio windows, all extracted from the same
recording. The training phase in strategy two follows the same procedure but it is only carried out with
the 320ms time window. For the fine-tuning phase, detailed in subsection 3.5.1.2, sequences seq11 and
seq15 are mainly used, which are characterized by the appearance of a single speaker moving throughout
the room while speaking. The ADAM optimizer is also used in this case to perform the fine-tuning,
setting the learning rate to a value α = 10−4 while the rest of the parameters are configured according
to the recommended values.

As will be described in section 4.5, experiments will also be carried out by performing fine-tuning
with the sequences seq01, seq02 and seq03 in a complementary way after the fine-tuning performed with
the seq11 and seq15 sequences.

4.3 Experimental Setup

In this work a simple configuration of arrays of microphones is used to evaluate our proposal in a restricted
environment, as was done in [10]. We use the microphones 1, 5, 11 and 15 of the 16 available in the
IDIAP dataset, grouped into two pairs of microphones. This configuration is the same as the one selected
in [10] to provide two pairs of orthogonal microphones. This configuration is shown in the figure 3.2c in
which, the microphones with the same color belong to the same pair. The result related to the length
of the acoustic frame has been evaluated for 80ms, 160ms and 320ms to accurately assess the impact of
acoustic time resolution on the localization results.

We evaluate whether our ASLNet can be competitive compared to other traditional localization
methods. In particular we use for comparison a standard SRP-PHAT method and the strategy proposed
in [10], which will be referred to as GMBF. This GMBF method is based on fitting a generative model
to the GCC-PHAT signals using sparse constrains, achieving a significant improvement over the IDIAP
dataset [10,60]. The fitting procedure of the GMBF method does not require training, as opposed to the
ASLNet approach.

The experiments carried out in this work are divided into 5 phases, where the first 4 correspond
to the results obtained after the first strategy of training described in section 3.5.1 and the fifth phase
corresponds to the second strategy described in section 4.5.5. Each of the phases is summarized below:

• First experiment: the ASLNet network is trained only with semi-synthetic data from scratch.
The results obtained are compared with those provided by SRP-PHAT and GMBF, which are taken
as baseline.

• Second experiment: the improvement of performance with respect to the baseline is evaluated
when a single sequence is used for the fine-tuning procedure where only one speaker in movement
appears throughout the room.

• Third experiment: the impact it has on the baseline is evaluated by using two different sequences
where a single speaker appears in the fine-tuning process of the network.

• Fourth experiment: the performance is evaluated, with respect to the baseline, that has the
fine-tuning process in the network when using sequences where a single speaker appears both in
motion and in static.

• Fifth experiment: each of the proposed methods for generating semi-synthetic data are compared,
in terms of error, against that used for the training strategy one.
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Finally, we provide a comparison between our proposal and that described in [2], for which the authors
kindly provided the source code [61].

4.4 Evaluation Metrics

The ASLNet approach obtains a set of spatial coordinates ŝk =
(
ŝkx , ŝky , ŝkz

)> that are estimates of the
current position of the speaker’s mouth at the time instant k. These positions are compared, in terms of
Euclidean distance, with the actual position of the speaker’s mouth, sk =

(
skx , sky , skz

)> (ground truth).

All the experiments are evaluated adopting the same metric used in [10] and developed under the
CHIL project [62]. It is known as MOTP and is defined as

MOTP =

Np∑
k=1
| sk − ŝk |2

Np
[m] , (4.1)

where Np denotes the total number of position estimations along time, ŝk the estimated position vector,
and sk is the labeled ground truth position vector. Both the results obtained by the ASLNet approach
as well as by the GMBF method will be compared with SRP-PHAT through the metric of the relative
improvement of MOTP, which is defined below:

∆MOTP
r = 100× MOTPSRP−PHAT −MOTPproposal

MOTPSRP−PHAT
[%] (4.2)

4.5 Results and Discussion

In this section all the results obtained for each of the four experiments proposed will be exposed according
to the defined metrics. In addition, specific conclusions of them will be given.

The first experiment carried out, as mentioned above, consists in checking the performance of ASLNet
after having been trained only with semi-synthetic data. It will be compared against the results obtained
by the SRP-PHAT and GMBF algorithms. Finally, all the results obtained in this experiment will
be considered as the baseline to quantify the improvement of the method proposed in the successive
experiments.

4.5.1 Experiment 1: Baseline Results

The baseline results for the sequences seq01, seq02 and seq03 are shown in table 4.1, where the best
results for each of the analyzed window sizes are highlighted in bold font. The table shows the results
obtained by the standard algorithm of SRP-PHAT (columan SRP), the alternative proposed by [10]
(column GMBF) and the proposal of this work after training only with semi-synthetic data (column
ASLNet).

The main conclusions obtained after the baseline results are the following:

1. The MOTP values improve as the frame size increases, as expected. The larger the length of the
time window, the better the correlation values will be. The best average values of MOTP for the
SRP-PHAT method are around 76cm, and for the GMBF method around 59cm.
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80ms 160ms 320ms
SRP GMBF ASLNet SRP GMBF ASLNet SRP GMBF ASLNet

seq01 MOT P (m)
∆MOT P

r

1.020 0.795 1.615 0.910 0.686 1.526 0.830 0.588 1.464
22.1% −58.3% 24.6% −67.7% 29.1% −76.4%

seq02 MOT P (m)
∆MOT P

r

0.960 0.864 2.124 0.840 0.759 1.508 0.770 0.694 1.318
10.0% −121.3% 9.6% −79.5% 9.9% −71.2%

seq03 MOT P (m)
∆MOT P

r

0.900 0.686 1.559 0.770 0.563 1.419 0.690 0.484 1.379
23.8% −73.2% 26.9% −84.3% 29.9% −99.9%

Average MOT P (m)
∆MOT P

r

0.957 0.778 1.763 0.836 0.666 1.481 0.760 0.585 1.385
18.7% −84.3% 20.4% −77.1% 22.9% −82.3%

Table 4.1: Baseline results.

2. The GMBF method achieves very relevant improvements with respect to SRP-PHAT, on the other
hand, the ASLNet proposal (which has only been trained with semi-synthetic data so far) shows a
behavior that is far from reaching the performance of SRP-PHAT or GMBF.

The results obtained reflect that there are other effects in the signal that are only present in the
real data, such as reverberations, which may be affecting the network since they are not considered
in the generation of training data. This can be approached by introducing realistic simulations of the
propagation of the acoustic wave or by indirect techniques that induce the network to ignore or take into
account these effects.

4.5.2 Experiment 2: Fine-tuning with a moving sequence

The second experiment uses additional training data from the IDIAP room (different from those used for
testing) to fine tune the ASLNet weights trained with the semi-synthetic dataset. Specifically, to carry
out this first experiment, sequence 15 of the IDIAP dataset has been used for fine-tuning. Table 4.2 shows
the results obtained for the GMBF method as well as for the ASLNet network (column ASLNet-ft15).

80ms 160ms 320ms
GMBF ASLNet-ft15 GMBF ASLNet-ft15 GMBF ASLNet-ft15

seq01 MOT P (m)
∆MOT P

r

0.795 0.875 0.686 0.833 0.588 0.777
22.1% 14.2% 24.6% 8.5% 29.1% 6.4%

seq02 MOT P (m)
∆MOT P

r

0.864 0.839 0.759 0.801 0.694 0.731
10.0% 12.6% 9.6% 4.6% 9.9% 5.1%

seq03 MOT P (m)
∆MOT P

r

0.686 0.835 0.563 0.806 0.484 0.734
23.8% 7.2% 26.9% -4.7% 29.9% -6.4%

Average MOT P (m)
∆MOT P

r

0.778 0.849 0.666 0.813 0.585 0.746
18.7% 11.3% 20.4% 2.8% 22.9% 1.8%

Table 4.2: Results for the fine tuned with sequence seq15.

These results show that the ASLNet network behaves similarly to the SRP-PHAT algorithm, with
the network being, for the most part, slightly better. In any case, ASLNet is still behind the GMBF
method in all but one case.

The main conclusion of this experiment is that the fine-tuning process is able to satisfactorily com-
plement the previous training of the network with semi-synthetic data, getting the network to obtain
a comparable and slightly better performance to SRP-PHAT. In particular, the following points are
relevant.

1. The amount of data used for the fine-tuning process has been reduced, consisting only of a sequence
of 36 seconds.
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2. The speaker that appears in the scene used moves while speaking. This is contrary to the sequences
used in the test, in which the speaker is static. It follows that, from this sequence, the network is
able to extract enough information from the environment which favors a better estimation of the
acoustic source in the test process.

3. The improvements obtained in the ASLNet network decrease as the size of the time window used
increases. This suggests that the speed at which the speaker moves has an effect on the training,
adding an uncertainty to the estimate the greater the time window used.

4. The speaker that appears in the sequence used for the fine-tuning is a male. The sequences used
for the test show considerable diversity in terms of nationality and gender. Despite this, the results
obtained show homogeneity, so it seems that the network does not show any dependence on these
factors, unlike some other methods.

In spite of the relevant improvements with the fine-tuning approach, they are still far from making this
method suitable for further competitive exploitation in the ASL scenario (provided we have the GMBF
alternative), so the next experiment aimed to increase the amount of fine tuning material. Finally, as a
justification of the fine-tuning process, the test has been carried out to train the network from scratch
with the same sequence as that used in fine-tuning. The results obtained are shown in table 4.3 where it
can be seen how the training process with semi-synthetic data and fine-tuning with a real sequence gets
a better performance.

80ms 160ms 320ms
ASLNet-t15 ASLNet-f15 ASLNet-t15 ASLNet-f15 ASLNet-t15 ASLNet-f15

seq01 MOT P (m)
∆MOT P

r

1.009 0.875 0.949 0.833 1.0009 0.777
1.1% 14.2% −4.3% 8.5% −21.6% 6.4%

seq02 MOT P (m)
∆MOT P

r

0.807 0.839 0.767 0.801 0.807 0.731
15.9% 12.6% 8.7% 4.6% −4.8% 5.1%

seq03 MOT P (m)
∆MOT P

r

0.935 0.835 0.911 0.806 0.936 0.734
−3.9% 7.2% −18.3% −4.7% −35.7% −6.4%

Average MOT P (m)
∆MOT P

r

0.915 0.849 0.875 0.813 0.916 0.746
4.3% 11.3% −4.6% 2.8% −20.6% 1.8%

Table 4.3: Results for the ASLNet proposal, either trained from scratch with sequence seq15 (columns
ASLNet-t15) or fine tuned with sequence seq15 (columns ASLNet-f15).

4.5.3 Experiment 3: Fine-tuning with two moving sequences

The third experiment carried out only is based on increasing the amount of data used for the fine-tuning
process of the ASLNet network. To do this, two sequences of the same nature will be used (seq15 and
seq11 ) where a single speaker will appear moving throughout the room while speaking. These sequences
differ from each other in that the speakers that appear are different, the paths they follow and the speed
at which they move.

Table 4.4 shows the results obtained for the GMBF method and the ASLNet network after performing
the fine-tuning process.

In this case, further improvements have been achieved with respect to using only the sequence 15 for
the fine-tuning process. There is only one case in which ASLNet does not exceed the performance of SRP-
PHAT. In any case, the conclusions drawn in this experiment, in addition to the additional improvement,
are similar to those in experiment two.
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80ms 160ms 320ms
GMBF ASLNet-f15+11 GMBF ASLNet-f15+11 GMBF ASLNet-f15+11

seq01 MOT P (m)
∆MOT P

r

0.795 0.805 0.686 0.750 0.588 0.706
22.1% 21.1% 24.6% 17.6% 29.1% 14.9%

seq02 MOT P (m)
∆MOT P

r

0.864 0.809 0.759 0.716 0.694 0.712
10.0% 15.7% 9.6% 14.8% 9.9% 7.5%

seq03 MOT P (m)
∆MOT P

r

0.686 0.792 0.563 0.732 0.484 0.692
23.8% 12.0% 26.9% 4.9% 29.9% −0.3%

Average MOT P (m)
∆MOT P

r

0.778 0.802 0.666 0.732 0.585 0.703
18.7% 16.2% 20.4% 12.4% 22.9% 7.5%

Table 4.4: Relative improvements over SRP-PHAT for method GMBF and the ASLNet fine tuned with
sequences seq15 and seq11

4.5.4 Experiment 4: Fine-tuning with moving and static sequences

The last proposed experiment consists in adding to the fine-tuning process of the experiment network
three sequences where a single static speaker appears. To ensure that the network uses different data
at the time of training (including fine-tuning) and testing, the sequences for test and fine-tuning have
been distributed as shown in table 4.5, while in table 4.8 the results obtained after the training phase
according to the commented method are shown.

Test sequence Fine tuning sequences
seq01 seq15 + seq11 + seq02 + seq03
seq02 seq15 + seq11 + seq01 + seq03
seq03 seq15 + seq11 + seq01 + seq02

Table 4.5: Fine tuning material used in the experiment corresponding to table 4.8

80ms 160ms 320ms
GMBF ASLNet-f15+11+st GMBF ASLNet-f15+11+st GMBF ASLNet-f15+11+st

seq01 MOT P (m)
∆MOT P

r

0.795 0.607 0.686 0.540 0.588 0.485
22.1% 40.5% 24.6% 40.7% 29.1% 41.6%

seq02 MOT P (m)
∆MOT P

r

0.864 0.669 0.759 0.579 0.694 0.545
10.0% 30.3% 9.6% 31.1% 9.9% 29.2%

seq03 MOT P (m)
∆MOT P

r

0.686 0.707 0.563 0.617 0.484 0.501
23.8% 21.4% 26.9% 19.9% 29.9% 27.4%

Average MOT P (m)
∆MOT P

r

0.778 0.664 0.666 0.581 0.585 0.511
18.7% 30.3% 20.4% 30.0% 22.9% 32.4%

Table 4.6: Relative improvements over SRP-PHAT for the GMBF method and the ASLNet fine tuned
with the sequences described in table 4.5

The main conclusions obtained from the results shown in table 4.8 are the following:

1. The ASLNet network exhibits much better behavior than the GMBF method for all window sizes
tested. The average absolute improvement over SRP-PHAT for the ASLNet proposal is 10 points
higher than GMBF, reaching 32.8% in the case of the neural network and 22.9% in the case of
GMBF.

2. The effect of adding static sequences has proven to be beneficial, as expected. This improvement
is mainly due to the fact that the positions where each of the sequences is generated are similar
(although not identical) where the height, position and gender of the speaker are varied. This has
led the network to focus on the key acoustic characteristics of these regions, thus improving the
location estimate.
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3. The improvement obtained is significant and is obtained through the cost of adding new real se-
quences to the fine-tuning process. In any case, this extra cost is still reasonable, since all the
material used for the fine-tuning process has a reduced duration of 400 seconds on average.

Finally, to summarize, figure 4.1 shows a comparison of the average error of MOTP for SRP-PHAT,
GMBF and the proposal of this work called ASLNet.

Figure 4.1: MOTP error results for SRP-PHAT, GMBF and ASLNet for experiments 1, 2, 3 and 4 (for
all window sizes).

According to the results obtained by the proposed network, clearly the greatest contribution in terms
of improvement is due to the use of fine-tuning sequences with real data (experiments 2, 3 and 4). It
should be noted that these improvements are independent of the height and gender of the speaker that
appears in the scene. On the other hand, it can be assumed that this proposal makes a contribution to
the current state of the art of the ASL task.

4.5.5 Experiment 5: Comparison between proposed methods of semi-
synthetic data generation

As it is commented in section 3.5.1.1, the dataset generator process used in the previous experiments
is very simplistic. We propose in this experiment a much richer semi-synthetic data generator using all
effects detailed for training strategy 2 in section . We refer to them as NOISE, ECHO, PHASE and
PHAT. After performing the corresponding training for each one of the semi-synthetic data generation
methods proposed with a time window of 320ms, the results shown in table 4.7 have been obtained where
the best one for each sequence is highlighted in bold font as well as the best average MOTP error.

It can be observed that in all the proposed methods, the performance of the ASLNet trained with
the semi-synthetic generation method described in strategy one are significantly improved. We obtain an
average an improvement of 24 cm for the worst case, corresponding to the ECHO method and of 46 cm
for the best, corresponding to the PHASE method. Figure 4.2 shows a comparative graph of the error in
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Test sequence ASLNet ASLNetNOISE ASLNetECHO ASLNetPHASE ASLNetPHAT

seq01 1.464 1.056 1.072 0.936 1.010
seq02 1.318 1.043 1.193 0.938 0.982
seq03 1.379 1.025 1.164 0.906 0.973

Average 1.385 1.041 1.145 0.926 0.987

Table 4.7: Comparison of the MOTP [m] errors obtained by training only with semi-synthetic data
generated with the methods proposed in 3.5 for a 320ms used time window.

the estimation of the location of the acoustic source for all semi-synthetic data generation methods, as
well as for the SRP-PHAT algorithm and for GMBF described in [10].

Figure 4.2: MOTP error results for SRP-PHAT, GMBF and ASLNet for experiment 5 for a 320ms time
window.

In this case it can be observed how none of the proposed methods improve neither the SRP-PHAT
algorithm nor the GMBF. However, an improvement is observed when using more complex data generation
methods, especially in those that act on the phase of the signals generated, instituting a possible future
line focused on this particular aspect.

4.5.6 Comparison with other deep learning methods

In this section, we also provide a comparison between our proposal and a recent deep learning ASL
method known as SELDnet [2], for which the source code is available in [61]. SELDnet is a Convolutional
Recurrent Neural Networks (CRNN) architecture that uses the signal spectrum of the audio signals as
inputs (phase and magnitude components of the spectrogram calculated on each audio channel) and is
able to deal with multiple overlapping sound events.

SELDNet generates two different outputs:

• Classification output: The first output of the SELDnet is able to classify the sound events among
a list of classes for each consecutive frame in the input audio signals.

• Regression output: The second output estimates the DOA vector detected on each of the con-
secutive frames in the audio input. This vector is parametrized as the x, y, and z axis coordinates
of the DOA on a unit sphere around the microphone, which is claimed to lead to a network that
learns better than one that uses a parametrization based on angles.
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As suggested by the authors, we used the default values of the SELDnet design parameters regarding
the feature extraction, network model, and training process, and in order to carry out the comparison
with our method, the following issues were taken into account:

• SELDnet uses an audio window for each microphone and extracts consecutive overlapped frames
to compute the spectral components that are used as inputs. To compare this with our network,
we performed experiments with different windows sizes: 80ms, 160ms and 320ms.

• Due to the fact that we used sequences of audio where only a single speaker appeared simultaneously,
we assigned the same label (“speech”) to all the audio windows used for training.

• We needed SELDnet to infer the x, y, z coordinates of the target source, instead of the DOA
vector. This only required us to change the target output during training, as the network model
does not change it at all. Our spatial coordinates were also normalized in the interval [?1, 1] which
is compatible with the regression output of the SELDnet. The final output coordinates were again
denormalized back to metric coordinates to proceed with the MOTP calculations.

• We followed the same experimental procedure as in our proposal (initial semi-synthetic training
followed by fine tuning) in a resource-restricted scenario using only two microphone pairs. The
experimental conditions were those for which we got the best performance (included in Table 4.8),
that is, using the testing and fine tuning sequences described in Table 4.5.

Table 9 shows the relative improvements of the proposal in [2] (column SELDnet) and our ASLNet
approach (column ASLNet-f15+11+st) over SRP-PHAT.

80ms 160ms 320ms
SELDNet ASLNet-f15+11+st SELDNet ASLNet-f15+11+st SELDNet ASLNet-f15+11+st

seq01 MOT P (m)
∆MOT P

r

1.037 0.607 1.039 0.540 1.076 0.485
−1.7% 40.5% −14.2% 40.7% −29.6% 41.6%

seq02 MOT P (m)
∆MOT P

r

1.035 0.669 1.003 0.579 0.981 0.545
−7.8% 30.3% −19.4% 31.1% −27.4% 29.2%

seq03 MOT P (m)
∆MOT P

r

1.017 0.707 0.991 0.617 1.020 0.501
−13.0% 21.4% −28.7% 19.9% −47.8% 27.4%

Average MOT P (m)
∆MOT P

r

1.029 0.664 1.010 0.581 1.024 0.511
−7.6% 30.3% −20.7% 30.0% −34.9% 32.4%

Table 4.8: Relative improvements over SRP-PHAT for the strategy in [2] (column SELDNet and the
ASLNet fine tuned with the sequences described in table 4.5





Chapter 5

Conclusions and future work

In this work we have presented the ASLNet, a CNN model for solving the ASL problem from the signals
captured in a set of microphones. It has been shown that this method is quite promising. Regarding the
training strategy, we have proposed a two step approach. We first train the network using semi-synthetic
data and then we follow by fine tuning the network using real data. The results show that our method
greatly improves the state-of-the-art performance, specifically in comparison with SRP-PHAT [9] and
GMBF [10] algorithms. We have shown that this is only possible if enough and rich training data is
available. Due to the fact that labelling localization data is a complex and costly process, we have also
explored the possibility of only using semi-synthetic data for training. We propose strategies to improve
the way we generate the data, including reverberation effects, distortion and realistic noise. Although
we have not improved with this strategy the state-of-the-art [9,10] methods, we have obtained promising
results.

The following future lines derived from this work are proposed:

• Implementation of more complex networks that are capable of exploiting information more efficiently
than our ASLNet network. This network consists of only five convolutional layers and a fully-
connected block. It is expected that a network including more sophisticated layers, such as residual
or recurrent networks, could obtain better performance.

• Discretization the search space in which the network is applied by returning an occupation map
where it is assigned greater likelihood to bounded regions close to the acoustic source. This is
similar to how the SRP algorithm operates.

• Generation of our own database, which would be adapted to the specifications required for the ASL
task.

• Development of a model that is capable of performing the task of ASL in rooms with different
geometry and acoustic properties. This task entails some difficulties, since rooms with different
geometry imply different reverberation effects.

• Development of more realistic and complex semi-synthetic data generation methods. At this point
there is a compromise with the previous point because the simulated signal will be more realistic
the more specific knowledge we have from the target room.

• Implementation of a method that is capable of performing the task of localization in scenarios with
multiple speakers. This topic is very popular today and is very challenging.
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Appendix A

Tools and Resources

The necessary tools and resources for the successful development of this work have been:

• Computer compatible with at least the following features:

Intel Core i7 CPU

4 GB RAM

50 GB free on the hard drive

NVIDIA GeForce GTX 980 GPU

• Operating system based on GNU/Linux

• PyCharm development environment

• Python 2.7.12 version with at least the following packages:

Tensorflow-gpu 1.4.1

Keras 2.1.5

Numpy 1.14.2

SoundFile 0.10.2

matplotlib 2.2.2

scipy 1.0.1

• LATEXdocument preparation system

• GIT version control





Appendix B

Budget

Once the tools and resources necessary for the development of this work have been defined, the budget
necessary to carry out the proposed project can be deducted. In this budget the costs due to hardware,
software and labor will be taken into account.

• Hardware budget

Concept Quantity Unit cost Subtotal

Compatible PC 1 1000 e 1000 e
NVIDIA GeForce 980 GTX GPU 1 437 e 437 e

SubTotal 1437 e

• Software budget

Concept Quantity Unit cost Subtotal

Ubuntu 16.04 LTS OS 1 0 e 0 e
PyCharm IDE 1 0 e 0 e

Python libraries some 0 e 0 e
LATEXIDE 1 0 e 0 e

Git version control 1 0 e 0 e
SubTotal 0 e

• Labor budget

Concept Hours e/ hour Subtotal

Software development 640 50 e 32000 e
Document writing 200 10 e 2000 e

SubTotal 34000 e

• Total budget

Concept Subtotal

Hardware budget 1437 e
Software budget 0 e

Labor budget 34000 e
Total budget 35437 e
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