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1 

 

Abstract—Distributed acoustic sensors (DAS) based on phase-

sensitive optical time-domain reflectometry (φOTDR) have 

demonstrated interesting performance for many applications 

ranging from seismology to pipeline protection. However, the 

sensitivity of traditional DAS relying on coherent detection is 

strongly dependent on the system noise and trace fading points, 

offering poor reliability of the results in the spatial dimension. In 

this manuscript, we evaluate the statistical performance of a 

recently proposed DAS technique, namely, chirped-pulse 

φOTDR, in terms of sensitivity and signal-to-noise ratio (SNR). 

Our results show behavioral trends that significantly differ from 

those of traditional DAS. In particular, the acoustic SNR 

distribution in chirped-pulse DAS is notably narrower than in 

the traditional case, allowing to ensure a large system dynamic 

range across all the points of the optical trace. Hence, chirped-

pulse φOTDR offers localized perturbation detection with very 

high reliability, almost independent of trace fading points, along 

the complete reachable range of the sensor. 

 
Index Terms— Chirp modulation, optical time domain 

reflectometry, phase noise, Rayleigh scattering, remote sensing 

 

I. INTRODUCTION 

URING the last decades, we have witnessed a vertiginous 

technological progress in most aspects of our lives, e.g., 

in civil infrastructures, transportation, communications, 

computing, health, etc. As we benefit from increasingly 

sophisticated structures and systems, it becomes necessary to 

manage and monitor them in a more complex way. The 

pursued paradigm is the use of resourceful technology that 

grants those systems the capacity for automation, self-

monitoring and even self-reparation. The achievement of this 

goal entails an increasing need for faster, higher resolution and 

higher complexity sensing tools, able to determine or even 

predict their state. 
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In this compelling scenario, optical sensors have risen as a 

critical technology with interesting benefits over more 

traditional (electrical) sensors [1-4]. A particular kind of 

optical sensors, namely, distributed acoustic sensors (DAS) 

have recently attracted much attention for their use in a wide 

range of applications, such as health monitoring of civil 

infrastructures, detection of leaks or flow irregularities in oil 

or gas pipelines, monitoring of roads, borders or perimeters, 

and more [4-6]. These sensors behave as an array of virtual 

microphones along the fiber length, i.e., detecting 

perturbations at acoustic frequencies (up to the hundreds of 

kHz regime) in real time, and only separated by the spatial 

resolution [7,8]. In DAS, the optical fiber is both the sensing 

element and the communication channel, allowing for 

immediacy in event detection and a significant reduction of 

the system complexity and cost when thousands of points have 

to be monitored. 

 DAS have experienced a substantial technical development 

in the last few years [9-12]. The principle of operation of DAS 

mainly relies on the Rayleigh scattering occurring along the 

fiber. The use of coherent laser sources allows for the real-

time monitoring of vibrations with high bandwidth, only 

limited by the fiber length (e.g., tens of kHz for a few km), 

and potential for very high spatial resolution (down to the cm-

scale) [12]. Additionally, by using more sophisticated 

implementations, as those including laser frequency sweeping 

or the coherent detection of the backscattered trace, true 

temperature and strain changes can be monitored [13,14].  

Although very promising, the aforementioned 

implementations entail serious shortcomings. Frequency 

sweeping strategies involve a significant increase in the 

complexity of the system and in the measurement time, 

consequently reducing the sensing bandwidth and hence 

hindering the sensing at acoustic frequencies. On the other 

hand, the coherent detection of the received traces is a 

challenging task. First, the optical trace and the local oscillator 

must be coherent along the whole fiber length, either imposing 

the need for extremely high coherent lasers or reducing the 

length range of the sensor. A complete phase characterization 

requires polarization diversity, complicating the sensor 

scheme [15]. Besides, phase detection is severely affected by 

the fading points caused by the interference of Rayleigh 

backscattered light, as well as by phase and amplitude noise in 

the trace, which may lead to very noisy measurement locations 

as well as faulty phase unwrapping [8,9]. Efforts to avoid this 

fundamental problem have been made, but typically at the 

expense of increasing the system computational load and/or 

sacrificing sensing performance [16]. The fact that the phase 
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measurement noise is different across the different trace 

positions implies that the acoustic measurements present 

spatially varying sensitivity along the fiber. Such variations in 

acoustic sensitivity have been theoretically and experimentally 

assessed in detail [8], showing that a long-tail statistical 

distribution of the sensitivity is expectable in any DAS system 

based on coherent detection. The obtained shape of the 

sensitivity distribution has made evident that this kind of 

sensors has unacceptable levels of signal-to noise ratio (SNR) 

in a substantial number of locations.  

A recent work has introduced a novel DAS interrogation 

method that is able to quantify strain and temperature 

variations with no need for laser frequency scanning or 

coherent detection, and simply using direct detection [17]. It is 

based on the frequency-to-time mapping induced by the 

propagation of highly chirped probe pulses. This technique 

offers localized detection of the perturbation (as opposed to 

the coherent-detection case, in which the effect of the 

temperature/strain variation accumulates along the fiber 

length), still maintaining the spatial resolution and acoustic 

bandwidth of traditional DAS. Further analyses on this novel 

implementation have also revealed its robustness against laser 

phase noise, allowing for the use of moderate coherence lasers 

(still higher than the pulse width) while keeping an acceptable 

level of SNR [18].  

In this work, we evaluate the performance of chirped-pulse 

DAS in terms of SNR and sensitivity. Our study shows that 

the behavioural trend of chirped-pulse DAS is substantially 

different from that of traditional schemes under similar 

conditions of resolution and acoustic bandwidth. In particular, 

we have observed that the attained sensitivity histogram is 

orders of magnitude narrower than that measured from 

conventional coherent-detection DAS [8]. Besides, the sensor 

exhibits a large dynamic range (>300) for a well-conditioned 

optical trace, even when accepting only 1% of interrogation 

locations with SNR<1. This situation contrasts with the 

conventional case, in which the dynamic range is extremely 

low (<2) when allowing for 1% of interrogation locations with 

SNR<1. These outstanding features, together with their high 

resolution and robustness against laser phase noise, may 

position chirped-pulse DAS technology as critical sensing tool 

in future intelligent systems.   

II. STATISTICAL PROPERTIES OF CHIRPED-PULSE DAS 

Distributed acoustic sensors based on Rayleigh scattering, 

and more in particular those using a coherent light source (i.e., 

the so-called phase-sensitive optical time-domain 

reflectometers or φOTDRs), have been extensively studied 

and improved in recent years. Comprehensive descriptions of 

the fundamentals and main applications of this kind of sensors 

can be found in the literature [13-19]. Essentially, the 

propagation of coherent pulses over the fiber under test (FUT) 

produces backscattered traces as a result of the interference 

between light reflected from multiple small inhomogeneities 

along the fiber. The backscattered field,  ke t , presents a 

random but deterministic pattern,  

 

      exp ,k k ke t A t j t                               (1) 

 

where the subscript k  stands for the trace generated by the k
th pulse; t  is the time index along the trace,  kA t  is the 

backscattered amplitude field distribution, which is Rayleigh-

distributed, and 
 
f

k
t( )  is the trace phase, which has a uniform 

distribution in 
 

-p ,p{ } . In chirped-pulse DAS, the trace is 

detected using direct detection, thus 

 

         2

, .k k k PD k kp t A t n t s t n t                 (2) 

 

The acquired traces,  2

kA t , have an exponential 

distribution, while the term  ,k PDn t  represents additive noise 

components arisen by the photodetection process, e.g., 

thermal, shot, signal-noise beating and noise-noise beating. 

The right-hand side of (2) simply points out the notation using 

later in this Section. Optical (amplitude and phase) noise has 

been neglected in the analytical model for the sake of 

simplicity. Nevertheless, additive noise components arisen 

from amplitude optical noise can be readily included in the 

term  ,k PDn t , while phase noise does not play a significant 

role in chirped-pulse DAS as it can be readily compensated 

(proved in [18] and revisited in Section III). 

A temperature or strain change in a section of the FUT 

induces a refractive index variation, n , which in turn 

translates into a change in the optical path difference between 

scattering centers. The light that adds up coherently in this 

region is therefore frequency-shifted by an amount 

proportional to the refractive index variation. The 

determination of this frequency shift is exploited in Rayleigh-

based sensors relying on optical frequency-domain 

reflectometry (OFDR) [20] and in φOTDR incorporating laser 

frequency sweeping strategies [13], but it has been usually 

neglected when developing DAS schemes. In chirped-pulse 

φOTDR, the probe pulse is linearly chirped, instead of 

transform-limited as in the traditional case [17]. If the chirp 

spectral content p  is much broader than the original pulse 

bandwidth, a frequency-to-time mapping befalls in the 

temporal power trace accounting for the accomplishment of 

the temporal far-field condition [21]. In this situation, the 

signal frequency shift induced by a local refractive index 

perturbation in the fiber is translated into a local temporal 

shift, t , in the corresponding position of the trace. This 

temporal shift is directly proportional to the undergone 

refractive index variation, following the relationship [17] 

 

0 0

1
,

p

p

n
t

n



  

   
        

   

             (3) 

 

where n  is the effective refractive index of the unperturbed 

fiber,   is the frequency shift associated to n , 
p  is  the 
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probe pulse width, and 
0  is the central frequency of the probe 

pulse. Hence, the fiber interrogation process reduces to a 

problem of time-delay estimation (TDE).  

In this scenario, the TDE problem can be modeled as 

follows. The acoustic signal is generated by obtaining the 

maximum of moving correlations along the fiber length 
fiberL  

between a reference signal      0 0 0p t s t n t   and 

     k k kp t s t n t  , in which the correlation window is set by 

the system spatial resolution, i.e., 2 2p pl t l     . l  

varies between 0 and 02fiberL n c , with 
0c  the speed of light in 

vacuum. In the presence of a perturbation at a position 

corresponding to t l ,    0ks t s t t  . Here, we have 

considered that the reference signal is the first trace ( 0k  ), 

but it can be updated if needed, as the optical trace profile 

usually changes along time due to thermal or mechanical 

environmental variations. The value of t  for each trace k  

and each position l  is obtained as 

 

 

     

       

, 0

0

0 0

argmax ( ) ( )

argmax t

.

k l k

s k

k k

t p t p t

R t s t n t

s t n t n t n t



  

     

   

             (4) 

 

In (4), the symbol   refers to correlation, arg max  stands 

for the arguments of the maxima, and 
sR  is the autocorrelation 

of the signal  0s t  in the corresponding correlation window 

centered at t l . Assuming a well-conditioned optical trace in 

terms of SNR,         0 0, ,k kn t n t s t s t  , and the last term can 

be neglected. Besides, the noise and signal components are 

decorrelated, and hence, the second and third terms of (4) can 

be considered as noise with equivalent power. In order to 

obtain the proper value of ,k lt , the first term must be higher 

than the second plus third terms. In general, the 

autocorrelation of a signal with exponential distribution has a 

peak whose width is inversely proportional to the signal 

bandwidth and whose energy is proportional to the correlation 

window. Hence, the condition to measure ,k lt  can be 

accomplished whenever the signal bandwidth is much higher 

than the correlation window. This condition ( 1p p   ) is 

systematically satisfied in chirped pulse φOTDR for its proper 

operation [17]. Eventually, as long as we can guarantee a 

healthy level of optical SNR, we will be able to measure the 

signal almost independently of the trace fading points. It is 

important to highlight that in this scheme the trace points with 

very low power do not impair the perturbation measurement, 

as the target in this case is to measure the temporal shift of 

those points within the correlation window. This is the key 

difference of this method with respect to the traditional DAS 

scheme relying on coherent detection of the backscattered 

trace. 

III. IMPROVING THE ACCURACY OF TDE 

Several techniques can be applied to the TDE process 

involved in the interrogation of chirped-pulse DAS to improve 

the accuracy in the calculation of the time delay.  

First, it is important to determine the range of perturbation 

magnitudes that can be truthfully detected by chirped-pulse 

DAS. The maximum detectable variation can be estimated 

considering that, in the presence of a perturbation, part of the 

shifted portion of trace falls outside the correlation window. 

This leads to a decrease in the correlation peak, which depends 

upon the temporal features of the trace ( ~ 1 p ) and the pulse 

width. Those parameters ( p  and p ) impose then the shot-

to-shot maximum detectable variation [22]. It has been 

empirically demonstrated that values of   lower than ~10% of 

p  can be readily measured under well-conditioned optical 

trace in terms of SNR [23]. 

On the other hand, the shot-to-shot minimum detectable 

variation is given by the sampling rate of data acquisition. In a 

discrete TDE problem, the obtained value of t  has a 

sampling error of half the sampling period. This error can be 

decreased by virtually increasing the acquisition sampling 

rate. There are different, well-known signal processing 

techniques that have been typically employed in this situation, 

e.g., application of a centroid, curve fitting or interpolation. 

Once the sampling error has been minimized, the minimum 

measurable perturbation will be limited by the system acoustic 

noise. 

Additionally, it has been recently demonstrated that in 

chirped-pulse φOTDR, the optical phase noise directly 

translates into an error in the value of t  associated to a 

particular perturbation. This error can be readily quantified 

and compensated by measuring the delay suffered by the 

different traces in an unperturbed region of the fiber and 

subtracting the obtained delay error in the rest of the fiber 

positions [18]. By applying this simple procedure, the phase 

noise induced by the probe laser or by the instrument-induced 

jitter can be almost completely mitigated (at least to first 

order) without altering the sensor performance, in such a way 

that the trace noise is practically reduced to additive noise. 

The noise distribution of a TDE problem under additive 

noise in the signal has been already widely studied, as it is an 

important topic in areas such as radar or sonar [24]. In the 

conditions of our experiment (high SNR, large enough 

correlation window), once the non-additive sources of signal 

noise have been minimised, the noise in the delay 

determination has a Gaussian distribution whose variance is 

ultimately restrained by the Cramér-Rao lower bound (CRLB) 

[25,26]. The expression for the CRLB in the particular case of 

chirped-pulse DAS, i.e., considering an active system and a 

signal with triangle-like spectral envelope and full-width B , 

has been determined in [27], and is 

 

2

2 3

3
,

4
CRLB

p B SNR


 


 
                        (5) 

where SNR  is the signal-to-noise ratio of  the detected 
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trace. Hence, the variance of the delay measurement noise is 

inversely proportional to the pulse width, pulse bandwidth and 

the SNR of the trace.   

Due to the backscattered trace interrogation method being 

completely different from the used in traditional coherent-

detection DAS systems, a difference in the sensitivity and 

SNR trends can be also expected. In what follows, we analyse 

the noise behaviour in chirped-pulse DAS in order to 

determine its statistical behaviour. In our analysis, the 

aforementioned techniques to improve the accuracy of the 

TDE have been applied. In particular, we compute the centroid 

over the correlation peak [28] to obtain a measurement of t  

with sub-sample accuracy, thus reducing the sampling error. 

The use of a centroid has been chosen due to its simplicity and 

low computational requirements as compared with other 

common methods. In addition, we have also compensated the 

optical phase noise following the method described above 

[18]. 

IV. EXPERIMENTAL ANALYSIS 

In this Section, we present a series of experimental results 

to show the statistics of sensitivity and SNR in chirped-pulse 

φOTDR.  Under a known, well-defined perturbation, the SNR 

statistics of a DAS depends upon the noise distribution. 

Hence, we first study the statistical properties of the acoustic 

noise in our system. For this purpose, we extract the acoustic 

signal from an optical fiber with no perturbation, which 

provides the noise of our system.  

 

 
Fig. 1.  Setup of the chirped-pulse φOTDR sensing scheme. Acronyms are 

explained in the body of the manuscript. 

 

Figure 1 shows the experimental setup employed to carry 

out this analysis. The scheme is similar to a classical φOTDR 

setup, in which the current driver of the laser source is linearly 

modulated along the pulse width in order to induce linear 

chirp. First, an external cavity laser (ECL) emits the probe 

light, whose central frequency is adjusted using an external 

current and temperature (I&T) controller, while the secondary 

current control of the laser is modulated using a sawtooth 

electrical signal to induce the chirp. The resulting light is 

pulsed using a semiconductor optical amplifier (SOA) fed 

with rectangular-like pulses. Next, the pulses are amplified 

using an erbium-doped fiber amplifier (EDFA) followed by a 

band pass filter (BPF) aimed at filtering out the amplified 

spontaneous emission (ASE). In this case, a dense wavelength 

division multiplexer (DWDM) was used as BPF. The resulting 

pulses are sent to the FUT. The backscattered traces are 

amplified using a set of EDFA and BPF, and finally detected 

using a 1 GHz-bandwidth photodetector followed by a 4 GSps 

acquisition card.   

In this first study, the FUT is a 25 km-long single-mode 

fiber (SMF).  Unlike conventional DAS, where a perturbation 

produces a phase change for all points after the perturbation 

(and therefore a clear statistical analysis of the response of all 

the points after the perturbation can be easily obtained from a 

single measurement), in chirped-pulse DAS a perturbation 

only produces a localized trace variation. Thus, in order to 

analyze a statistically relevant number of effective sensors, we 

perform a measurement of the same fiber location over a long 

period of time. In uncontrolled ambient conditions, due to 

environmental changes, the trace profile continuously varies 

not only suffering shift but also a small decorrelation over 

time. This implies that, after a certain time, the reference trace 

at the measurement location is no longer valid and has to be 

updated. At that moment, it can be considered that we have a 

different effective sensor at the perturbation location, as the 

correlation between the measured trace window and the 

reference trace is low enough to consider them as 

uncorrelated. In our laboratory, we have verified that this 

situation occurs within a few minutes of measurement, in 

which variations of a few 10’s of mK are usual in normal 

laboratory conditions. Hence, we have measured the trace 

noise along a period of 10 hours. This implies that a 

sufficiently large number of independent realizations of the 

measurement are considered, and therefore the statistics 

obtained reasonably represent the true characteristics of the 

process.  

 

 
Fig. 2.  (a) Evolution of the distribution of noise levels along the 25 km-long 
FUT. The trace phase noise has been compensated by following the approach 

presented in [18] along the first 5 km of fiber.  (b) Comparison between noise 

distribution of chirped-pulse φOTDR (black line) and coherent detection 
φOTDR (red line) under similar peak power, pulse duration (i.e. resolution) 

and noise power spectral density conditions. 
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Figure 2(a) shows the statistical distribution of the 

measured acoustic strain noise along the 25 km of FUT. The 

employed probe pulse has a peak power of 200 mW, width of 

100 ns and chirp spectral content of 1 GHz. From the figure, 

we observe that the acoustic noise variance increases 

exponentially along the fiber length (linear variation in 

logarithmic scale). This effect can be predicted from the 

CRLB, as it establishes an inverse relationship between 

acoustic noise level and trace SNR (see (5)) [25-27]. Recall 

that the latter decreases exponentially due to fiber attenuation. 

The noise increase is about 10 dB, corresponding to the 

backscattered signal attenuation along the 25 km of fiber 

(assuming typical SMF attenuation of 0.2 dB/km). The trace 

phase noise compensation [18] is carried out using the first 5 

km of fiber as a reference segment. This explains the small 

decrease in the level of noise along this region of the fiber. As 

we can see in the figure, the noise variance distribution is 

approximately Gaussian along the whole fiber. 

As mentioned previously, a study on the sensitivity of 

coherent-detection-based DAS has been recently presented 

[8]. In that work, the statistic nature of the sensor sensitivity 

has been analysed by showing the distribution of SNR 

measured at different points (different effective sensors) of a 1 

km-long perturbed region of a fiber. Note that in coherent-

detection φOTDR, a local perturbation applied at a particular 

location of the FUT uniformly alters the phase from this point 

to the end of the fiber, as opposed to chirped-pulse φOTDR. In 

order to compare our results with the ones obtained from a 

sensor based on coherent-detection φOTDR, we determine the 

analytical noise distribution presented in [8], by using the 

expression for the noise distribution provided in their study 

and their experimentally obtained values. Note that both 

experiments have been performed with probe pulses of similar 

energy (same peak power and width) and under typical 

experimental conditions (except for the detection bandwidth, 

which is higher in the chirped-pulse case due to the high 

spectral content induced by the chirp). The expression for 

noise distribution developed in [8] is  

 

 
   

2

'

, 2 2 '

1 1
, ,

2

n

k CD l l

l l

n l l
A l A l


 

 

 
    

   

        (5) 

 

where 
n  is the typical deviation of their detected trace, 

which has been obtained from a sensing fiber of 2 km.  2A t  

is the acquired power trace (recall that it has an exponential 

distribution), evaluated at two arbitrary points before and after 

the perturbation location t l . Using (6) and the data provided 

in [8], we obtain the curve plotted in red in Fig. 2(b). The SNR 

of the static backscatter profile can be estimated from this 

noise distribution and the applied perturbation (a sinusoidal 

perturbation inducing phase variations of 0.3 rad), resulting in 

an SNR of 37 dB.  

The obtained distribution from [8] is compared with the 

distribution of noise in our system after 2 km of SMF (for the 

sake of the comparison). The detected trace at 2 km has an 

average SNR is 28 dB. The difference in the trace SNR in both 

experiments is mainly attributed to the fact that the detection 

bandwidth is much broader in the chirped-pulse φOTDR–case 

(about one order of magnitude). Taking into account this 

difference in the detection bandwidth, and the fact that the 

probe pulses in both cases have similar energy (i.e., produce 

similar backscattered power), the noise power spectral 

densities in this experiment and in the one using coherent 

detection should be analogous, attesting a fair comparison. 

The distribution of noise is plotted in Fig. 2(b) in black line. 

We observe that the noise distribution in the coherent 

detection case shows a high variability, while this distribution 

is much narrower in the chirped-pulse-based sensor. In 

particular, the full-width at 10% of our noise distribution is 

0.39 nε2, while in the coherent-detection scheme is 79.38 nε2. 

Besides, for the perturbation applied in [8], around 6% of the 

measurements have an SNR lower than 1 even if the whole 

trace has a healthy level of optical SNR. This is due to the 

exponential distribution of the backscattered light intensities, 

and leads to randomly distributed unreliable sensing locations 

associated to the points of fading intensity. This is a critical 

shortcoming of coherent-detection-based φOTDR sensors. 

 

 
Fig. 3.  Noise distribution vs dynamic range of the sensor: (a) chirped-pulse 

φOTDR; (b) coherent-detection φOTDR.  Vertical dashed lines at the right 

point out the maximum shot-to-shot measurable perturbation. Green and pink 
shadowed rectangles mark the limits of dynamic range assuming 1% of noisy 

measurements (SNR ≤ 1); yellow and purple rectangles mark the limits of 

dynamic range for 50% of noisy measurements. 

 

These results are also of critical importance to determine the 

dynamic range of each φOTDR configuration. Indeed, the 

distribution of noise levels will affect the SNR of the acoustic 

measurements, which has to be high enough in order to secure 

the trustworthiness of the obtained sensing measurements in 

all measurement locations. In Fig. 3, we show the distribution 

of noise levels already presented in Fig. 2(b), now comparing 
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them with the maximum measurable signal for each sensor, in 

order to obtain the achievable dynamic range i.e, the ratio 

between the maximum and minimum measurable values. In 

particular, in Fig. 3(a) we plot the case of chirped-pulse 

φOTDR. As discussed in Section III, the maximum strain that 

can be measured is imposed by the chirp-induced spectral 

content and the pulse width. In the figure, we have established 

that the maximum strain variation corresponds to a 

conservative time shift of 5% of the probe pulse width [23]. 

Once the centroid is applied to the correlation peaks reducing 

the sampling error, the minimum strain variation that can be 

measured is given by the acoustic noise. Assuming a sensor in 

which 50% of the measurements can have an acoustic SNR ≤ 

1, the dynamic range would be 497 (yellow-shaded region in 

the plot). If we only allow 1% of the measurements with 

acoustic SNR ≤ 1, the dynamic range would be 347 (green-

shaded region). These results notably contrast with those from 

a coherent-detection-based DAS (Fig. 3(b)). In this case, the 

shot-to-shot maximum detectable strain corresponds to a phase 

variation of π rad, in order to discriminate phase jumps owed 

to a perturbation or to phase unwrapping. Therefore, results 

from coherent-detection DAS present a dynamic range of 80.3 

when allowing 50% of the measurements with an acoustic 

SNR ≤ 1 (purple-shaded region), and abruptly decreases to 1.4 

when allowing only 1% of the measurements with acoustic 

SNR ≤ 1 (pink-shaded region). Hence, whenever we have a 

healthy level of optical SNR, chirped-pulse φOTDR can be 

considered as a completely trustworthy distributed sensor. 

Finally, as in [8], we perform the measurement of the 

statistical distribution of SNR as a function of the sensor 

resolution. In this case, we apply a controlled sinusoidal 

perturbation to the FUT and obtain both the distribution of 

signal and the distribution of noise. From those values, we 

obtain and plot the distribution of SNR. For this purpose, we 

change the FUT in Fig. 1 by a spool of 1 km of SMF followed 

by 20 m of SMF strapped around a piezo-electric transduced 

(PZT). We applied a sinusoidal perturbation of frequency 100 

Hz and amplitude 4 Vpp, corresponding with a fiber strain of 

127 nεpp. We repeat the measurement for probe pulses with 

widths of 50 ns, 75 ns and 100 ns, and a repetition rate of 5 

kHz. The chirp applied to the pulses maintains an 

instantaneous frequency slope of 0.01 GHz/ns, which induces 

pulse spectral contents of p  500 MHz, 750 MHz and 1 

GHz for each pulse width, respectively. The obtained results 

are plotted in Fig. 4. As it can be seen in the graphs, the 

perturbation detection SNR increases with the pulse energy, as 

the noise distribution has a lower mean value. This is 

attributed to the fact that the SNR of the optical trace is also 

higher for higher values of probe pulse energy, in agreement 

with the CRLB (see (5)). The signal detection has the same 

distribution in the three cases. The variance in the signal 

detection (full-width at 1/e height) is of 1.4 dB in all cases, 

and is probably attributed to coupling issues in the PZT 

transducer. Note that we provide the ratio between the 

maximum and minimum value in dB, for the sake of an easier 

comparison with the data provided in [8] and due to the high 

difference in the order of magnitude between the signal and 

noise distributions. The noise distribution has a full-width at 

1/e of the maximum of ~4.4 dB in all cases. This leads to an 

acoustic SNR whose variance is ~4 dB.  As expected from our 

study, the acoustic SNR of these measurements is almost 

independent of the trace fading points: in 1 km of fiber, the 

signal is always detected with high level of SNR (> 20 dB in 

the three cases presented), regardless of the position.   

 

 
Fig. 4.  Experimentally obtained distribution of signal (orange line) and noise 
(black line). The inset shows the distribution of SNR (blue line) of a set of 

effective sensors. The probe pulse has a width of (a) 50 ns; (b) 75 ns, and (c) 

100 ns. 

 

V. CONCLUSIONS 

In this work, we have performed a complete analysis of the 

performance of chirped-pulse φOTDR in terms of SNR and 

sensitivity. Additionally, we compare our results with those 

obtained from a complementary analysis on a coherent-

detection-based scheme under similar conditions of resolution 

and acoustic bandwidth. Our results fully verify the 

remarkable benefits of translating the fiber interrogation 

process into a TDE problem thanks to the use of chirped probe 

pulses. In this case, the signal detection is almost independent 

of the trace fading points. We have proven that the noise 

distribution has much narrower variability than in the 

traditional scheme. Besides, under typical experimental 
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conditions (i.e. optical traces with a healthy level of optical 

SNR), chirped-pulse-based DAS provides a broad dynamic 

range (>300) with trustworthy values of acoustic SNR in all 

positions of the fiber. In the coherent-detection-based sensor, 

however, even with a good optical SNR there will always be 

effective sensors with very low acoustic SNR (<1), therefore 

impairing the reliability of the sensing system. The results 

achieved in this work reveal the high reliability of chirped-

pulse DAS as compared with traditional DAS, and may 

position these sensors as critical sensing technology in future 

smart infrastructures and systems. 
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