Photochemical and Photophysical Reaction
Dynamics of Chemical and Biological Systems

Tesis Doctoral que presenta:
Felipe Zapata
Director de la Tesis Doctoral:

Luis Manuel Frutos

ﬁ
[) [)
ad ad
(1Y) (YY)
AdAD AdAA

Universidad
de Alcald

Departamento de Quimica Analitica, Quimica Fisica e
Ingenieria Quimica

Doctorado en Quimica Fina

2014






CALA, PATRIMONIO DE LA HUMANIDAD

RSIDAD DE Al

UNIVE

DEPARTAMENTO DE

%}'5‘% Universidad QUIMICA ANALITICA, QUIMICA

FISICA E INGENIERIA QUIMICA

: @
. e 4 Edificio Polivalente
I ass
i diih d»e Alca]a Carretera Madrid-Barcelona, Km. 33,600

28871 Alcald de Henares (Madrid)
Telf. 91-88354 941

Aberto Escarpa Miguel, Director de la Comisién Académica del Programa de Doctorado en Quimica
Fina

CERTIFICA:

Que el trabajo descrito en la presente memoria y titulado " Photochemical and Photophysical Reaction
Dynamics of Chemical and Biological Systems' ha sido realizado por Felipe Zapata bajo la direccién
del Dr. Luis Manuel Frutos Gaite y redne a su entender todos los requisitos para su defensa y

aprobacién como Tesis Doctoral.

Y para que asi conste a los efectos oportunos, firma el presente informe en Alcald de Henares a 20 de

Mayo de 2014.

Fdo. Alberto Escarpa Miguel






RSIDAD DE ALCALA, PATRIMONIO DE LA HUMANIDAD

UNIVE

DEPARTAMENTO DE

%ﬁ% UﬂiverSidad QUIMICA ANALITICA, QUIMICA

FISICA E INGENIERIA QUIMICA

i @ 'y d A | a] 4 Edificio Polivalente
Frre) i e C a Carretera Madrid-Barcelona, Km. 33,600

28871 Alcala de Henares (Madrid)
Telf. 91-8854 941

Luis Manuel Frutos Gaite, Director de la Tesis Doctoral de Felipe Zapata

CERTIFICA:

Que el trabajo descrito en la presente memoria y titulado " Photochemical and Photophysical Reaction
Dynamics of Chemical and Biological Systems" ha sido realizado por Felipe Zapata bajo la direccién
del Dr. Luis Manuel Frutos Gaite y redne a su entender todos los requisitos para su defensa y

aprobacién como Tesis Doctoral.

Y para que as{ conste a los efectos oportunos, firma el presente informe en Alcald de Henares a 20 de

Mayo de 2014.

Fdo. Luis Manuel FrutosGaite






A Mi Madre
Por Todo












Acknowledgements

Foremost, | would like to thank my supervisor, Professor Luis Manuel Frutos, for his
guidance and support during this research, for encouraging me to follow my dreams. His

patience and charisma have been a well of inspiration.

A special thanks to Professors Roland Lindh and Marcus Elstner, who kindly hosted me
during my short research stay in their groups respectively at the University of Uppsala
(Uppsala, Sweden) and the Karlsruhe Institute of technology (Karlsruhe, Germany).

The RESMOL group headquarters has provided a great environment to learn, talk about
science and computers, discuss of politics and taste some good wines. None of this would
have been possible without Professor Obis Castafio. | also want to thank the group
members, especially to Cristina Garcia-Iriepa, Alessio Valentini and Daniel Rivero, for

all the constant feedback and interchange of ideas.

| would like to thank my friend Angel Alvarez, whom is the one responsible for
introducing me to the world of computer science. Also | would like to thank my friend

Marco Marazzi for his invaluable help and constant support.

| am grateful to my Colombian Friends: Andrea Pérez, Steven Roldan, Cristiam Santa,

Lucas Blandon and Johnatan Diosa. Their friendship has been invaluable.

| thank my mother for all her patient, love and support. Also | would like to thank to my

aunts, for their love and support.

Finally my gratitude and love to Natalia, for all her support.






Abstract

In this thesis we present a set of theoretical methodologies focused on photophysical and
photochemical phenomena, which were implemented and subsequently applied to a

collection of chemical and biological relevant systems.

The developments and applications are divided in four sections which are: energy
transfer, dynamical studies of photoreactivity in biological systems, photochemical

response to external forces and finally dynamical behaviour of molecular devices.

In the energy transfer section it is tackle the problem of finding which molecular
coordinates modulates more efficiently the triplet energy transfer process (i.e. the triplet
energy transfer reaction coordinate), together with a dynamical approach to the energy

transfer at constant temperature.

The photochemical dynamics section firstly deals with the static and dynamical
characterization of a minimal molecular model to study the phenomena of
chemiluminescence and bioluminescence. Then the preliminary results of the simulations

of fluorescence in the IrisFP are shown.

Subsequently the photodynamical response to external forces section contains a
discussion on the effect of external forces in the reactivity of molecular systems, as well
as change of spectroscopic properties.

Finally it is considered the design and operation of molecular motors control by light
irradiation, where molecular simulations are used as a characterization tool of their

properties.

Additionally, it was developed a set of programs focused on modularity, parallelism and
readability, aiming to perform the numerical simulations described in this thesis.
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Chapter 1: Introduction

“...how do we know what the ultimate good of Humanity will
entail? We haven't at our disposal the infinite factors that the
Machine has at its! Perhaps, to give you a not unfamiliar
example, our entire technical civilization has created more
unhappiness and misery than it has removed. Perhaps an
agrarian or pastoral civilization, with less culture and less people
would be better. If so, the Machines must move in that direction,
preferably without telling us, since in our ignorant prejudices we
only know that what we are used to, is good — and we would then
fight change. Or perhaps a complete urbanization, or a
completely caste-ridden society, or complete anarchy, is the
answer. We don’t know. Only the Machines know, and they are
going there and taking us with them.”

I, Robot. Isaac Asimov

In the picture: Alan Turing slate statue at Bletchley Park museum
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In nature everything is in motion, change is the only permanent thing and we as
humans try to understand the principles that govern such behaviour. In doing so, we
create our own mental universes where we are free to subdivide the whole natural system
into swallowable pieces. Once we have defined the boundaries of the subsystem of
interest, we then endow the system with several ideal features (e.g. thermodynamic
equilibrium, adiabatic electronic states, etc.) which allow us to reproduce some

measurable properties using a mathematical framework.

This Ph.D. Thesis is then framed in the context of dynamical simulation of
photoinduced physical and chemical processes, where the Born-Oppenheimer
approximation is the basic theoretical support for the developments presented in this
work. Together with it, Hamiltonian and non-Hamiltonian dynamical simulations were
carried out to obtain statistics belonging to either microcanonical (NVE) or canonical
ensembles (NVT).

In order to establish a framework in which the arguments of the present work are
expanded, it is initially presented a chapter with a brief survey of the main methodologies
used, as they are the Born-Oppenheimer molecular dynamics and the electronic structure
methods. Also there are included the methods used to interpolate potential energy
Surfaces (PES) as an alternative to expensive “on the fly” molecular dynamics. Finally in
this methodology chapter is discussed the programming methods applied in the
implementation of the discussed algorithms.

In the first part of this Ph.D. Thesis it is studied the energy transfer phenomenon,
especially the triplet-triplet energy transfer (TET). This process is the most common and
most important type of energy transfer, for instance in photosynthesis and energy transfer
in molecular wires (Barigelletti and Flamigni 2000, Fraser, et al. 2001, Speiser 1996, You
and Hsu 2011). Also, it is worth to notice that in the development of organic and polymer
light-emitting diodes (OLEP/PLED), where triplet formation leads to a significant
reduction in the theoretical efficiency of the device, being the modulation of triplet-triplet
energy transfer a main objective in its improvement (Vura-Weis, et al. 2010). Moreover,
It has been previously postulated that some molecular distortions of both donor and
acceptor moieties involved in the process, lead to change in the amount of energy
transferred, accounting for the experimental rate measures of TET and suggesting the
possibility to module it (Frutos and Castano 2005). Since the early sixties it has been an
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intense debate about the nature of the internal coordinates involved in the modulation of
TET, being still an open question the identification of such coordinates and the qualitative

contribution of them to the process. In this Ph. D. thesis we have addressed that question.

Subsequently, the second block of this work deals with dynamical processes on
models systems to simulate biological phenomena. The first phenomenon studied is the
chemiluminescence, which is process of light emission by an excited product of a
chemical reaction, that when happens in living beings is called bioluminescence. In this
last process it has been appointed the family of the 1,2-dioxetanes are responsible for the
light emission . A minimal model of this molecule has been used to supply further

information about the bioluminescence process.

On the other hand, the fluorescent proteins have become invaluable tools as
biological markers (Shaner, et al. 2007), thanks to their versatility to emit at different
wavelengths. Nevertheless, it is still a big challenge to design a fluorescent protein that
absorb or emit to a given wavelength, since the mutations done in the genetic material
which expresses the protein can result in a significantly environmental change, altering
the behavior of the chromophore. A first step towards the design of such complex system
is to understand the effect of the surroundings in the spectroscopic properties of the

chromophore. In this Ph. D. we carried out a preliminary study in this line of reasoning.

In turn, the third block approach the role of external forces in both reactivity and
changes in spectroscopic properties of molecular systems, providing the basis to suggest
new systems which use external forces as the agent to change effectively some physical
chemistry properties. The application of external forces to a molecular system, can result
in quite interesting features as it is the geometric and energetic adjustment of both minima
and transition states, due to the disruption generated by a mechanical force in the
equilibrium geometries, enabling to modify the structure and the energy of both minima
and transition states, which favor or hinder the reaction path of a molecule, changing
completely the reactivity of a system (Konda, et al. 2013). In this work we have studied

the change in reactivity due to external forces.

Also these geometrical disruptions can lead to significant change in the

spectroscopical properties of the molecular system, opening the possibility to the design

Introduction 13



Photochemical and Photophysical Reaction Dynamics of Chemical and Biological Systems

of optomechanical control devices. Such possibility was explored using the azobenzene as

a photoswitch under external forces.

Finally, on the last block it was approach the dynamical behavior of molecular
devices as molecular motors and switches, which operate only in photoinduced cycles
without any thermal step, using a chiral environment as the asymmetric agent responsible

for the unidirectional rotation.

It is important to notice that regarding the programming tools developed to compute
the results presented in this Ph.D. thesis, we made a special effort to introduce one of the
most outstanding languages in regard to abstraction level, readability, parallelism,
concurrency, automation, etc. Most important that the used language “per se”, it is the use
of standard techniques in computer science to approach several well-known problems
which appear in many fields being the computational chemistry one of them. And even
though such problems are outside the scope of this Thesis, are nevertheless of primary

importance in the development of simulation software.

14
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Chapter 2. Methods
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... To permit irresponsible authority is to sow disaster; to hold a
man responsible for anything he does not control is to behave
with blind idiocy. The unlimited democracies were unstable
because their citizens were not responsible for the fashion in
which they exerted their sovereign authority ... other than through
the tragic logic of history. The unique ‘poll tax’ that we must pay
was unheard of. No attempt was made to determine whether a
voter was socially responsible to the extent of his literally
unlimited authority. If he voted the impossible, the disastrous
possible happened instead — and responsibility was then forces on
him willy-nilly and destroyed both him and his foundationless
temple.

Starship Troppers. Robert Heinlein.
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2.1 Molecular Dynamics

In principle the behaviour of a molecular system can be obtained solving the time-
dependent Schrodinger equation involving the complete molecular hamiltonian, which
completely determines the dynamical behaviour of all system’s particles. Nevertheless,
due to its enormous computational cost this mathematical treatment is restricted to
systems with few atoms (Clary 2008). A bypass to ease the computational cost is the so
called Born-Oppenheimer approximation, where the nuclei motion is decoupled from the
electrons, as a consequence of the different time scales of motion between them, due to
their mass difference (Born and Huang 1954). This approximation enables to simulate the
molecular system dynamics using classical mechanics, constrained to an accurate
description of the Potential Energy Surface (PES), which results directly from the Born-
Oppenheimer approximation (Field 2007). Moreover, this treatment apart from being
deterministic (we know in every step the position and velocity of the atoms and do not
have a wave package propagating), cannot take into account quantum effects like the
tunnel effect or the zero point vibrational energy. Besides, it must be introduced special
treatments for the molecular phenomena where the Born-Oppenheimer approximation is
no longer valid, like conical intersections or avoided crossings (Ben-Nun, et al. 2000,
Worth and Cederbaum 2004). Despite the mentioned limitations, the Born-Oppenheimer

molecular dynamics provides faithful results for the vast majority of chemistry.

The reliability of the dynamics depends on the PES accuracy to describe
interactions among the system particles (Frenkel and Smit 2002, Griebel, et al. 2007),
therefore is of central importance the use of accurate PESs, providing molecular forces
that describe accurately  the molecular systems interactions in an affordable
computational time. There have been different approximations to determine forces in
molecular dynamics; the first procedure consists in approximating molecular potential
energy surfaces as a contribution of different interactions (usually bonding and non-
bonding) obtained from experimental data or quantum-mechanical calculations,
permitting the generation of force fields capable of reproducing many properties of the
systems (Field 2007, Norrby and Brandt 2001). In these cases, there exist different force
fields for different kind of systems, and usually they are limited to describe
conformational changes rather than chemical processes. Among the existing force fields,
it can be remarked AMBER for biological systems (Case, et al. 2006), CHARMM for

18



different chemical systems (Brooks, et al. 2009), OPLS for liquid simulations (Kaminski,

et al. 2001), and many others for a large variety of problems.

On the other hand, a second approximation implies the calculation of the
molecular forces in every step of the dynamics simulation (i.e. “on the fly” molecular
dynamics) by using some ab-initio or any other electronic structure method, avoiding any
analytical or numerical representation and describing only local properties of the PES
(Bowman, et al. 2010).

There is a third possibility, which is actually a set of algorithms, to obtain an
approximated PES through an interpolation of a set of points calculated at high level of
theory and adjusted to minimize the error. The most outstanding interpolation methods
are the reproducing kernel Hilbert space (Ho and Rabitz 1996), the neural networks
(Witkoskie and Doren 2005), interpolating moving least squares (Maisuradze, et al.
2003), and the modified Shepard interpolation (Ischtwan and Collins 1994).

The disadvantage of the first strategy is its accuracy, which is in most cases
limited to a qualitative description of the simulated processes and is also unable to
accurately describe chemical reactions, intramolecular hydrogen bonds or predict excited
state properties (Berendsen 1998, Cheatham and Young 2000); in the second strategy, the
computational cost of molecular forces calculations using a high level of theory is
unaffordable in many cases, especially for medium to large size systems and large
simulation time (Hollebeek, et al. 1999). Moreover, the construction of a grid for the
determination of PESs involves a very large set of parameters which are usually limited to
few coordinates in small molecular systems. Besides, these mathematical approaches can
produce different dynamical behaviour, due to small changes in the energy derivatives
(Espinosa-Garcia, et al. 2012).

Moreover, the standard formulation of molecular dynamics results in trajectories
belonging to the micro-canonical (NVE) ensemble. In this ensemble the number of
particles, volume and total energy of the system is preserved. Nevertheless, most of the
chemical experiments are carried out at constant temperature, which statistical behaviour
is described by the canonical (NVT) ensemble. An approximation taking into account the
temperature, was addressed by Andersen, whom introduced a thermostat in which the

system is coupled to a heat bath driving the temperature to the desired value, where the
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thermostat is represented by stochastic forces acting on some random picked particles
generating a canonical distribution (Andersen 1980). The shortcoming of Anderson
thermostats is its disability to calculate dynamics properties due to the stochastic forces
which make the particles velocity incoherent between themselves (Frenkel and Smit
2002). An alternative is the extended Lagrangian methodology (Nosé 1984), in which an
additional coordinate is introduced in the Lagrangian of the system. This methodology in
conjunction with the development of non-Hamiltonian integrators have evolved to the
Nosé-Hoover chain of thermostats, which is a widely used algorithm in the constant

temperature molecular dynamics simulations (Tuckerman and Martyna 2000).

2.1.1 Born-Oppenheimer Molecular Dynamics

In order to establish the physical framework in which molecular dynamics is found, a
brief account of the approximations starting from the non-relativist quantum mechanism
formulation through the Schrodinger equation is described.

Time Dependent Schrédinger equation is given by

iﬁ%@(rn,RN;t)zHCD(rn,RN;t) @.1.1)

Where r, and Ry are the vectors containing the electron and nuclei coordinates,

respectively. The Hamiltonian is formulated as

ﬁ2
ZZM VNz—i_ll—(elec(rn’RN) (212)
N N

The electronic HamiltonianH,,.., the clamped nuclei part, includes electron-electron,

electron-nuclear, nuclear-nuclear Coulomb interactions. Subsequently it is supposed that
the exact solution for the time independent electronic Schrodinger equation can be found

for a fixed position of the nuclei Ry,

Hoee (R )W, =E¥, (s Ry) (2.1.3)

These electronic wave functions must fulfill the orthonormal condition

W) =9 (2.1.4)
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If all the electronic wave functions, called adiabatic eigenfunctions, are known for all
possible nuclear configurations then the total wave function solution of equation (2.1.1)
can be expressed by the following approximation introduced by Born (Born and Huang
1954),

O(r, Ry;t) =D ¥, (r;Ry)X(Ry;t) (2.1.5)

k=0

where y are the nuclear wave functions, interpreted as the time-dependent expansion
coefficients. Inserting the guess (2.1.5) into the time-dependent Schrédinger equation
(2.1.1) and using the orthonormal condition (2.1.4) and integration over all the electron

coordinates it is obtained a system of coupled differential equations

h? . 0X,
{—ZZM V2 +E, (Ry) XK+ZCkIXj=|ﬁE" (2.1.6)
N N i

where Cy; is the nonadiabatic coupling operator, defined by

ij = <‘Pk*

ﬁQ 2 1 * - -
vl \\Pj>+M—Z<\Pk iV W) [-irv, ] @2.17)
N N N N

The first term in the nonadiabatic coupling operator is the nuclei Kkinetic energy
operator while the second depends on the momenta, whereas if the electronic wave

function is real the second term equal zero.

A further approximation is needed to take into account only the kinetic matrix diagonal
elements of the nonadiabatic coupling operator Cy, which are correction to the kth
adiabatic eigenvalue according to equation(2.1.6). Considering only diagonal elements
implies that the nuclear propagation is carried out on a single quantum state and therefore
the total wave function (2.1.5) is reduced to a product of the electronic and nuclear wave

function
O(r,,Ry;t) =¥, (r;Ry )X (Ry;t) (2.1.8)

Born-Oppenheimer Molecular dynamics implies also to ignore the coupling

nonadiabatic operator, and then equation (2.1.6) reduces to
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_szl\i/: Vi +E (Ry) | X :iﬁ% (2.1.9)
N N

From this point onwards it only remains to show the feasibility to describe the
molecular dynamics as classical particles, which required a more involving mathematical
description as it has been shown elsewhere (Marx and Hutter 2009). The Resulting
classical equation is given by

d’R

M, F=—vak(r;R) (2.1.10)

Equation (2.1.10) describes a molecular system evolving according to the Newton
Equations of motion under an effective potential Vi, which is obtained by solving the
time dependent Schrddinger equation (2.1.3).

2.1.2 Non-Adiabatic Molecular Dynamics

The dynamical behavior of the vast majority of chemical systems can be
rationalized under the Born-Oppenheimer approximation, but there are a set of interesting
problems when coupling between nuclear and electronic movement cannot be longer
neglected (e.g. inelastic collisions atom-atom / atom-molecule or the radiationless decay
of excited states (Clary 2008, Kuppermann and Abrol 2003)). In general we are interested
in the case where two electronic states are degenerated and this phenomenon involves

only a subset on nuclear coordinates.

Therefore it is necessary a methodology that treats the degeneracy on those
regions where the nuclei and electrons coupling is considerable and use the Born-
Oppenheimer approximation for the rest of the phase space. To treat the coupling between
nuclei and electrons there have been introduced a set of approximations, among them the
diabatic states representation has been widely used, these diabatic states are chosen such
that they may cross in the region where the coupling is not negligible, coupling
effectively the electronic states involved in the transition (Kouppel, et al. 2007). The
coupling between nuclei and electrons can lead to conical intersections and avoided
crossings which are efficient channels for the deactivation of excited states (Worth and
Cederbaum 2004). The details of such phenomenon has been intensively studied: (Ben-
Nun, et al. 2000, Worth and Robb 2002).
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In a seminal paper by Tully (Tully 1990), it was outlined the main desirable
characteristics of an algorithm to carry out molecular dynamics simulations involving
electronic transitions. These attributes are among others: computational affordability,
branching of the trajectories in individual electronic states in weak electronic coupling
areas, reversibility and inclusion of the quantum coherence. Following the afore
mentioned criteria, in the present thesis we have used non-adiabatic molecular dynamics
(NAMD), through application of the Tully’s fewest switches algorithm (Tully 1990) with
decoherence correction for the surface hop (Granucci and Persico 2007, Jaeger, et al.
2012) as implemented by (Valentini and Frutos 2012)

2.1.3 Classical Molecular Dynamics

On the other hand, Solution of the classical Hamiltonian equation depends on the
chosen initial conditions, position and momenta, denoted as Ry and Py.The molecular
system initial configuration at t; is a point in the phase space of dimensionality 6N (3N

positions and 3N momenta), denoted as F(Xy) where
X, =R,(0),.R,(0),P,(0),..,P, (0). (2.1.11)
and N is the number of atoms. After At units of time, the molecular configuration has
moved to the phase space point represented by F(R¢,P¢), where the displacement vector

can now be regarded as a coordinate transformation from t=0 to t and the phase space

volume transformed according to

I(Xe;X,) = (%) (2.1.12)

where J is the transformation Jacobian.
If the equation of motion is expressed in the general way,
X:gu(x):[—%,...,—%,g—g,...,%], (2.1.13)
then the compressibility term is defined as,
k(X,1)=V, ¢0. (2.1.14)
Hamiltonian systems are incompressible meaning that previous expression is zero and

the change of Jacobian with time expressed as,

‘Z_f:wx.(p, (2.1.15)

Methods 23



Photochemical and Photophysical Reaction Dynamics of Chemical and Biological Systems

since the Jacobian transformation is constant in time for Hamiltonian systems, therefore
Hamiltonian molecular dynamics must preserve the phase space (Tuckerman, et al. 1992).
Accordingly when numerical integration is performed, an appropriate integration
algorithm must be chosen such that preserved the volume of the phase space.

A Liouville Formulation of Time-Reversible Algorithms has been independently
proposed by Tuckerman and Sexton (Sexton and Weingarten 1992, Tuckerman, et al.
1992). From the Liouville formulation and trotter Factorization it can be shown that the
Velocity-Verlet algorithm is a volume preserving algorithm (Frenkel and Smit 2002),
therefore the integration of the motion equations for molecular dynamics belonging to the
microcanonical ensemble was carried out using the velocity-Verlet algorithm as described
elsewhere (Swope, et al. 1982). The first step advances the positions and semi advances
the velocities and then the force is calculated using the new positions. Finally, the
velocity is semi advanced with the calculated forces.

In order to achieve the desired temperature, the initial conditions for constant energy
simulations were obtained by scaling the velocity randomly and periodically, in such a
way that the system increases its energy in small quantities followed by a relaxation

period, until the system acquires the total required energy.

2.1.4 Non-Hamiltonian Dynamics
As it has been shown in section 2.1.3, Hamiltonian molecular dynamics preserved

the phase space, but for non-Hamiltonian dynamics (l_‘:;:o formal Integration of

equation (2.1.15) results on the following expression,
J(Xtixo)=eXp(_[;k(Xa,a)da) (2.1.16)

Assuming that the compressibility (2.1.14) can be regarded as the total time

derivative of some function W, then & = (L_V;/ and the Jacobian is expressed by

I(XiX,)= exp(j;dd—vtv(xa)daj =exp(W (X,)-W (X)) (2.1.17)

Therefore for non-Hamiltonian dynamics the volume of the phase space transforms

according to
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dX, =exp(W (X,)-W (X,))dX, (2.1.18)

which after integration, results in the following conservation law,

e " dx, —e "0 ax, = [g(X, )aX, = [o (X, )dX, (2.1.19)

the invariant metric introduced, named+/g , can be used to formulate the general

Liouville equation for non-Hamiltonian dynamics as follows,

ijx -(Xf\/a):o (2.1.20)

where f(X) is the phase space distribution. The ensemble average corresponding with this

general Liouville equation is

(A) Id}(gif :( (2.1.21)

if there are Nc quantities that must be conserved represented by

Z,(X)=CViel,.Nc (2.1.22)

the partition function for non-Hamiltonian system is then given by,

- jdxMﬁ[a(zi (X)-C,) (2.1.23)

using the previous partition function it is possible to obtain the canonical partition
function (NVT) integrating over the dummy variables introduced to represent the
thermostat as it will be described subsequently. For a detailed mathematical derivation of

previous equations see (Tuckerman, et al. 2001).

In order to introduce the temperature as a constraint in the system, Nosé
introduced a “dummy” coordinate in the classical Lagrangian in such a way that the new

formulation can be expressed as,

i=1

M (AR )y, Q8) L
LNOSE_ZZ ( j ~UR )+2(dtj IBIns (2.1.24)
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Where s is the additional variable which represents a thermostat, Q is a fictitious
mass associated with s, L a parameter to be adjusted and f is the reciprocal temperature
(1/kgT). These kinds of Lagrangians are representative of those molecular dynamics
simulations where the forces depend on the velocities. Further simplifications introduced
by Hoover shown, that this Lagrangian produces a quantity that is conserved (Hoover and
Hoover 2005), which is not a Hamiltonian since motion equations cannot be deduced

from it, which can be formulated as

:ip—im+u(rN)+%+Lm7s (2.1.25)

Where L=3N and & =d (In s)/dt. Hoover has shown that this equation is unique,

meaning that other equation of the same form cannot produce a canonical ensemble
(Hoover and Hoover 2005). A shortcoming of this development is that Nosé-Hoover
algorithm can only generates a correct distribution if there is only one constant of motion.
Tuckerman and co-workers proposed to couple the Nosé-Hoover thermostat to a chain of
M thermostats to overcome this drawback (Tuckerman and Martyna 2000), resulting in

the following motion equations

R P
R _R 2.1.26
dt  m, ( )
P _g_Pap (2.1.27)
dt Q
95 _ P vk c12.M (2.1.28)
dt  Q
9% _Plker2.M (2.1.29)
dt  Q
dPs (&L P P&
- L _3NK.T |-—22p 2.1.30
dt [Zm J Q 3130
2
dPz, :(P i _kBTj_ Ples pg (2.131)
dt Qk_l Qk+1
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P _ ( P s kBTJ (2.1.32)
dt QM -1

Where the quantity conserved is formulated as

PZ
2Q

M M
Hye = H(R,P)+ > —Z£ +3NK, TE + > K, TE, (2.1.33)
k=1 Kk k=2

using the partition function for non-Hamiltonian dynamics and the previous
example the partition function for the canonical ensemble can be generated as shown by

Tuckerman (Tuckerman and Martyna 2000).

Non-Hamiltonian Molecular dynamics required special integration methodologies,
considering that forces depend on the velocities and subsequently algorithms as the
velocity-Verlet must be iteratively resolved, losing time reversible properties. Therefore
were introduced reversible integrators to extended systems, using the Liouville operator
and the trotter factorization. A derivation of a family of integrator for the Nosé-Hoover
Chain is described by (Martyna, et al. 1996).

On the other hand, the initial conditions for simulating the canonical ensemble are
prepared getting random velocities from a Maxwell-Boltzmann distribution, assuming
that every component of the velocity can be considered as an independent Gaussian
random variable (Field 2007). In order to avoid misinterpretation and numerical drifting
in the temperature, the motion and rotation of the center of mass is removed when there

are not involved chemical reactions.

2.1.5 Quantum Mechanics/Molecular Mechanics Method

A hybrid Quantum Mechanics/Molecular Mechanics (QM/MM) model is composed by
two subsystems: a QM region is focused on the description of a chemical reaction and the
surrounding MM region is treated classically. Therefore, QM/MM methods are suitable to
describe the environment effect on a particular molecular system, e.g. surrounding it by
explicit solvent molecules, or considering the actual biomolecule where it is included (a

base pair in DNA, an amino acid in a protein, etc.).
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Different QM/MM schemes were designed and developed (Lin and Truhlar 2007). In
this Thesis, we adopted an approach by which the Hamiltonian of the QM/MM model (

H,, ) is a sum of three components:

A A

Hi: =Hom +Hum + Homwm (2.1.34)

tot

I:|Q,\,I Is the Hamiltonian of the QM system in vacuum, while I:|MM refers to the MM
region treated with a classical force field. The interaction between QM and MM regions

is described by the term I:|QM,,\,IM ;

v yelec " 7nucl " 7vdw "7bond
OM/MM _VQM/MM +VQM/MM +VQM/MM +VQM/MM (2.1.35)

0]
by which electrostatic, nuclear, van der Waals and bonding interactions are taken into
account, respectively. Especially, the electrostatic and nuclear terms are given by the

following relations:

Vv =ZA2M‘,M | qu| (2.1.36)
I Ae A i
A N Z,q
Vo e = s 2.1.
unmn =2 2y R b (2137)

\A/SLQAC,MM describes the interaction between the electrons of the QM region with the point

charges (qa) in the MM region; while \A/gk,f',MM is responsible for the interaction between

the nuclei of the QM region (with Z being the proton number of nucleus A) and the B
point charges of the MM region. For both electrostatic and nuclear terms the Electro-
Static Potential Fitted (ESPF) method is applied (Ferré and Angyan 2002): one-electron

operators are added to I:IQ,\,I in order to calculate the interaction between the QM charges

distribution and the MM electrostatic potential field, considered as an external field,

resulting in the following interaction energy,

AE=3"SP Qve (2.1.38)

a  pv
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where P and QF are the density matrix and multipole-like matrix elements

interacting with the electrostatic potential V # calculated at the point center & .

Van der Waals interactions are taken into account by a short-range Lennard-Jones term,

assigning parameters to both QM and MM atoms,

12 6
A vdw (o2 O
VQi/I/MM = 24‘9AB (ﬂJ _Kﬂj (2.1.39)
A>B dAB dAB
where for every AB couple, ¢ is the potential well, o is the finite distance at which the

potential between A and B is zero, and d 5 is the distance between A and B.

If the frontier between QM and MM regions involves covalent bonds, an additional term

(\73‘,3;‘7MM ) is added to I:|m, including some empirical bonded terms. The scheme used to

treat the frontier bonds is called Link Atom (LA), where a monovalent atom (usually
hydrogen) is used to saturate the QM system. Applying the Morokuma’s scheme for LA
is modified

positioning, the distance between LA and the first linked AM atom (dQMrLA)

with respect to the frontier QM and MM atoms (d while optimizing, thanks to a

QM, —MM, )

scaling factor (Spa):

am-ta = Stalom, v, (2.1.40)

2.2 Electronic Structure Methodologies

Ab initio electronic structure calculations are mathematical approximations based
only in physical constants (i.e. they do not depend on empirical parameterizations), which
aim to solve the time-independent Schrodinger equation (2.1.3). The initial starting point
for most method is the Hartree-Fock approximation, which established that the ground-

state wavefunction W, is determined by products of monoelectronic wavefunctions of

the molecular orbitals. Within this approximation, the electronic field is determined by a
self-consistent field method, where every single electron is moving under the mean-

potential created by the other electrons. The wavefunction is built from Slater
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determinants as an antisymmetrized product of spin orbitals (i.e. the product of a spatial

orbital and a spin function):

(2@ ... 20
Wo)=(nDz| ¢ P =]ee0,) 22.1)
o(n) - o,(n)

The expected value of the energy is then calculated as

E=(¥,|H|¥,) (2.2.2)

Where the Hamiltonian can be expressed as follows:

n 1 V& Z L 1
H=-2) Vi)Y > — (2.2.3)
275 o Rg TS

where n stands for the number of electron and N represents the number of nuclei.
The first, second and third term on the right hand side of (2.2.3) are the electron kinetic
energy operator, the nuclei-electron attraction potential operator and the electron-electron
repulsion potential operator, respectively. This corresponds to the electronic Hamiltonian,
since the nuclei Kkinetic energy is omitted, based on the Born—Oppenheimer
approximation. Now we have all the elements to determine the energy of the system, by

replacing (2.2.1) and (2.2.3) in (2.2.2), obtaining the following expression for the energy:

E, = 221: HCore, + ;;(2% -K;) (2.2.4)

Where HCore; is the electronic energy of a single electron moving under the
attraction of a nuclear "core", without interact with other electrons; J; is the so-called

Coulomb integral, representing electrostatic repulsion between the electrons; K; is called

the exchange integral, which is a pure quantum effect without similar in classical physics,

standing for the correlation in the motion of the electrons with parallel spin which are

correlated in the single determinant approximation of Hartree-Fock. The terms Jij and

K; take into account for the average electrostatic repulsion between electrons. The
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energy is finally calculated by applying the variational principle (Szabo and Ostlund
1996).

2.2.1 The Complete Active-Space Self-Consistent Field Method
The principle of all Multiconfigurational Self-Consistent Field (MCSCF) methods

is the expansion of a monoconfigurational HF wavefunction as a linear combination of

Slater determinants. Among all MCSCF methods, the CASSCF method results in a

MCSCF wavefunction generated by linear combination of configurations @,
considering that each configuration corresponds to a different occupation of the molecular

orbitals ¢, included in the so-called active space (Roos 2007), where each molecular

orbital is a linear combination of atomic orbitals y, :

|‘PCASSCF> = Z A |q)k> (2.2.5)
@ =A[]x (2.2.6)
»,=>.C.x. (2.2.7)

The optimization of W, is based, therefore, on the simultaneous variation of
orbital coefficients C ; and configuration coefficients A, until reaching self-consistency.

Once W o is Optimized, the energy of the system is calculated as follows:

E=(P[H|¥)=>hD,+ > 9P (2.2.8)
i, i

i,j.k,1

Where h; and g, are the monoelectronic and bielectronic integrals, respectively:

h

h; = <Zi @)]h]x, (1)> (2.2.9)

Gija = ” o (q1)¢j (9.)r. @ (a;) 4 (a, ) da,da, (2.2.10)

Where r is the position vector and D is the first order reduced density matrix,
which is defined as a function of the expansion coefficients given by (2.2.5):
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Dy =(W|E;|¥) =D AAAD =Y AA (@ |Ej|@) (2211

P is the second order reduced density matrix, with elements:
AN A A A .
Pijkl = E;AKAL <CDK | Eij Eq _5kj E, |(D|_> = ;AKALPUIEIL (2.2.12)

where Pij';,'L are defined as the bielectronic coupling coefficients. One of the

characteristics of the CASSCF method is the selection of the configurations (i.e. the
orbitals) to be included in the wavefunction. In principle, the active space could include
all the orbitals, leading to a so called full ClI (Configuration Interaction) treatment.
Unfortunately, a full CI requires an unfeasibly high computational cost even for small
size molecules, and therefore a limited number of orbitals have to be selected. The
number and type of orbitals will depend on the chemical nature of the problem to be
studied, in any case being necessary that all chemically relevant orbitals are part of the
active space (e.g., for a conjugated hydrocarbon the active space should include all = and
n* orbitals). Therefore, when applying the CASSCF method all orbitals will be divided
into three groups: (i) inactive orbitals, which remain doubly occupied; (ii) virtual orbitals,
which stay unoccupied; (iii) active orbitals, where all possible electronic excitations are

allowed, resulting in a total number N of configuration state functions which form

W ..sscr » given by the following formula (for a defined state multiplicity) (Cramer 2004):

v- m@+1]?f?_+§j!(n—2”)!

where n is the number of electrons and m the number of orbitals, usually indicated
as CASSCF(m,n). With state-of-the-art computational resources, a CASSCF(4,4) is a
straightforward task, being N=20, while a CASSCF(14,12) is highly demanding, being
N=169884. Considering that the computational feasibility depends also on the basis set

(2.2.13)

applied, we can nowadays set the upper limit to the size of the active space as a
CASSCF(20,20).
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2.2.2 The CASPT2 Method
One of the most convenient ways to include dynamical electron correlation effects in

molecules is to apply a second order perturbation approach. In the CASPT2 method, a

multiconfigurational CASSCF wavefunction |W¥,) is considered as zeroth order

wavefunction for a second order perturbation approach correlation problem. The derived
formulation was shown to be valid for any reference state built as a full Cl wavefunction

in a certain orbital sunspace (Andersson, et al. 1990).
|‘PO> is expanded in a configuration space which, for convenience, is divided into four

subspaces: Vy is the one dimensional space spanned by |‘PO> for the electronic state

calculated; Vi is the orthogonal space to |‘P0> within the restricted full ClI subspace used

to generate the CASSCF wavefunction; Vsp is the space related to single and double
excitation states generated from V,. Vg is the space containing all higher order

excitations not included in Vo, Vk and Vsp. It has to be noted that only the functions

defined in the Vsp subspace interact with |‘PO> via the total Hamiltonian, and therefore it

has to be considered that only V, contributes to the expansion of the first order

wavefunction when formulating the zeroth order Hamiltonian.

Since the total dimension of the first order space corresponds to the dimension of

Vsp (Andersson, et al. 1990),the first order wavefunction can be expanded into a set of

functions | ¥, ) from Vsp:

|Wl>:écj\\yj> (2.2.14)

Where M > Vgp dimension and the coefficients C; are calculating by the solving the

following system of linear equations:
M
D CH{¥ [ Ho—E|¥)) =—(¥|H|¥,),i=1....M (2.2.15)
j=1

Where the zeroth order energy can be readily calculated as:

E, = (¥, |H|¥,) (2.2.16)
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It is reasonable to assume that, in the majority of cases, dimension and therefore the
double excitation states will be linearly dependent. Such linear (and near linear)

dependence can be removed by diagonalizing the overlap matris S
S, = <\yi \\y1> (2.2.17)

and removing the eigenvectors corresponding to zero (or close to zero) eigenvalues. Eq.
(2.2.14) can be then solved by transforming the CI space into a orthonormalized form,
and the second order energy can be finally obtained. The resulting CASPT2 energy takes
into account a weighted sum over all active orbitals, being this formulation valid for all

types of electronic excitations.

Usually, the inclusion of dynamical electron correlation effects brings to
quantitative results in photochemistry and photophysics, when compared to experimental
data. The main drawbacks are a considerable larger time compare with CASSCF
calculations and the lack of an analytical energy gradient for medium and large size active

spaces.

2.2.3 Density Functional Theory
As a quantum chemical methodology, DFT is based on two theorems proved by

Hohenberg and Kohn in 1964. The Hohenberg-Kohn existence theorem states that the
energy of a molecular system depends on the ground-state electron density p = p(q),

since this density determines the Hamiltonian operator. Integration of the ground-state
density gives the number of electrons that interact with each other and within an external
potential (i.e. the attraction to the nuclei). The Hohenberg-Kohn existence theorem proves
that the ground-state electron density determines the external potential, and therefore the
Hamiltonian (Cramer 2004, Hohenberg and Kohn 1964).

By this formulation, the energy depends on the electron density, i.e. it is a density

functional E[p]:
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Elp]=T.[o]+ [p(r(r)+3 [[ p(a) - p(a) %%dqzﬁce []

(2.2.18)

where T,[p] is the electron kinetic energy, the second and third term on the right

hand side are related to the classical electrostatic interaction between electrons, which is
the correlation and exchange energy term, containing all non-classical electronic
interactions. The exact formulation of this last term is not known; therefore it requires an

approximate expression giving rise to different possible types of density functional.

The existence of an electron density as a fundamental quantity is thus a first step,
which is followed by a demonstration that the electron density obeys to the variational
principle, and it can be optimized. The Hohenberg—Kohn variational theorem assumes
that a guess ground-state electron density is provided (thanks to the existence theorem),

by which the proper number of electrons can be integrated. As a consequence, such

electron density determines a guess Wavefunction(‘Pguess) and Hamiltonian (ngess) :

permitting the evaluation of the expected energy (Eguess), being greater than or equal to

the ground-state true energy (E, ):

H

guess

(W

nguess> = Eguess 2 Eo (2219)

guess

By this procedure, it can be avoided to solve the Schrodinger equation to compute

the energy, even if it does not have a consistent criterion to follow in order to choose the

best electron densities that leads to reliable ground-state energy(E ~ Eo). Especially,

guess
a different approximation E. [p] of can lead to a different final energy value, being

necessary a careful decision of the density functional to be applied (i.e. a suitable density

functional has to be calibrated for each set of molecules).

2.2.4 Crossings between Electronic States
As it has been discussed previously in the vicinity of an electronic state crossing
the Born-Oppenheimer approximation is no longer valid, and it is necessary to take into

account non-adiabatic effects to correctly describe photodynamical processes.
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Two potential energy surfaces El(q) and E, (q) intersect in a set of coordinates g

where the energy for both states is equal. The subspace spanned by these coordinates

could be expected a subspace of 3N-7 dimensions (being 3N-6 the degrees of freedom of
the system). However, E and E,are two solutions of the same eigenvalue problem given

by a single Hamiltonian H, and therefore they are not independent of each other, leading
to an additional condition (Neumann and wigner 1929, Teller 1937).

The two intersecting adiabatic states ‘¥, and ‘¥, can be expressed as linear
combinations of two diabatic orthogonal states ®;, and @, in the complementary
hyperspace to the one spanned by all other eigenstates ‘¥ (n23), for which the

energies E, (n>3) are non-degenerated with E and E,:
¥, =¢,®, +C,P,; ¥, =C, D, +C,,D, (2.2.20)

By solving the eigenvalue problem given by the 2x2 matrixH, =(¢|H|¢,), the

expansion coefficients and the corresponding energies (E, and E,) can be determined.

The matrix elements are therefore:

(@, [H|@,)
(@,|H|D,) (2.2.21)
<¢H|ﬁ|qﬁ>:|4n

Hll
H22
H12

It can be demonstrated that E; and E, have the following expressions (Schelegel

1987):

E_Lz _ (Hll + H22 ) + \/( H211 - H22 )2 + 4H122 (2222)

Therefore, in order to fulfill that E =E,, two independent conditions have to be

satisfied:
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H11 = sz; H12 = H21 =0 (2.2.23)

leading to the existence of at least two independent coordinates, ¢, andd, .

In a diatomic molecule, H,, is always zero for states of different symmetry, thus

only H,, = H,, has to be satisfied. This is coherent with the existence of only one internal

coordinate (i.e. the interatomic distance), being a necessary value to satisfy the condition.

If the two states belong to the same symmetry, an intersection is therefore not possible.

In a polyatomic (three or more atoms) molecule, the increased number of degrees
of freedom allows both conditions of (2.2.23) to be satisfied simultaneously (even for the

same symmetry) for suitable values of (; and (,. This means that a branching plane

spanned by (, and(, vectors can be defined (with the origin at the point where both
conditions of (2.2.23) are satisfied), where energy degeneracy is left. On the other hand,
the 3N-8 hyperspace defined by all degrees of freedom but q, and (, determines the

coordinates which can be varied remaining in the crossing region (i.e. energy degeneracy
holds).

Imposing the conditions of (2.2.23) two eigenvalues are found, resulting in the
equation of a double cone with vertex at the origin. This is why crossing points between
electronic states are called conical intersections (CIs).

The crossing can be real or avoided: considering the two diabatic orthogonal states

®, and @, which form the two adiabatic states ¥, and ¥, as depicted in (2.2.20), the
crossing condition is fulfilled when ®,and ®, cross each other, meaning that H,, = H,,.
At this point the energies of the adiabatic functions are E, =H,;;, —H,, and E =H,;, +H,,
. The energy gap is therefore E,—E =2H,,. If H,, =0 the crossing is real (a ClI), on the

other hand if H,, #0 the crossing is avoided, meaning that both PESs involved in the

process become near in energy but do not cross and instead repel each other.

In the adiabatic basis, J, and(, are defined as follows:

Methods 37



Photochemical and Photophysical Reaction Dynamics of Chemical and Biological Systems

g, = AE-E) (2.2.24)
oq
oH

q, = <‘P1|5|‘P2> (2.2.25)

g, corresponds to the gradient difference (GD) vector, while Q,is parallel to the direction

of the derivative coupling (DC) vector:

e - <xp

0
—Vv 2.2.26
P 2> ( )

Apart from their mathematical description, GD and DC vectors have a physical
meaning: the GD vector measures the distortion of the system leading to the largest
variation of the energy difference between the two electronic states involved in the
crossing. The DC vector measures the distortion of the system providing the maximum

coupling between the two electronic states involved in the crossing.

2.3 Spectroscopic Properties

In electronic spectroscopy, two quantities are fundamental in order to reproduce
absorption and emission spectra: the energy difference between distinct electronic states
and the oscillator strength. Indeed, an experimental UV/visible spectrum is characterized
by absorption or emission wavelengths (corresponding to the energies of the electronic
transitions) and absorption or emission intensities (which depend on oscillator strengths

and indicate the transition probabilities).

An electronic transition is intended from an initial state i to a final state f, being
usually (but not necessarily) i the ground-state and f one of the excited-states for
absorption, while i is one of the excited-states and the f the ground-state for emission.

More in general i< f for absorption, while i> f for emission. The transition dipole
moment couples the wavefunctions of initial and final states (‘¥;and ¥, ), resulting in a

vector g which expresses the redistribution of electrons in the molecular system after

the transition:
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¥, (a)) (2.3.1)

Being q the position vector. It may be shown that the square of £, module is, in

case of emission:

Hi = Ay (232)

where &;the dielectric constant is in vacuum, h the Planck’s constant, ¢ the speed
of light, @, the resonance frequency of the transition and A, is the Einstein coefficient to

describe the total rate of spontaneous emission. The emission oscillator strength f™ can

be then defined by the relation (Hilborn 1982):

1
fom = LA (23.3)
3 7cl
__ca 2.3.4)
Ta T e mc .

where e and me are charge and mass of the electron. y, determines the classical

radiative decay rate of the single electron oscillator at frequency @; .

abs

The absorption oscillator strength f.™ is then defined by:

9 down fifabs = _gup fifem = gf (2.3.5)

where g,,,,and g, are the degeneracy factors of the two electronic states (upper

and lower energy). The f values have been defined like this: if (i) 04, =1 (i.e. the angular

momentum of the lower state in energy J,,,,, (i) 9,,=3 (i.e. J,,=1) and (i) A; =7,
then =1 and fem =_%. Tables of gf values can be found in literature (Hilborn

1982).

The absorption oscillator strength can be finally related to Aj
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3
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(2.3.6)

As alternative procedure, fifabs can be determined by comparing the absorption

cross section of a classical oscillator with the one determined by the Einstein B
coefficients (which are defined in terms of transition rates for induced absorption and

stimulated emission).

2.4 Interpolation Methods
2.4.1 Quadratic approximation

In order to construct the potential energy surfaces of a molecule in a given state
we have to perform, as a first approximation, a quadratic expansion of the potential

energy function in terms of internal coordinates:

n n n 1 n
E® (@) = E®(d0)+(@-0)" - g5+ (@-0) Hg (a—0) (2.4.1)

Where q is a vector in internal coordinates denoting any configuration (i.e.
molecular structure), qo is also a vector in internal coordinates corresponding to the
reference configuration for the expansion gqo(”) and qu(”) are the energy gradient vector
and hessian matrix of the (n) electronic state evaluated for the o geometry, both
expressed in internal coordinates. From the approximate PES given in (1.1), the energy
gradient vector obtained is

VE®™ (q) = g{” + H(q-0p) (2.4.2)

The election of internal instead of cartesian coordinates for deriving the force field
has some advantages, since the curvilinear coordinate system, if correctly chosen,
preserves more accurately the quadratic approximation, making the spanned PES more
precise as the displacement vector (g-qo) increases (Bakken and Helgaker 2002).
Selecting a set of internal coordinates for the PES expansion with chemical meaning is
necessary in order to predict accurately the energy of the extrapolated points. Since
usually first and second derivatives are available in cartesian coordinates, it is necessary
to transform the cartesian derivatives into internal derivatives. The relation between the

derivatives of the energy with respect to internal and cartesian coordinates is described by
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the Wilson B matrix which elements Bij =%
X

j

, are given by the derivatives of the

internal coordinates with respect to de cartesian coordinates (Wilson 1955). Using this
matrix the relation between the gradients are given by

B,g;" =9y (2.4.3)

g" =GB, g{" (2.4.4)
Where g, is the energy gradient vector in cartesian coordinates, evaluated for an
arbitrary x configuration, which is also expressed in cartesian coordinates. Since the B
matrix is not square, its inversion requires to find the generalized inverse of a G matrix
given by G = BUB' where U is a unitary matrix. In the case of using a set of redundant
internal coordinates, the inversion of the G matrix required a previous diagonalization
followed by the elimination of the zero eigenvalues resulting from the redundant internal
coordinates, keeping only those eigenvectors corresponding with the 3N-6 degrees of
vibrational freedom (Peng, et al. 1996). The relations between hessian matrices in both set
of coordinates are obtained after differentiating equation (1.3) and (1.4)

B, HY'B,, +B, gy =H (2.4.5)

%o
n) _r~-1 (n) 1t ~(n) tpt -1
qu _GXo BXOU(HXo - BXo g, U onGxo (2.4.6)
where on(”) is the Hessian matrix in cartesian coordinates evaluated for the Xj
configuration, and B' is a three dimensional array whose elements B, = azqi/axjaxk

are the second derivatives of the i internal coordinates with respect to the j™ and k™

cartesian coordinate.

In order to obtain the numerical values of the gradient and Hessian matrix in
internal coordinates, analytical expressions were obtained and implemented for the first
and second derivatives of the internal coordinates with respect to the cartesian coordinates

(|e Bij and B’ijk terms).

In order to calculate the forces in each integration step when this potential is
applied to molecular dynamics, it is necessary to transform the gradient vector from
internal to cartesian coordinates, using the relations given by Equations (1.3.3) and.
(1.3.4).
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2.5 Geometry Optimization

Central in theoretical quantum chemistry is the optimization of minima and
transitions states. A big number of optimization algorithms have been developed using
both internal and Cartesian coordinates, each one offering a set of advantages and
drawbacks, for a comprehensive discussion see (Bakken and Helgaker 2002).

The Newton-Raphson method provides a very fast convergence algorithm, but is
very expensive since it requires the calculation of the Hessian matrix. An approximation
to bypass this shortcoming is the Broyden-Fletcher-Goldfarb-Shanno (BFGS) updating
scheme (Fletcher 1987), in which an initial inexpensive hessian is updated in each

optimization step, using the following equation:

. 00 _HAR, (H,AR,)'

H.,=H 2.5.1
R glAR, ARTH, AR, 5.1
Where
g = Vi (Xk+1) —Vf (Xk) (2.5.2)
AR, =X, 1 =X, (2.5.3)

Using the previous procedure and changing the gradient for a new one that takes
into account both an external and internal force, as Expressed in (2.5.4). It is then possible

to optimize geometries subjected to an external stress.

\i (Xk )totaIForce =—F

ext

_F

int

(2.5.4)

2.6 Programming Methods

Since the computational chemistry field directly address a set of common problem
in scientific computing, there is a kind of folklore with respect to the design of scientific
software. For an excellent review of this topics see (Wilson, et al. 2014). These guidelines
includes: the automation of work, extensive use of heavily optimized libraries, planning

the development of a software, documentation and code readability and, among others,
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using the highest-level language possible. In this section we deeply discussed the

programming language issue.

Mainstream languages like C, C++, Python, Java, FORTRAN etc. are classified as
imperative languages in computer science. This means that a program in the imperative
paradigm is a sequence of commands describing how things are done, i.e. these
commands are execute in the preset order while changing the state of a set of variables.
Although it is undeniable the impact of these languages in modern software application
and particularly FORTRAN in the field of computational physics and chemistry, they
(especially FORTRAN) still lack some properties as explained in Table 1.1.

Explanation
Scalability It is hard to parallelize and distribute the computations
Modularity Programs tend to be large monolithic blocks, difficult to compose.
Refactoring It is difficult to reuse functions.
Side Effects There is no difference between input/output actions and pure

mathematical functions. For a given function the same input is not
always returning the same output. It is impossible to apply a broad
set of optimization at compile time.

Mutable data There is not a clear control of the program state, leading to obscure
code.

Composition There is no an easy way to compose functions or data structures.

Readable code Programs tend to be hundreds of unintelligible lines.

Polymorphic and | It is quite hard (if possible at all) to implement functions that work
high level on different kinds of data and that functions can return functions as
functions answer.

Table 1.1. List of the main drawbacks of using FORTRAN.

On the other hand the functional programming languages as Haskell, Erlang,
Ocaml, Scala, Lisp, etc. (Armstrong 2007, Marlow and Jones 2012), are focused on
specifying what needs to be done instead of “how”, generating functions which are
composed in a primary function which is the actual program. The main advantages of this

paradigm are that programs tend to be modular and easy to compose. This increases
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readability and maintainability, since functions are pure in a mathematical sense and they
can be tested isolated from the context. Immutable data does not lead to race conditions in
concurrency. Polymorphism and higher order function enhance the reusability of code.
The separation of input/output code from the pure mathematical functions enable the
compiler to make aggressive transformations which results in more efficient code
(O'Sullivan, et al. 2008). For a comprehensive discussion in the utility and advantages of

functional programming see (Hughes 1990).

Even though the computational theory behind programming languages is beyond
the scope of this thesis, we want to present in this section a brief description of Haskell. It
is not the objective of this section to compare extensively the advantages of one
languages with respect to others language, but to introduce some concepts regarding the
functional paradigm. However, from time to time differences between the imperative and

functional paradigms are pointed with pedagogical purposes.

2.6.1 A brief Haskell tour

Haskell is the result of an academic research project that begins in the early
1990’s, which has been incorporating the result of the research to produce a programming
language that has leading scientific ideas and production quality. The Glasgow Haskell
Compiler (GHC) is the “de facto” implementation of Haskell, and because its fundaments
are deeply rooted in the mathematics, it is spreading not only in academic environments

by also in industrial production (see http://www.haskell.org/haskellwiki/Haskell).

The most outstanding feature of Haskell is its type system. Types are a ubiquitous
concept in computer science, it can be thought as a mathematical object that represents
some structural properties of a set of values. Another point of view is that a type is a
value with only partial information, meaning that you can specify the intended context to
use the value, but you cannot compute a specific value with a type. Types naturally arise
from the fact that certain values can be meaningfully used only in certain contexts.
Therefore all programming languages use some kind of Type System for reasoning about
types (Turbak, et al. 2008). Another interesting way to look at types is through the Curry-
Howard isomorphism (Thompson 1999), which in plain language is a formal proof that
types can be regarded as propositions in a formal logical framework, while programs are

“proofs” of those propositions, then a compiler can be regarded as a theorem checker.
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Haskell type system enables to rule out spurious declarations, bypassing the use of
extensive debugging protocols, providing an equational reasoning framework to deduce
properties about the given implementation. equational reasoning refers to the fact of
introduce any possible simplification using mathematical reasoning, replacing equal by
equals, which as obvious as it seems is not always possible in common languages (Harper
2013).

Another startling feature of Haskell is that of having variables that do not vary,
once defined they never change, they are immutable. The reason behind this behaviors is
that in Haskell a variable is a name bound to some value, like an equation where
expressions are named, for instance y=5 and x=3, but it does not make sense that in the
same equation x=3 and x=6, are defined simultaneously. On the contrary, variables in
imperative languages like C or FORTRAN are directions pointing to locations in a

variable computer memory.

Since Haskell is a strong typed Language, meaning that every expression must
have a type at compilation time, the compiler can provide the types of the expressions
declared, but for documentation and clarity reason is customary to provide the signature
of the function declared. The signature refers to the number of arguments takes by a
function, known as arity, and the types of the arguments of the function, as is exemplify

below:

MultiplyBy5:: Int — Int

2.6.1
MultiplyBy5 x = 5*x ( )

The first line in the previous equation states that MultiplyBy5 is a function which takes
an integer as argument and returns another integer as result, while the second line

declares the actual computation.

A more involving concept is the polymorphism. Polymorphism permits procedure
declarations that are parameterized over the types of their inputs, meaning that a
polymorphic function is a function that works for many different types. For instance the

times function is given by:

*:Numa >a—>a—a (2.6.2)
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The signature declares that the function takes two arguments (called parameters)
which must belong to the Numerical type class (e.g. integers, floating points, etc.) and
finally return a third number which also must belong to the Numerical type class. A class
member in Haskell can be defined as a set of functions which are implemented depending
on the kind of types on which those methods are applied. Therefore the times function
belongs to the numerical type class have a different implementation if it is intended to be

applied over integers or floating points.

A big difference between imperative language and Haskell is the way in which it
takes the arguments in functions. Haskell use a mechanism called curryfication which
means that only one argument is take into the function at a time, for instance the plus

function operating over two integers is expressed as:

plus:: Int — Int — Int

2.6.3
plus Xy =x+y ( )

If you supply only one number to the above function we obtain a new function, for

example if we apply 4 to plus we get:

plus4:: Int — Int

2.6.4
plusdy=4+y ( )

Functions are first order expressions, meaning that functions can be returned as the
actual result of function application, as has been pointed in the previous equations. If you
supply a function with less arguments that the total number of arguments that a function

is waiting, you are returned with a new function which takes the missing arguments.

Imperative languages rely on explicit loops declaration (represented with
keywords like For, While, etc.), functional languages lack any explicit loops declaration
and all the iterative tasks are carried out by general polymorphic functions as map and
folds see (O'Sullivan, et al. 2008). A map is a polymorphic higher-order function which
applies a chosen function to every element of a list and returns a new list with the results.

For example the following function multiplies every element by 3,

map (*3) [1,2,3] = [3,6,9] (2.6.5)
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When using these functions some mathematical properties must be enforced, for
instance the multiplication of all the elements of a list by 5, followed by the sum of 2 can

be expressed as

map (+2) (map (*5) [1,2,3]) = map ((+2) . (*5)) [1,2,3] (2.6.6)
Where the dot operator (.) denotes functions composition, meaning that

(f.g)x=f (g(x)) Even though mathematically equivalent, left and right hand side are

from “the implementation point of view” not equally efficient, since the right hand
function avoids the building and memory representation of the intermediate result, fusing
(*5) and (+2) in only one function, eliminating an intermediate list. Fusion is an
important property when many operations are applied to an array, for a detailed

description see (Lippmeier, et al. 2012).

Haskell has a good deal of libraries which allows encapsulating and reutilizing
computation patterns, making possible to recycle function, avoiding the usual plague of
the identical functions performing slightly different task, allowing to easily recognize a
pattern which can be made a general function. There is a Common tendency in
computational chemistry of “reinventing the wheel”, meaning that each software has its
own non-standard way of tackle a common situation leading to confusion. Haskell
libraries on the other side make a strong point providing standard tools for common

computations.

In this Thesis we have used GHC and the Haskell platform for the algorithms
implementation (Marlow and Jones 2012), making heavy use of the high performance
library REPA (Lippmeier, et al. 2012).

2.6.2 Parallelism and concurrency

The free lunch is over (Sutter 2005). This sentence marked the end of an era and it
is only the rephrasing that transistor miniaturization has reached the physical limits. The
empirical fact that every 18 months the performance of integrated circuits double, called
the Moore’s law, was the driving force of the software development for the last 50 years,
where increasing clock frequencies and symmetric multiprocessing tried to manage the
ever increasing demands of computing power among science and even commonly used
information systems. Having reached the physical limits of miniaturization, chips

manufacturers have focused on producing devices with many cores and smaller CPU
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frequencies, saving electric power. Some years ago you only needed to wait some months
in order to improve the performance, but now the new challenge is software
parallelization (Breshears 2009, Fayez 2011), meaning that sequential applications are
doomed to disappear and be replace by parallel and concurrent software.

A concurrent program can be roughly defined as one that reacts properly to
independent input sources dealing with every task independently; having multiple threads
of control and non-deterministic behavior, and the quantity of cores that the program can
handle only improves performance and responsiveness. Parallelism on the other hand, can
be classified as a special case of concurrency since a parallel program solves a single
problem and has a deterministic behavior (e.g. stream in data, makes calculation and
output result), which takes advantages of multiplicity of hardware to improve the speed of
a computation (Jones 2007).

Current efforts in mainstream languages (Java, C, C++ and FORTRAN in
chemical physics simulations) do not directly address distributed concurrency; instead
they focus on a shared memory models where locks and condition variables are in charge
of updating the data. Since threads will be working together in shared memory, there may
be times when two or more threads need to access the same memory location,
phenomenon called race condition. If one or more of these threads is trying to update
some memory location (e.g. one thread wants to evaluate x = x+1 and the other x = x+2),
you will have a race for the resources. These issues have been traditionally tackled
through the implementation of locks and semaphores, resulting in extremely complex and
costly software. One example of such programs are most of the operating systems
(Marlow 2013).

Concurrently software must cope with the scheduling of threads, which are
managed by rather complex algorithms which depend on many factors (current load of
the system, priority of the tasks, etc.), and therefore scheduling appears to be
nondeterministic or asynchronous. And more import, it is the programmer responsibility
to handle all these events simultaneously, in order to produce a correct program. Besides,
the cost of moving data from one processor to another as you want to distribute
calculations, becomes a dominant factor, because all the caches of the all the processors
must be kept updated of all the changes in the shared variables and data, independently of
the architecture, using high-performance buses for example (Vadja 2011).
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The functional programing paradigm makes a strong point on having multiple
entities which can shared or not memory managing to accomplish the computations by
several mechanisms, being the message passing one of the most successful in handling
hundreds or even millions of independent computations (Armstrong 2007)

2.7 Software in Quantum Chemistry

In his lecture of the Turing award the physician Edsger W. Dijkstra said that: “The
sooner we can forget that Fortran has ever existed, the better, for as a vehicle of thought it
is no longer adequate: it wastes our brainpower, is too risky and therefore too expensive
to use. FORTRAN’s tragic fate has been its wide acceptance, mentally chaining
thousands and thousands of programmers to our past mistakes” (Dijkstra 1972). No
longer after, John Backus, leader of the team which developed FORTRAN, in his Turing
award Lecture deeply questioned the strategies of programming in vogue during that
period, 40 years later these practices still pervades the chemical physical simulation
branch.

For years the FORTRAN programming style has been sustained only by the
steady increase in the velocity of the transistors, but once the future has opened to highly
distributed architectures and highly parallelized software, maybe it is time to switch to
more robust computation theories. If giants of computer performance such as Google
make use of the functional paradigm why physical simulations cannot take advantages of

it?

2.8 Electronic Structure Packages

e A development in the Molcas-7 quantum chemistry package was carried out
in order to perform constant temperature “on the fly” molecular dynamics.
Besides, the same package was used to perform CASSCF and CASPT2
calculations (Aquilante, et al. 2010).

e The Gaussian 09 software was used for the DFT and TD-DFT calculations
(M. J. Frisch, et al. 2009).

e The Gromacs package was used to perform simulation of large scale
systems as biomolecules (Hess 2008).

e Our own set of packages was tailored to carry molecular dynamics at

constant temperature, external forces and surface hopping. Besides other set
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of algorithm as constrained optimizations, data analysis and several

miscellaneous tasks were also implemented (see appendixes).
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Chapter 3: Aims

The Road Not Taken
Two roads diverged in a yellow wood,
and sorry | could not travel both
and be one traveller, long | stood
and looked down one as far as | could

to where it bent in the undergrowth;

Then took the other, as just as fair,
and having perhaps the better claim,
because it was grassy and wanted wear;
though as for that the passing there

had worn them really about the same,

and both that morning equally lay

in leaves no step had trodden black.

oh, | kept the first for another day!
yet knowing how way leads on to way,

I doubted if | should ever come back.

I shall be telling this with a sigh
somewhere ages and ages hence:
two roads diverged in a wood, and |—
| took the one less traveled by,
and that has made all the difference.

Mountain Interval. Robert Frost
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The project presented in this Ph. D. Thesis concerns with the application and

development of theoretical and computational methods to the description of the

dynamical behaviour, photochemistry and photophysics of chemical and biologically

relevant molecular systems.

The Following goals were achieved:

60

i) A definition of the reaction coordinate was developed for the triplet-triplet energy
transfer process, based on the minimum energy principle for modulating the
singlet-triplet energy gap.

i) A generalized geometrical distortion parameter was developed to provide a
quantitative measurement of the nonvertical character of a given donor or acceptor
molecule in the triplet energy transfer process.

iii) A Nosé-Hoover chain of thermostat was implemented to carry out molecular
dynamics at a constant temperature, which produces statistics belonging to the
canonical ensemble. This methodology was applied to the study of different
systems and phenomena as: triplet energy transfer, optomechanical tuning, excited
state intramolecular proton transfer and chemiluminescence.

iv) “On the fly” molecular dynamics was used to simulate the behavior of the 1,2-
dioxetane molecule, on the many-fold degeneration area which is central in the
process of bioluminescence.

v) The QM/MM methodology was applied to the study of photofluorescent proteins,
particularly to the fluorescent of the irisFP.

vi) The concept of structural substituent excitation energy effect aforementioned was
applied to a wide series of S-nitrosothiols, in order to predict their ability to
release nitric oxide. The final results suggest a clear tendency in favour of an
absorption spectra modulation.

vii) The effects of the environment on a photoswitch were treated as external forces
acting at two ends of the chromophore. In the case of azobenzene, cis and trans
isomers show considerable photosensitivity to the applied forces, resulting in
possible modulation of the maximum absorption wavelength.

viii) A theoretical methodology was proposed to build molecular motors and
switches based on the protonated Schiff bases of the rhodopsin, using hydrogen

bonds to produce unidirectional rotation.



iX) Most of the algorithms herein described were implemented using state of the art
computational methodologies, with particular emphasis on readability,

parallelization and performance.
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Chapter 4: Triplet Energy Transfer
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“We don't want to change. Every change is a menace to stability.
That's another reason why we're so chary of applying new
inventions. Every discovery in pure science is potentially
subversive; even science must sometimes be treated as a possible
enemy. Yes, even science.”

Brave New World. Aldous Huxley
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4.1 Introduction

Photophysical processes carry out a change in the electronic state of the system
preserving its chemical identity. After excitation, the excess energy can be dissipated
through emission or radiationless transitions. Such energy can also be transfer to other

molecules through other processes, such as quenching or photosensitizing.

4.1.1 Energy Transfer Mechanisms

An energy transfer can take place between an electronically excited donor (D*)
and a ground-state acceptor species (A) without the emission of a photon while
transferring energy, where D and A can be two molecules (intermolecular process) or two
parts of the same molecule (intramolecular process). The probability of intramolecular
energy transfer between two moieties (i.e. a change in the electronic state) is inversely
proportional to the energy gap AE, between the two states. The rate constant value for
radiationless transitions decreases with the size of the energy gap between initial and final

electronic states.

Energy transfer processes can be divided into two main classes, both of increasing
importance in chemistry and biochemistry: Forster resonant energy transfer (FRET) and
Dexter-type energy transfer. For some relevant applications see: (Langhals, et al. 2010,
Mufoz-Losa, et al. 2009)(FRET) and (Monguzzi, et al. 2008, Reineke, et al.
2009)(Dexter-type). The Forster model is based on the idea that a Coulomb interaction
stands between D* and A, by which the energy released by D* can simultaneously excite
A, finally resulting in D and A* species. Exchange interaction takes place by the Dexter
mechanism, that can be visualized as electron transfer where one electron moves from the
excited donor highest occupied molecular orbital to the acceptor lowest unoccupied
molecular orbital, while another electron moves from the acceptor highest occupied
molecular orbital to the donor lowest unoccupied molecular orbital, therefore resulting in
exchange energy transfer. The exchange resonance interaction of D* and A occurs via
overlap of electron clouds and requires close contact between molecules. The transfer rate
constant can be obtained through the golden rule formalism (Serpa, et al. 2003), which is

expressed by:

k, ===U?J (4.1.1)
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where U? represents the electron exchange coupling, depending only on the electronic
configuration of the initial and final transfer states; J is a vibrational term that can be
approached by the overlap integral between the normalized spectra of the donor
phosphorescence (*D—'D) and acceptor ground-state triplet absorption (*A<—'A) (Serpa,
et al. 2003).

The electron exchange coupling term (U) for TET corresponds to the electronic

exchange integral (Speiser 1996, You and Hsu 2010):
e2
U =4, (2)| —1o(2)¢-, (1) (4.1.2)
12

which mainly depends on the donor and acceptor molecular orbitals overlap (frequently
HOMO and LUMO of donor and acceptor respectively), giving rise to an exponential
decrease of the coupling as originally proposed by Dexter(Dexter 1953). Because of the
non-vanishing coupling, adiabatic potential energy surfaces of both electronic states (i.e.
before and after the transfer) do not present real crossings (i.e. conical intersections, see
section 2.2.4), showing slightly avoided crossings in the intersection space defined by the
diabatic states as a result of the weak coupling. Since triplet-triplet energy transfer (TET)
is forbidden by the dipole-dipole energy transfer, the Dexter model is the only mechanism
for TET. In Figure 4.1, it is shown a schematic diagram of the triplet energy transfer
through the Dexter exchange mechanism.

In order to account for several crucial question regarding the nature of the TET,
Frutos and Castafio proposed a methodology to identify the molecular coordinates that
control the process of TET (Frutos and Castano 2005). Following this line of reasoning,
in this Ph.D. Thesis, these initial studies have been is complemented and extended. In
section 4.2.1, it is given a detailed account of the method developed to identify the main

coordinates involved in the TET follow by further improvements of such algorithm.
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Figure 4.1. Electron and spin exchange between a triplet donor (D) and a singlet acceptor (A) in triplet-

triplet energy transfer.

4.1.2 Energy Transfer Reaction Coordinate

It was early realized that in some highly endothermic TET reactions, the
experimental value of the rate constant was much larger than that expected from the
unfavorable energy balance, computed using singlet-triplet optical transition energies
(Saltiel and Hammond 1963, Saltiel, et al. 1984). These anomalous cases had in common
acceptor compounds with flexible molecular structure, like e.g. cis-stilbene, for which
nonvertical *A<—'A excitation processes were initially postulated (Saltiel, et al. 1984). It
was later shown that excitation transitions in these cases do not depart from the classical
vertical behavior, but the (unfortunate) nonvertical term became firmly established. These
apparent deviations from classical TET are explained by postulating acceptor geometries
for which the energy of the lowest triplet state is substantially lower than the optically
recorded value and which are thermally accessible even at room temperature
(Ramamurthy and Liu 1976). The overlap integral J in (4.1.1), for the kind of molecules
discussed previously cannot be computed due to the absence of spectroscopic information
on the electronic transitions of the thermally activated acceptor states. The geometrical
distortions which are effective in lowering the triplet state energy of a flexible acceptor
result from displacements along internal vibrational molecular coordinates, and provide
the reaction path for the transfer process. There have been several attempts to identify
experimentally these favorable molecular deformations, e.g. for the paradigmatic case of
cis-stilbene but, unfortunately, the results were contradictory (Brennan, et al. 1994,
Caldwell, et al. 1992, Lalevee, et al. 2005, Saltiel, et al. 2003). This ambiguity may be
removed by theoretical modeling of the transfer step, and this also has been carried out at

different levels of approximation (Catalan and Saltiel 2001).
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In this Work it is addressed the aforementioned problem, being developed a
formalism to characterize and quantify the contribution of each molecular coordinate to

the reaction path for the TET, as well be detail in section 4.2.2.

4.1.3 Energy transfer Processes

TET process plays a fundamental role in several important applications as it is the
photodynamic therapy (PDT), where a photosensitizer as porphyrin and its derivatives
(Brasseur 2003), is administered to the patient in different ways. When the substance has
its maximum accumulation in the target tissue, the affected area is irradiated at
wavelength around 600-800 nm populating the singlet excited state S, of the
photosensitizer. After a vibrational decay to the S; state, the system carry out an
intersystem crossing to Ty which transfer the excitation energy to the *0, molecule
generating 'O, (*Ag). The singlet oxygen has been appointed to be the cytotoxic agent
(Ethirajan, et al. 2011, Redmond and Kochevar 2006). A schematic representation of the
TET in the photodynamic therapy is shown in Figure 4.2.

S3 ____
S — Internal
] _ Conversion
—— 00
— Intersystem — Cytotoxic
S Crossin 8
1 g ¢  Agent
3.
2y
So
Visible
Light

Figure 4.1. Pictorial representation of the photophysical process underlying the generation of the cytotoxic

agents in the photodynamic therapy.
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The key step in the TDP is the energy transfer from the donor to the molecular
oxygen. Because this process happens in solution, as most of the TET applications, where
a thermal equilibrium between the acceptor, donor and/or solvent is established, it is
highly desirable to describe the geometrical and energetic changes at molecular level,
which are relevant at a given temperature. Therefore In the section 4.2.3, we explored the
dynamical behaviour of the system porphyrin-oxygen as a minimal model in the process

of PDT, taking into account the temperature.

4.2 Results

4.2.1 Triplet energy transfer space

As has been discussed above, TET require that the singlet-triplet energy gap of both
donor and acceptor becomes equal. For a given donor (or acceptor) there is associated a
singlet-triplet energy gap, therefore the acceptor (or donor) moiety must carry out some
geometrical distortions in order to modify its own singlet-triplet energy gap, maximizing

the reaction efficiency.

4.2.1.1 TET-ACC algorithm

In order to calculate the set of geometrical configuration with a given singlet-triplet
energy gap, which can be reached with the minimal energy distortion, it was initially
developed an algorithm called triplet energy transfer—activated complex coordinate (TET-
ACC) (Frutos and Castano 2005). In this development, the equilibrium geometry in Sy
belongs to the TET-ACC curve, therefore this point can be used as center of a
hypersphere, containing at least two points on the surface, which fulfil that the gradient in
both Sy and T, states are parallel, one correspond to gradient vectors oriented in the same
direction while the other case correspond to opposed directions. The TET-ACC localized
both of these points and base on them, it is build a couple of new hyperspheres, where
new points fulfilling the parallel condition are localized and the procedure continuous

iteratively. This procedure is schematically represented in Figure 4.3.
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Figure 4.2 Beginning from the minimum energy point on the S, state, it is iteratively build a set of

hyperspheres containing the optimized points which are the tangent point between the hyperspheres,

creating a TET-ACC curve. Each point corresponds with a different singlet-triplet energy gap AE° (I) .

The optimization process on the hypersphere surface is based on the gradient
difference (GD) or force difference vector (AF) between both electronic states (So and

Ty). AF defines the direction which keeps constant the singlet-triplet energy gap,
assuming that the singlet-triplet energy gap can be linearly approximated. The
optimization is carried out taking a given displacement in the direction of the projection
of Sy force vector onto the subspace which is orthogonal to AF and minimized Sy while
keeping constant the difference Sy-T;, finally the displacement is projected onto the
hypersphere surface, as shown on Figure 4.4. In the new optimized point it is again
calculated the gradient vector both on Sy and T; if both vectors are not parallel
(optimization condition) the previous optimization algorithm is repeated until the

convergence criteria are fulfilled.
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Figure 4.3. Schematic representation of the first step of the TET-ACC algorithm. The geometrical

displacement from the point “1” to point “2” through the projection of the Fst + FTT vector onto the

hypersphere of center R and radius equal to ||Rl|| is represented. Likewise, the way that this vector is
obtained as a sum of the projections of the force vectors on Sy and T, (FSO and FTl vectors) onto the plane

perpendicular to AF .

Even though the TET-ACC algorithm is accurate can be significantly inefficient,
since it 1s on the energy gradients of both states, while the aim of the algorithm is to
minimize (or maximize), the angle formed by these gradients, being most appropriate to
analyse the gradient direction apart from its magnitude. Therefore it is important to
include the Hessians for both states, improving the algorithm efficiency as will be

described in the following section.

4.2.1.2 Quadratic approximation
Potential energy on both triplet and singlet states can be represented as a series

expansion up to second order, allowing to follow the angular variation between the
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energy gradient vectors as function of the internal coordinates. It is important to bear in
mind, that this variation is unknown in the TET-ACC algorithm since the gradient

difference vector is constant with the coordinates.

Quadratic energy expansions on both electronic states, can tackle the two main
drawback of the TET-ACC algorithm which are: a) slow convergence b) breaking
symmetry description (which is impossible in a linear approximation). Both problems are
closely related to optimization methods based on the gradient, for which it is impossible
to break the system symmetry to identify a more stable minimum. Besides, algorithms

like steepest descent also suffer from a poor convergence nearby a stationary point.

The quadratic expansion for the energy in both singlet and triplet states are given by:

1

E,(AQ) = E,(q,) +Aq' g, +§Aq‘ H,Aq 4.2.1)
1

E.(AQ) =E,(q,) +Ad'g, +§Aq‘HlAq (4.2.2)

Aq=0d-q, (4.2.3)

where q,is the Franck-Condon point around which the expansion is center,qa given
configuration around the Franck-Condon point. g, andH, are the gradient and hessian

computed at the expansion point, respectively. Accordingly the gradient at some point q

for both states are:
VE,(Aq) =g, +H,Aq 4.2.4)
VE,(Aq) =g, + H,Aq (4.2.5)

Since we want to calculate the angle formed by the two gradient vectors, we can calculate
firstly the dot product and use it to compute the angle between the two gradients as

follows (omitting the g, subscript):

[VEO(AQ)]t VEl(Aq) :(go + Ho)t (91 + Hl) =

: t (4.2.6)
(9o) 9 +(9,) H,Ag+Aqg,H, +AgH,H,Aq

then

Triplet Energy Transfer 71



Photochemical and Photophysical Reaction Dynamics of Chemical and Biological Systems

[VE, (Aq)l]t VE, (Aq) (4.2.7)

cosa (Aq) = T T
([VE,(A0)] VE,(a0)|* {[VE,(A0)] VE,(Aq)|?

or equivalently
NN, coser(Aq) = p

where N, :{[VEO(Aq)]t VE, (Aq)}E N, = {[VIzl(Aq)]t VEl(Aq)}E (4.2.8)

and p =[VE,(Aq)] VE,(Aq)
The angle variation as function of the coordinates is expressed as:

VN, [ N, cosa(Aq) |+ VN, [ N, cosa (Aq) ]+ N,N,V cosar (Aq) =

t (4.2.9)
(9,) H,+H,0,+2H,H,Aq
The gradients of VNO and VN1 are given by:
H HiA
VN, (Aq) :w (4.2.10)
0
H,g, + H/A
VN, (Aq) =% (4.2.11)
1

Replacing (4.2.10) and (4.2.11) into (4.2.9) is obtained the rate of change of the angle

between the gradients in both states as function of the molecular coordinates.

gy) Hi+H,g, +2H,H,Aq
NONl
HoGo+ HoAq  Hig,+ Hqu}

No Ny

Vcosw(Aq):(

(4.2.12)

CoS

A first approximation to (4.2.12), is to evaluate it in the initial geometry(Aq:O),

obtaining:

t
H,+Hy9,+2H,H
VCOSa(Aq:O)=(go) 17 Doy *1_cosa HLgOJrL?l (4.2.13)
NONl NO Nl
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The approximation (4.2.13) will be used in the improvement of the TET-ACC algorithm

as is shown in the following section.

4.2.1.3 TET-ACC improvement
Since our primary objective is found those points for which the singlet and triplet energy

gradients are parallel (COSa =+land Vcosa = 0) , equation (4.2.13) must fulfill that:

O:

t
(9o) H,+H,g, +2H,H,Aq _COSO{ Hogo + HoAq | H,g,+ HAq
N, N, 2 2

0 1

} (4.2.14)

And simultaneously:
o= Ro] = a| (4.2.15)

It was not found an analytical solution to the set of equation (4.2.14) and (4.2.15) for the

(Aqn ) molecular position; therefore a numerical approximation was developed.

A schematic representation of the new optimization step is shown Figure 4.5. Beginning

at new structure with coordinates (R0+q0) and imposing the optimization on the

hypersphere surface of radius|g||, it is calculated the vector Vcose evaluated atq =0,

according to (4.2.13). Then, a displacement in the direction Vcosa or —Vcos« is carry
out, depending if the aims is to minimize or maximize the singlet-triplet energy gap,
restrained to a minimal activation energy. In this point it is newly calculated the gradient
vector of the angle between both singlet and triplet states, if the convergence criteria is

not achieved a new iteration is carry out until numerical convergence.
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Figure 4.4. Schematic representation of an optimization step of the TET-ACC improved. Beginning at

initial structure (RO +q0)and calculating V €cOSx in that point it is determined the displacement which

minimize or maximize COS¢, obtaining a new structure(R0 +q1). Where §;,(; and g, are internal

coordinates of the system.

4.2.1.4 Convergence criteria and optimization parameters

There are several control parameters in the optimization process. The first of them is the
hypersphere radius, which can be chosen only inside the boundaries of the quadratic
approximation. Therefore, radiuses between 0.01-0.05 Angstroms were taken which are

inside the quadratic approximation.

In order to avoid rotations of the pivot vector AQ,, it was imposed a maximum rotation

of 0.5 degrees. This constrains results in an increased in the number of iterations per

optimization step, but poses no computational cost, since the gradients and hessians

energies are the always the same independently of the position vector AQ,.

A point is considered to be optimized when it fulfil that the module of Vcosa is smaller

than 10~ radians/Bohr and simultaneously COSa must be greater than 0.998. This last

criterion guarantees that both gradient vectors in the singlet and triplet states are parallel.

74



4.2.2 Definition and determination of the triplet-triplet energy
transfer reaction coordinate

Taking into account the weak electronic coupling limit, it is possible to uncouple
both PESs for the donor and acceptor moieties involved in the process of TET. This
partition, allows to describe separately in terms of geometrical distortion, the change that
an acceptor (or donor) must undertake in order to favour the TET constrain to a minimal
activation energy. Based on such approximation, it was developed a theoretical
methodology to identify and quantify the contribution of each internal molecular
coordinate to the TET reaction coordinate, through the definition of the so called

generalized geometrical distortion parameter(yq), which takes into account both the

change in the singlet-triplet energy gap as the activation energy associated with the

acceptor (or donor), formalized through the following expression,

Ve = M (4.2.16)

E.(q")

where AE;(q%)=E; (q%)-E;. Being E/(g") and E{" the singlet-triplet gap for the
distorted molecule and equilibrium geometry, respectively. And Ea(qRC) is the

necessary energy to reach the distortion from the equilibrium geometry.

The geometrical distortions that the acceptor (or donor) should carry out in order
to modified the singlet-triplet energy gap, must be reachable with a limited quantity of
kinetic energy. Because of the limited supply of thermal energy, the TET reaction
coordinate is defined as the set of internal coordinates which efficiently increase or
decrease the singlet-triplet energy gap, with the minimal activation energy. These
coordinates are characterized by having different force constants in both singlet and
triplet states (under a quadratic approximation of the PES). Resulting in the possibility to
modulate the singlet-triplet energy gap since changes in one electronic molecular state
due to geometrical distortions are not mirror by the other electronic state, resulting in a

deviation from the vertical singlet-triplet energy gap.

On the other hand, expression (4.2.16) gives us an idea of the nonvertical
behaviour of a particular acceptor (or donor), since big values indicates that small
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distortions of the molecular geometry result in big changes in the singlet-triplet energy
gap. While in the opposite case, the molecule behaves as in a classical transfer, since the

activation energy necessary to perform a given distortion is thermally inaccessible.

We can have a further inside into the weight of each internal coordinate to the

overall reaction coordinate, if we define the generalized geometrical distortion parameter

for each internal coordinate(;/qi)which under a quadratic approximation of the PES is

given by the following expression,

2

(@) 550 (r-)a)]

5 () Ho(a)

(4.2.17)

where is a vector which entries are zero but the ith. gand H are the gradients and

Hessian matrices, respectively.

It was also found that the generalized geometrical distortion parameter (yq), can

be related to A parameter in the Marcus theory for electron transfer (Marcus 1964),

through the expression
(75 Y =42 (4.2.18)

Because 750 is defined as the relation between the singlet-triplet energy gap and

the required energy to achieve the distortion that result in the specific energy gap, which
involves only the acceptor (or donor) coordinates, ignoring the solvent. Therefore, A is the
contribution of the acceptor (or donor) to the total reorganization energy, equivalent to the

inner sphere reorganization energy in Marcus ET theory.

The preceding methodology was applied to the paradigmatic cis-stilbene
nonvertical-behaving molecule. The behaviour of this molecule has been in much debate
since its characterization (Saltiel and Hammond 1963), being still under discussion the

nature of the geometrical distortion causing the nonvertical behaviour.
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The mentioned methodology has shown that the central C=C bond stretching
vibration, together with the phenyl-vinyl torsions are the main coordinate that modulate
the singlet-triplet energy gap in the region of energy deficit (acceptor energy > donor
energy), while the central dihedral angle (PhC-C-Ph) only plays an important role in the
region of extremely energy deficit (acceptor energy - donor energy ~30kcal/mol). It is

noteworthy that this result is in disagreement with previous hypothesis (Catalan and
Saltiel 2001).

Triplet Energy Transfer 7
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A definition of the triplet-triplet energy transfer reaction coordinate within the very weak electronic
coupling limit is proposed, and a novel theoretical formalism is developed for its quantitative deter-
mination in terms of internal coordinates The present formalism permits (i) the separation of donor
and acceptor contributions to the reaction coordinate, (ii) the identification of the intrinsic role of
donor and acceptor in the triplet energy transfer process, and (iii) the quantification of the effect of
every internal coordinate on the transfer process. This formalism is general and can be applied to
classical as well as to nonvertical triplet energy transfer processes. The utility of the novel formalism
is demonstrated here by its application to the paradigm of nonvertical triplet-triplet energy transfer
involving cis-stilbene as acceptor molecule. In this way the effect of each internal molecular coor-
dinate in promoting the transfer rate, from triplet donors in the low and high-energy limit, could be
analyzed in detail. © 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4861560]

I. INTRODUCTION

Triplet-triplet energy transfer (TET) is an elementary
radiationless process' taking place in natural photochemi-
cal reactions (e.g., photosynthesis) and in photosensitized
processes.”™ TET is also a key step in many photocatalitic
and photoinduced charge separation processes.>

In the case of intermolecular TET, donor molecules ex-
cited to the lowest electronic triplet state (*D) exchange en-
ergy and spin’~ with ground-state singlet acceptor molecules
('A), to yield triplet-excited acceptor molecules (*A). In so-
lution at room temperature TET 1s usually slower than vi-
brational relaxation and takes place from donor molecules
which are in a vibrationless state, denoted here as the equi-
librium geometry. The energy balance of the transfer process
can be expressed from the respective singlet-triplet energies as
AE; = EyP — E;*, where E;” = ECD - 'D) and E;*
= ECA « 'A) are the vertical (Franck-Condon) transition
energies from *D and ' A equilibrium geometries to 'D and A
states, respectively. These energies correspond to frequencies
in the optical absorption (emission) spectrum of the triplet ac-
ceptor (donor). When the donor triplet energy is greater than
that of the acceptor (the so-called exothermic case, AEr > ()
the transfer efficiency is nearly diffusion-controlled, indicat-
ing that close approach of donor and acceptor molecules
(<1 nm) is required.! On the other hand, in biological sys-
tems is frequently observed that exothermic TET is limited by
donor-acceptor separation and relative spatial orientation. If
the donor triplet-energy is 2-3 kcal mol ! less than that of the
acceptor (endothermic case, AE < 0), energy transfer still
occurs but at much lower rate, because the difference in elec-
tronic energy must be compensated by vibrational excitation

3 Author to whom correspondence should be addressed. Electronic mail:
luisma.frutos @uah.es

78

of the donor. In that case, TET becomes an Arrhenius-type
thermally activated process in which the transfer efficiency
decreases exponentially with the energy deficit.'®

Intermolecular TET in solution can be modelled as a bi-
molecular rate process where (i) diffusive (rate constants kg,
k_q) and energy transfer (k., k—.) steps are separable,” and
(ii) the transfer process takes place within an encounter com-
plex [D- - - A, akind of “supermolecule” in which donor and
acceptor molecules are at collision distance. Energy trans-
fer within the super molecule is assumed to take place by a
Dexter two-electron exchange” mechanism (Scheme 1) by
overlapping donor and acceptor molecular orbitals.'! The to-
tal spin of reactant ’D. - -'A]and product ['D- - A pairs
is conserved.

There have been interesting attempts to derive theoreti-
cally a TET rate constant (see Ref. 12 for a brief review). For
our purposes here we follow essentially the golden rule for-
malism discussed in great detail by Serpa et al.,"” from which
the transfer rate constant is expressed by

b=y I
e k ’ ( )
where U is the electron exchange coupling term due to the
electrostatic interaction between D/A electron clouds, which

‘m
——
Do+ 4

SCHEME 1. Electron and spin exchange between a triplet donor (*D) and a
singlet acceptor (' A) in triplet-triplet energy transfer.

e

— p + 4
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depends only on the electronic configuration of the initial and
final states; J is a vibrational term measuring the density of
interacting initial and final states, that can be approached'?
by the overlap integral between the normalized spectra of the
donor phosphorescence (*D — 'D) and acceptor ground-state
triplet absorption A « 'A).

Absolute values of U turn to be rather small, usually in
the 0.1-10 cm™' range consistent with a very weak coupling
case."” However, the electron exchange coupling term is cru-
cial to interpret the TET mechanism.'* For two electrons sep-
arated by a distance rj, within the supermolecule the cou-
pling term U can be represented by the electronic exchange
integral:'*

2
U= {¢.p (s (2)| :7 | (2) ¢ua (1)}, (2)
12

in which ¢p and ¢4 are the spatial part of the electronic wave-
function for D and A within the Born-Oppenheimer approach,
denoting the asterisk label the excited electronic state. The
value of the integral depends essentially on the overlap be-
tween donor and acceptor molecular orbitals, frequently the
donor HOMO and acceptor LUMO, and decreases exponen-
tially with the donor-acceptor distance.” Because of the small
value of this interaction energy, the adiabatic potential en-
ergy surfaces (PESs) of the two intervening electronic states
(i.e., before and after the transfer) do not intersect each other,
showing instead slightly avoided crossings in the intersection
space defined by the diabatic states.

The vibrational overlap integral J contains the energy
conservation condition, since J depends on the density of
states fulfilling the resonance condition. In those cases in
which spectroscopic data are available, Eq. (1) yields val-
ues in reasonable agreement with experimental TET rate
constants,'* as well as with the observed dependence of the
transfer rate constant k, with AFE; for endothermic transfer
reactions.

It was early realized that in some highly endothermic
TET reactions (5-20 kcalmol™"), the experimental value
of the rate constant was much larger than that expected
from the negative energy balance,'>'® as computed using
singlet-triplet optical transition energies. These anomalous
endothermic cases had in common an acceptor compound
with flexible molecular structure, like, e.g., cis-stilbene, and
for this reason nonvertical A < 'A excitation processes
(non-Franck-Condon) were initially postulated (see Refs. 15
and 16 for a brief review). It was later shown that electronic
excitation (ransitions in these cases do not depart from the
“classical” vertical Frank-Condon scheme (Refs. 1 and 11),
but the (unfortunate) nonvertical term became firmly estab-
lished. These apparent deviations from classical TET are cur-
rently interpreted by postulating that thermal activation of the
ground-state flexible acceptor gives rise to a distorted nu-
clear geometry, in which the energy of the first excited triplet
state is substantially lower than the optically recorded value.'”
The geometrical distortions which are effective in lowering
the triplet state energy result from displacements along in-
ternal vibrational molecular coordinates (e.g., bond stretch-
ings and torsions), and eventually provide the reaction path
for the transfer process. There have been several attempts to
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identify experimentally these favourable molecular deforma-
tions, for example, the paradigmatic case of cis-stilbene!#-2
but, unfortunately, the results have been contradictory. Addi-
tional insight at the molecular level may be attained by the-
oretical modelling of the transfer step, and this also has been
carried out at different levels of approximation.””?! We pre-
sented before a formalism'>?? for the specific case of non-
vertical TET processes between a series of rigid donors and
a flexible acceptor, based on local expansion of the PESs of
singlet ground-state and triplet excited-state of the acceptor
molecule. In this way, we derived an expression for the en-
ergy transfer rate constant (k.) within the non-adiabatic for-
mulation of transition-state theory. This expression contains
a factor associated with the exchange electron coupling inter-
action U, an exponential term with a quadratic dependence
on AEy and a novel geometrical distortion parameter (y) of
the acceptor molecule that depends on two specific proper-
ties of its singlet and triplet PES: the energy gradient in the
triplet state and a combination of different vibrational force
constants of the singlet ground state. This approximation ex-
plained correctly the dependence of the TET rate constant to
cyclooctatetraene (COT) from a series of rigid donor com-
pounds with variable excitation energy, an extreme example
of nonvertical transfer.'>>* In addition, the model allowed the
identification of the COT structural changes responsible for
the decrease of the triplet-state energy.

We present here a method permitting the determina-
tion of the reaction coordinate for triplet-triplet excitation
transfer in both the classical and nonvertical cases for any
donor/acceptor pair, based on similar principles as those used
previously.'>?* From this reaction coordinate it can be as-
signed a numerical value to the nonvertical character of the
transfer process and to the contribution of each internal co-
ordinate of donor or acceptor molecules to the energy trans-
fer process. As a practical example, this theory is applied to
the much debated nonvertical TET process to cis-stilbene,
providing for the first time a very detailed description of
the relevant internal coordinates involved in the process, as
well as its quantitative determination. The formalism devel-
oped here is completely general, and can be extended to any
donor/acceptor interaction within the very weak electronic
coupling limit.

Il. RESULTS AND DISCUSSION
A. Potential energy surfaces in triplet energy transfer

As mentioned above, the transfer process in condensed
phase can be analyzed as proceeding from a reactant super-
molecule [*D- - - 'A] to the product one ['D - - - 3A].

In Figure 1, top panel, the PESs of two model super-
molecules [°D- - -'A] and ['D- - -*A] involved in a TET
process are illustrated, as a function of internal coordinates
qa and qp defining the molecular structure of the acceptor
and donor, respectively. Since the absolute value of the elec-
tronic coupling interaction is very low compared with other
energies involved in the transfer step, the intersecting space
becomes slightly avoided, as shown in the top left inset of
Figure 1. The energy of the two model supermolecules at
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FIG. 1. Top panel: Complete potential energy surfaces of the model supermolecules [*D . . . 'A]and ['D . . . *A]in a TET process as a function of A/D internal
coordinates g4 and gp  Each point of the intersecting space corresponds to A/D nuclear configurations for which E[3D- Al =E['D. .- JA]. In fact, both

surfaces never intersect, due to the weak 2U interaction energy. The inset shows expanded the avoided crossing between both surfaces for the minimum-energy,
transition-state like configuration (TS) of the supermolecule. Lower panel: The TET process represented by the simultaneous individual singlet-triplet transitions
of donor and acceptor molecules. Red arrows correspond to the energy of donor deactivation, E? (*D — 'D nransition), and acceptor excitation, E;‘ CA«TA
transition), for the respective equilibrium vibrationally relaxed conformation. These values yield a highly endothermic energy balance (right box) and therefore
TET would not be possible. However, D-A energy resonance can be attained by simultaneous small geometrical changes of donor and acceptor molecules
(shown as green arrows) requiring modest activation energies E2 and E2, respectively. Numerical scales serve as visual aids only.

the equilibrium geometry is different, i.e., two different min-
ima define the equilibrium structure. Nevertheless, the system
can achieve energy resonance by thermal activation and at-
taining in this way a point of the PESs intersecting space. In
addition, considering the negligible value of electronic cou-
pling (compared to the activation energy necessary to reach
the intersection space), the PES of the supermolecule can be
separated in two uncoupled PESs for the donor and accep-
tor partners. Therefore, the resonance condition E[*D - - - 'A]
=E['D- - - *A]in the energy transfer process can be properly
discussed in terms of the individual transitions *D — 'D and
A <A,

The potential energy curves corresponding to these in-
dividual singlet-triplet transitions are depicted in Figure 1,
lower panel, as a function of internal coordinates qa or qp. In
this example there is a large difference between the ground-
and excited-state geometry of donor and acceptor molecules.
It is evident that TET is not possible if both transitions *D
— 'Dand *A « 'A take place from each equilibrium config-
uration. This is because the energy available from the donor
deactivation transition *D — ' D at the zero-point equilibrium
conformation (E;?, pictured as a red arrow in Figure 1, left
lower panel) is much lower than that required for excitation of
the acceptor from its equilibrium conformation (E;*, corre-
sponding to *A « 'A transition, red arrow in Figure 1, right
lower panel). However, small changes in the conformation of
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both partners along coordinates g4 for the acceptor and ¢, for
the donor give rise to singlet-triplet transition energies very
different from those corresponding to the equilibrium confor-
mation (represented by green arrows in Figure 1). In this way
energy resonance is achieved, i.e., Er?(qp) — Ert(g,) = 0,
and efficient transfer could take place for these specific donor
and acceptor geometries, which correspond to the (avoided)
intersecting space represented in Figure 1, top panel. Nev-
ertheless, among all the points fulfilling the resonance con-
dition within the avoided intersection space, only a single
structure corresponds to the point of minimum energy, and
therefore to a transition-state like configuration (see Figure 1,
upper panel). This privileged D- - - A geometry yields the
structure with lowest activation energy that fulfils the reso-
nance condition. Thermal energy is, of course, the source of
these molecular geometry changes, which would take place at
room temperature depending on the value of the correspond-
ing activation energies E,” and E,*. In summary, TET would
be most efficient for D/A pairs in which the resonance con-
dition ETD(qD) - ETA(qA) 22 () can be reached by changes
in molecular geometry (g, and gy,) that are very efficient in
altering (tuning) the singlet-triplet gap with the lowest pos-
sible activation energy. In general, every geometrical distor-
tion may influence to a different extent the singlet-triplet en-
ergy gap of donor or acceptor, and it is very likely that some
displacements along specific internal coordinates would leave
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SCHEME 2. Energy profiles for singlet ' A and triplet *A states of an ac-
ceptor molecule. Left: Vibrational excitation of inactive coordinates (blue
arrows) does not modify the ' A-* A zero-point equilibrium energy gap (E-ff).
Right: In the case of active coordinates, these changes modulate efficiently
(decrease here) the singlet-triplet energy gap. All these geometrical changes
require an activation energy E{} indicated by red arrows.

unchanged the energy of this transition. This is illustrated in
the simplified potential energy curves of Scheme 2 for an ideal
acceptor molecule. On the other hand, the conformational
changes which are very efficient in modifying the singlet-
triplet energy gap of donor or acceptor molecules would be
likely a combination of multiple internal coordinates charac-
terized by low values of activation energy, as noted above.

Therefore, a complete description of the TET reaction co-
ordinate requires the simultaneous analysis of (i) the change
in the value of the acceptor S-T and donor T-S energy gaps
along all internal coordinates, and (ii) the activation energy
associated to the geometrical change that takes place along
each coordinate.

B. Triplet energy transfer reaction coordinate
(TET-RC)

The TET-RC is expressed in terms of the properties of
the individual acceptor (or donor) molecule as the minimum
energy configuration on the PES fulfilling a given resonance
condition imposed by the energy of the donor (acceptor),
which is taken as a parameter for the definition of the en-
ergy transfer coordinate. Therefore, the reaction coordinate of
a given acceptor qﬁc is a function of the singlet-triplet exci-
tation energy surface E: (q4) and depends parametrically on
the triplet energy of the donor (Eg), Le., qﬁC(Ef;(qA); Eg).
In a similar way, the reaction coordinate of a given donor qg':
would depend on E7(qp) and EX. All of the internal coordi-
nates that may modulate the singlet-triplet energy gap would
be contained in the reaction coordinate, but with a relative
weight that would be higher for those that are more efficient in
decreasing the activation energy of the initial state (' A in the
case of acceptor and D in the case of donor). Therefore, the
TET-RC would include those coordinates providing a maxi-
mum variation of singlet-triplet energy with a minimum en-
ergy of activation. Moreover, the analysis of the TET process
in terms of separated donor and acceptor transitions, as dis-
cussed above, allows the definition of a reaction coordinate
TET-RC for each individual process, that is, a TET-RC of the
donor deactivation (°D — 'D) and a TET-RC for acceptor ex-
citation (A <« 'A). Each TET-RC would be composed by
the collection of minimum energy configurations providing
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a given set of singlet-triplet energy gaps. Thus, the singlet-
triplet energy becomes the parameter for determining the re-
action coordinate, since the reaction coordinate depends para-
metrically on this energy. This definition is consistent with a
minimum energy principle: the energy transfer reaction will
take place with the lowest possible activation energy.

In summary, the construction of the TET-RC entails the
identification of those molecular distortions that change the
singlet-triplet energy gap in the donor and acceptor molecules
with the lowest energy demand. Two reaction coordinates are
necessary to fully characterize the system if both donor and
acceptor molecules are likely to present these molecular dis-
tortions: donor TET-RC and acceptor TET-RC. However, a
single TET-RC would be enough if only one of the trans-
fer partners may contain active coordinates. Since the most
frequent experimental situation corresponds to transfer from
rigid donors to flexible acceptors (v. infra), we discuss next the
TET-RC for a generic acceptor molecule which is promoted to
the triplet state A < 'A as a result of the transfer, although
the same reasoning is applicable to donor triplet quenching.
Accordingly, the energy transfer reaction coordinate for this
acceptor molecule is determined by the set of ground-state
minimum-energy structures that present a given singlet-triplet
energy gap, i.e., among all the points of the PES characterized
by a given singlet-triplet energy gap, only that point of mini-
mum energy in the ground state is a point of the reaction co-
ordinate. This situation is illustrated in Figure 2: the PESs of
the singlet (Sy) and triplet (T,) states of the generic acceptor
molecule have been pictured (left) as a function of nuclear dis-
placements described by internal nuclear coordinates ¢, and
g-. A series of nuclear configurations for which the singlet-
triplet energy gap is constant are shown here by combining
pairs of the blue curves drawn on the T, and S, surfaces, for
energy values of 2, 5, and 7 relative units. For example, all
the configurations defined by the pair of blue curves joined
by the red arrow correspond to a singlet-triplet energy gap of
7 relative units. Thus, it can be seen that there are many dif-
ferent ways of changing the acceptor zero-point equilibrium
geometry to get a reduction of the singlet-triplet excitation
energy, as was proposed before.”’ However, among all these
possible molecular configurations yielding a given reduction
of the singlet-triplet gap, only a single structure corresponds
to a minimum energy point in the initial state, Sy in this ex-
ample. The TET reaction coordinate is defined by joining all
these points on the PES.

The minimum-energy configurations in S, in the case
of an acceptor molecule (or in T, for a donor) with a given
singlet-triplet energy can be located by constraining the en-
ergy gradient vectors on both singlet and triplet states to be
parallel.'>2? Therefore, if Es,(q) and Et,(q) represent the Sq
and T potential energy surfaces as a function of nuclear in-
ternal coordinates q, a molecular geometry corresponding to a
minimum activation energy in the initial state (S, in the case
of an acceptor molecule or T, for a donor) must satisfy the
following condition:

(VEr(q*)" & VEs,(q*°)
— 41, 3
[IVEr (g | VEs, (qR€)|| e
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FIG. 2. Schematic representation of the PES of singlet Sy and triplet T; electronic states of a generic acceptor molecule as a function of internal nuclear
coordinates ¢; and g,. Left: The arrows joining pairs of the blue curves highlighted over each surface, mark sets of configurations with a constant Sy-T; energy
gap; three different gap values have been represented for three different energy values: 2, 5, and 7 relative units. Right: the same PESs color-mapped to show
the value of cosine of the angle between Sy and T energy gradient vectors. Red color corresponds to cosine values = +1, i.e., parallel gradient vectors.

where VE is the first derivative of the energy for the indi-
cated electronic state, that is the energy gradient. The reac-
tion coordinate for triplet energy transfer (q®¢) is defined by
the set of geometries which are solutions of Eq. (3), in mass-
weighted Cartesian coordinates. In Figure 2 (right) the PESs
of the generic acceptor have been mapped with a color scale
representing the value of the cosine of the angle formed by
the two gradient vectors VEg, and VEr,, where red color
corresponds to absolute values of the cosine close to unit.
The molecular configurations of Sy that satisfy this condition
define the triplet energy transfer coordinate for this specific
acceptor.

Since the TET-RC is defined in terms of local properties
of Sy and T, potential energy surfaces, qX€ will be, in general,
a complex combination of internal coordinates. Therefore, it
would be unlikely to find a TET-RC determined only by a sin-
gle molecular deformation, e.g., a bond torsion or a stretching.

C. A quantitative determination of nonvertical
transfer properties

In flexible acceptor molecules giving rise to nonvertical
endothermic energy transfer, a large reduction of the equilib-
rium singlet-riplet energy gap E; takes place due to distor-
tions of the acceptor molecular geometry which require low
activation energy E. These two factors are correlated along
the TET-RC: maximum variation of the singlet-triplet energy
gap with minimum activation energy on the ground state.
Therefore, the TET-RC makes it possible to assign a quantita-
tive meaning to nonvertical deviation from classical transfer
for a given acceptor/donor pair. As noted above, we derived'?
a geometrical distortion parameter (y) which is a function of
the ratio of the above two factors: the reduced singlet-triplet
energy gap of the acceptor and the corresponding activation
energy, both of them depending on the acceptor internal co-
ordinates (qa). This parameter was originally derived from
local quadratic expansion of acceptor singlet and triplet PES,
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but its definition is completely general and can be computed
for any molecular configuration along the TET-RC without
any approximation in the PES. The y value measures the ex-
tent to which geometrical changes in the acceptor molecule
modulate its singlet-triplet gap: large y values correspond to
large changes in singlet-triplet energy gap with low activation
energy (nonvertical transfer), while low y values correspond
to the opposite situation in which the S-T energy gap is not af-
fected by vibrational activation (classical transfer). Since this
applies also to donor molecules it is possible to compute a
y value for each individual point of the reaction coordinate
(q*€). We obtain in this way the generalized geometrical dis-
tortion parameter, which is defined for a specific donor or
acceptor molecule as

AEA RCy12
YyRe = { 7[ 1)l , (4)

E.(qf%)

where AE#(q®C) = E2(q"€) — EJ, that is, the difference
between the singlet-triplet energy of the distorted molecule
E#(ch) (green arrow in Figure 1) and that of the molecule
at the zero-point equilibrium geometry Ep (corresponding
red arrow in Figure 1), for a specific point of the reaction
coordinate q*¢; E,(q**) is the corresponding activation en-
ergy of this molecular distortion. Note that, for a given ac-
ceptor molecule, nonvertical deviation from classical trans-
fer should be also a function of the donor triplet energy,
because the extent of the geometrical changes that would
take place in the acceptor molecule to approach energy res-
onance EP(qRC) — E}(q®¢) =0 depends on the available
donor triplet energy.

D. Determination of the relative weight of the internal
coordinates in TET

As shown above for the case of an acceptor molecule,
the optimal molecular structure to match a given triplet ex-
citation energy is defined by the reaction coordinate (q&°),
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corresponding to a collection of molecular structures showing
a complex combination of internal coordinates. Nevertheless,
the extent (i.e., magnitude) of the internal coordinate varia-
tions along the reaction coordinate is not strictly related to the
weight of the specific coordinate in the reaction coordinate
(qRC) definition. This is due to the following factors: (i) the
eventual coupling between efficient and inefficient vibrational
displacements provoking large changes along the inefficient
coordinate which do not modify the TET-RC, and (ii) the pos-
sible presence of large amplitude ground-state low-frequency
vibrational modes which do not contribute efficiently to the
energy gap variation, in spite that may result in large geomet-
rical distortions. Concluding, the amplitude of variation of an
internal coordinate along the TET-RC is not a direct measure-
ment of their relevance in enabling the energy transfer.

The weight of a specific internal coordinate (e.g., bond
torsion) for a given point of the TET-RC depends on its con-
tribution to the variation of the singlet-triplet energy gap, as
well as on the value of the associated activation energy. Ac-
cording to that, a coordinate with a large weight in the TET
process (e.g., bond torsion) should provide a large variation of
the S-T energy gap with low activation energy. It is possible to
determine weight along the TET-RC according to these con-
ditions. Specifically, within a second order approximation for
the PES, the variation of the singlet-triplet energy gap for an
acceptor (donor), AE?‘D), and the corresponding activation
energy in the initial state, E4(), for a transition between two
electronic states (denoted as initial “0” and final “1” states)
are given by

AENG*) = Ef (@) - E7 = (¢*)"&
+ %{q“)""(Hl —Ho)(q") (5)
and
E}q") = %(q“)THoq“, (6)

where RC represent the change in molecular internal coordi-
nates relative to the minimum energy structure of the initial
state, g, is the energy gradient vector in the final state for
the same geometry, Hy and H,; are the Hessian matrices for
the initial and final state, respectively, determined also at the
equilibrium structure of the initial state. Each coordinate con-
tributes to the singlet-triplet energy gap difference AE?w'
linearly in the energy gradient term and quadratically through
the Hessian matrices. Therefore, for a given internal coordi-
nate q!RC, Eqs. (5) and (6) can be formulated in terms of the
“N” internal coordinates of the molecule:

N N
AEPNQ") =) e et %Zqikcqfc(ﬂl‘ﬂ")‘f
= - @
and
AD)(gRCY _ L e e
EAP) g )‘; 5;% a; o) o, (8)
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where the expressions in brackets are the individual contribu-
tion of each component ¢; to the global singlet-triplet energy
difference (Eq. (7)) and activation energy (Eq. (8)).

The definition of the generalized geometrical distortion
parameter discussed above (Eq. (4)) allows the computation
of a y value for each individual coordinate, determining its
weight in the overall reaction coordinate. Accordingly, the
value of the y parameter for each internal coordinate of the
donor (or acceptor) molecule would be given by

1

2) 3

[(a%) &1 + L(q*¢) (H, —Ho)(¢*)] |
HQRO)THyqfC

o =

)
where qiRC =(0,0,. ..,qfc, ..., 0,0) is a vector in which
all the terms are zero except the i term, that is equal to the
value of the coordinate “/”" in the specific point of the TET-RC,
qf ¢ Each ytfc parameter yields the contribution of every g;
internal coordinate to nonvertical transfer, permitting to ex-
press the role of each coordinate in the TET process in terms
of relative energies.

Interestingly, it is possible to establish a relation between
the generalized geometrical distortion parameter and the A
parameter in the Marcus theory for electron transfer,” which
yields the energy barrier due to reorganization of reactants
and solvent shell. It can be easily shown that

Plaee = 44 (10)

Since the y parameter was defined (Eqs. (4) and (9)) as the
change in the acceptor (or donor) singlet-triplet energy rela-
tive to the vibrational activation energy required to produce
that change, this parameter contains terms (coordinates) per-
taining only to acceptor (or donor) molecules, excluding the
solvent. In consequence, the A parameter in Eq. (10) yields
the contribution of donor/acceptor molecules to the total reor-
ganization energy, and in that regard is equivalent to the inner
sphere reorganization energy in Marcus ET theory. Moreover,
since the donor and acceptor transitions can be treated sep-
arately within the very weak electronic coupling limit, the A
parameter can also be expressed by the donor and acceptor
contribution to the total reorganization energy for each inter-
nal coordinate:

Prame + ¥l = 4. (11)

In this way it is now possible to interpret the reorganiza-
tion energy in terms of internal coordinates, when Marcus ET
theory is applied to triplet energy transfer processes.”

E. Nonvertical TET in cis-stilbene

Hammond and Saltiel introduced the nonvertical TET
concept while studying cis-stilbene (c-Stb) as triplet-energy
acceptor.'>?® This outstanding work ignited a great interest
on the process and gave rise to a substantial amount of related
investigations (see Refs. 16, 20, and 21 for reviews). However,
in spite of the elapsed 50 years from the initial discovery, there
is not yet consensus on the nature of ¢-Stb structural changes
responsible for the nonvertical effect, as is also the case for
other nonvertical acceptors. In this regard, a description of the
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FIG. 3. (a) The relation between £, and the Sy-T) energy gap, the excess thermal activation energy required to change the equilibrium geomeltry of ground-
state c-stilbene, and the Sy-T; energy gap of that distorted geometry. E,>* = 0 corresponds to the S-T energy gap of the vibrationless equilibrium geometry (67
kcal mol '), (b) The relation between the geometrical distortion parameter y and the So-T; energy gap, for the same triplet energy transfer reaction coordinate.

reaction coordinate for the triplet energy transfer in this pro-
totype acceptor that incorporates the ideas discussed above
may provide a well-founded interpretation of the molecular
changes that make possible triplet excitation. Therefore, we
present below the TET-RC for the process in which ¢-Stb is
the acceptor compound being excited to its triplet state by a
series of undefined rigid triplet-donor molecules. In this par-
ticular case the system is completely defined by the TET-RC
for acceptor activation only, since there are no active coordi-
nates in the donor molecules.

The TET-RC was constructed by computing molecu-
lar and electronic structure properties of ¢-Stb with density
functional theory, using an hybrid B3LYP functional with a
6-31+G* basis set, as implemented in Gaussian 03.27 In ad-
dition, a novel algorithm detailed in Ref. 22 was applied using
mass-weighted Cartesian coordinates and including a second-
order local expansion of the PES. Figure 3(a) shows the reduc-
tion in ¢-Stb singlet-triplet energy gap along the TET-RC for
different values of the relative energy required to produce ge-
ometrical changes in the molecule ground-state (E(,S“), com-
puted following the condition expressed by Eq. (3). It can be
seen that modest changes in ground-state energy give rise to a
large reduction in the Sg-T; energy gap and, consequently, in
the required triplet excitation energy. Thus, for example, ther-
mal activation by only ca. 4 kcalmol~! of the ground-state
conformation gives rise to the reduction of ca. 20 kcal mol ™!
in the So-T, energy gap. This allows low-energy donors to
transfer very efficiently the excitation energy to that fraction
of thermally activated ¢-Stb molecules and is, of course, the
origin of the nonvertical TET. Figure 3(a) also shows that
variations in ¢-Stb ground-state energy may produce instead
a large increase of the singlet-triplet energy gap; for instance,
the same 4 kcalmol™' change in Sy energy gives rise to an
increase of more than 40 kcal mol~! in the Sy-T) energy gap.
Therefore, vibrational (i.e., thermal) activation of ¢-Stb sin-
glet ground-state can convert the molecule in a good acceptor
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for either low- or high-energy triplet donors. Indeed, c-Stb
presents an even more pronounced nonvertical transfer char-
acter when considering high-energy triplet donors.

As mentioned above, the generalized geometrical distor-
tion parameter y as defined in Eq. (4) permits a quantita-
tive description of the nonvertical transfer. Thus, Figure 3(b)
shows the relationship between y and the Sy-T, energy gap
for ¢-Stb, along the TET-RC. The y parameter takes a value of
~13 (kcal mol™")"? for the Sp-T; energy gap corresponding
to ground-state equilibrium geometry (E;' ~ 67 keal mol~ h,®
decreasing slowly for lower values of the energy gap, and in-
creasing rapidly for augmented singlet-triplet energy gaps.

The key internal coordinates controlling the nonvertical
character of TET to ¢-Sth, as well as their relative weight
in diminishing the triplet excitation energy, have been ob-
tained by computing the respective y,; values. The ¢-Stb equi-
librium geometry, together with the relevant internal coordi-
nates, rj (bond stretching) and d; (bond torsion) are presented
in Scheme 3, while Figure 4 shows the weight of each in-
ternal coordinate in tuning the singlet-triplet energy gap, ex-
pressed by its y,; value. As discussed above, a large y,; value

SCHEME 3. Ground-state equilibrium geometry of cis-stilbene and internal
coordinates r; (bond stretching) and d; (bond torsion). Ph = phenyl ring.
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indicates that this ¢; specific internal coordinate is very ef-
fective in matching (decreasing) the c-Stb singlet-triplet ex-
citation energy to that available from the donor. In this re-
gard, the central double-bond strefching vibration rc—c) ap-
pears as the most important geometrical change in minimiz-
ing the singlet-triplet excitation energy of the acceptor, with a
large weight value virtually independent on the energy deficit.
This observation is in disagreement with many of previously
proposed ideas regarding the origin of nonvertical transfer
in this compound.'®-*! The other group of stretching vibra-
tions localized along the two carbon-phenyl bonds rpy, ¢y and
Tic-phy produce a much lower effect (low y,; values) in al-
tering the triplet energy gap. Single and double-bond torsion
modes are of high interest due to the discrepancies regarding
their relative effect in minimizing S-T excitation energy.'*?!
The computed y,; values indicate that the contribution of the
two phenyl-vinyl single-bond torsions dippviny1y and dgyinyl-p)
should be very important for a small triplet energy deficit, but
become less effective when the energy mismatch increases.
In contrast, the central double-bond torsion dpyc.cpny Shows
a very low contribution in the triplet energy range close to
resonance (donor triplet energies close to 67 kcal mol~1), but
rapidly becomes much more important for large values of en-
ergy mismatch (Figure 4). Finally, the single-bond torsion
including the vinyl hydrogen atom dyc pyy shows a modest
effect, similar to that of the carbon-phenyl stretching. The
effects of the different internal motions shown above were
determined by considering all the degrees of freedom of the
¢-Stb molecule. Nevertheless, if restrictions are introduced in
any of them, as in the case of the xe‘i}j"‘—stilbcmts,19 the final
effect and the relative contribution of each nuclear motion
would be different.

Triplet Energy Transfer

lll. CONCLUSIONS

The TET-RC is defined here for individual acceptor (or
donor) molecules as the minimum energy configuration on
the PES fulfilling the resonance condition imposed by the en-
ergy of the donor (acceptor). This definition applies to en-
ergy transfer reactions in the very weak electronic coupling
limit (Dexter electron exchange), which allows the process to
be analyzed in terms of the two intervening individual elec-
tronic transitions: donor deactivation *D — 'D and acceptor
excitation *A < 'A. In this way a reaction coordinate (q%%)
for each individual transition was defined according to a con-
strained optimization by imposing the condition of parallel
energy gradient vectors for both electronic states for a given
molecule (i.e., singlet and triplet states). Based on this defi-
nition, a generalized geometrical distortion parameter (quC)
was developed, that provides a quantitative assignment of the
nonvertical character of a given donor or acceptor molecule
in the TET process. In addition to that, a novel formalism was
elaborated to determine the contribution of each individual in-
ternal coordinate to the TET-RC and, in this way, to identify
the key coordinates in the excitation transfer process.

The practical application of the new formalism was illus-
trated by analyzing the TET-RC for the conflicting case of en-
dothermic triplet energy transfer to c-stilbene as an acceptor
compound. It is shown that the important internal coordinates
in explaining the unexpected large transfer efficiency are ge-
ometrical distortions of the flexible polyene due to the cen-
tral C=C bond stretching vibration and phenyl-vinyl torsions.
Thermal activation of these vibrations gives rise to a large
decrease of the S-T energy gap of ground-state cis-stilbene,
facilitating the transfer. In contrast, the central double bond
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torsion shows a variable effect, being very important for large
donor-acceptor energy discrepancies but of lesser relevance
near energy resonance conditions.

Since the TET-RC formulation developed here is com-
pletely general, this approximation may be helpful for the de-
tailed characterization of the TET process involving a wide
range of donor and acceptor molecular partners, as well as to
any transfer process taking place within the very weak cou-
pling limit.
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4.2.3 A Dynamical approach to the triplet-triplet energy transfer
reaction coordinate

Even though the geometrical distortion parameter can effectively characterize the
relevant coordinates of the TET process, it does not tell us how the system behaves in
condensed phase where there is a significant amount of energy constantly interchange
between the solute and the solvent. Besides, there is a physical limit of the available
thermal energy that can be used to module the singlet-triplet energy gap. Therefore in this
section a dynamical approach is presented, taking the system porphyrin-oxygen (PH,-O5)

as model for the simulations.

As has been stated in the foregoing sections the process of TET can be divided in
terms of the independent geometrical distortions suffered by both the acceptor and donor.
Therefore a dynamical approach to the TET can be approached trough independent
dynamic simulation of both donor and acceptor. In order to simulate the TET between
porphyrin and Oy, it was firstly optimized the PH, minimum in the first triplet state (i.e.
the initial triplet state T;) at DFT/ CC-pVDZ theory level, which report a value for the
singlet-triplet energy gap of 31.1 kcal/mol, while the reported experimental value is 36.4
kcal/mol (Gouterman and Khalil 1974). On the other hand, we found that our chosen level
of theory poorly reproduce the experimental value of triplet-singlet energy gap in
molecular oxygen (22.5Kcal/mol); therefore we worked with the experimental value in
the following discussion.

Given that the singlet-triplet energy gap for both donor and acceptor must be the
same for the TET to take place, the donor (PH;) can use the available thermal energy to
overcome the energy deficit of 8.6 kcal/mol, since oxygen capacity of modulation singlet-
triplet energy gap is very limited due to the similar bond force constants on the ground
(So) an triplet (T,) states and similar minimum energy structures on both states.

Our aims are then to identify trough dynamic simulation the internal coordinates
involved in the geometrical disruption of the PH,, which lead to the reduction of the
singlet-triplet gap. As well as to make a statistical interpretation of the MD simulation,
which relates the population density with a given singlet-triplet energy gap allowing the

energy transfer.
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Accordingly, it was used the methodology described in section 2.4 to build
analytical gradients for the dynamical simulations, using a quadratic interpolation as a
cheap alternative to “on the fly” molecular dynamics. Besides, the Nose-Hoover chain of
thermostat was applied to introduce the effect of the temperature as described in section
2.1.4. Using this methodology, it was carried out dynamical simulation of the porphyrin
at 300, 200, 100 and 50 Kelvin, during 1 ns integrating each 0.1 fs, sampling around 10’
points of the phase space (i.e. position and velocity).

The sampled points were firstly used to calculate the generalized geometrical

distortion parameter(yq) for each internal coordinate in each step of integration,

following the methodology described in the previous section (Zapata, et al. 2014). The

mean values of y,, obtained after the simulation shown that the main coordinates

involved in the process of modulation are the valence angle between the pyrrolic ring and
the carbon bridge that join them, together with the bonds liking the bridge and the

pyrrolic ring.

Subsequently, the statistical interpretation of the sampled points is based on the
assumption that up to a constant, the rate of TET is proportional to the density of
configuration of both PH, and O, which reach the same singlet-triplet energy gap, for a
given temperature. Therefore, using the predicted population density determined in the
surrounding of the vertical Ty — Sy transition for the oxygen at (22.5 kcal/mol) it was
possible to calculate the population overlap between PH, and O,. It was found that the
TET rate increase exponentially with temperature, as is predicted by assuming a
Boltzmann distribution of the initial states of donor and acceptor and using the transition

state theory.
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Triplet Energy Transfer Reaction Coordinate Determined
from Molecular Dynamics Simulations
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Molecular dynamics simulations provide fundamental knowledge on the reaction mechanismof a given
simulated molecular process. Nevertheless, other methodologies based on the "static" exploration of
potential energy surfaces are usually employed to firmly provide the reaction coordinate directly
related to the reaction mechanism, as i8 the case of intrinsic reaction coordinates for thermally
activated reactions. Photoinduced processes in molecular systems can also be studied with these two
strategies, as 1s the case of the triplet energy transfer process. Triplet energy transfer is a fundamental
photophysical process in photochemistry and photobiology, being for instance a fundamental step in
the generation or removal of the highly oxidant singlet oxygen from porphyrin and derivatives in two
very different processes as is the case of photosynthesis and photodynamics therapy in the treatment of
different kind of skin diseases. Here we study triplet energy transfer process between triplet porphyrin
and triplet oxygen by means of nanoseconds time-scale molecular dynamics simulations, and the
results obtained are compared to the "statical" determination of the reaction coordinate for such a
process. The molecular distortions leading to an effective energy transfer are determined by both
"statical" and dynamical methods. Moreover, the already existing definition of the triplet energy
transfer reaction coordinate, which is based on an accurate description of the potential energy surfaces
involved in the process, is compared to the dynamical results. A clear relation between both
descriptions supports the possibility of defining from molecular dynamics simulation the reaction

coordinate of the triplet energy transfer process.

2) Author to whom correspondence should be addressed. Electronic email: luisma.frutos@uah.es

Triplet Energy Transfer 89



Photochemical and Photophysical Reaction Dynamics of Chemical and Biological Systems

I. INTRODUCTION

Molecular dynamics is a fundamental tool for
shedding light on many processes ranging from
biological to chemical systems. In spite of ignoring
quantum effects, classical dynamics within Born-
Oppenheimer approximation provides faithful results
for many systems and conditions."” The reliability of
the result of the classical dynamics depends on the
accuracy of the potential for describing interactions
among the particles of the systrﬁ:m,l4 therefore is of
central importance the use of accurate potential
energy surfaces (PES), providing molecular forces
which describe accurately the interactions in the
molecular systems in an affordable computational
time. There have been different approximations for
determining forces in molecular dynamics; the first
procedure consists in approximating molecular
potential energy surfaces as a contribution of
different interactions (usually bonding and non-
bonding) obtained from experimental data of
quantum-mechanical calculations, permitting the
generation of force fields capable of reproducing
many properties of the systelns.ﬁb In these cases,
there exists different force fields for different kind of
systems, and usually they are limited to describe
conformational changes rather than chemical
processes. Among the existing force fields, it can be
AMBER for systems,’

remarked biological

CHARMM for different chemical systc:ms,R OPLS
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for liquid simulations,” and many others for a large
variety of problems. On the other hand, a second
approximation implies the calculation of the
molecular forces in every step of the dynamics
simulation (ie. “on the fly” dynamics) by using
some ab-initio or any other electronic structure
method, avoiding any analytical or numerical
representation of the PES and describing only local

10,11

properties of the PES. There is a third possibility,
which is actually a set of algorithms, to obtain an
approximated PES through a interpolation or fitting
of a set of points calculated at high level of theory
adjusted to minimize the error. The most outstanding
interpolation methods are the reproducing Kernal
Hilbert space,'2 the neural networks " interpolating
moving least squares '* and the modified Shepard
interpolation.]S

The disadvantage of the first strategy, ie. force
fields, is that its accuracy is in most cases limited to
a qualitative description of the simulated processes
and also unable to describe chemical reactions or
predict excited state propf:rtics,l‘]ﬁ meanwhile in the
second strategy, ie. on the fly molecular dynamics,
the computational cost of molecular forces
calculations wusing a high level of theory is
unaffordable in many cases, especially for medium
to large size systems and large time simulations
(over nanosecond lime-scale).] Moreover, in the

case of the third strategy, the construction of a grid

for the determination of PESs involves a very large



set of parameters which are usually limited to few
coordinates in small molecular systems, Being the
accuracy of the fitted PES constrained by the quality
of the fitting procedure.” It is also relevant that
usually molecular dynamics involving electronic
excited states are performed using “on the fly”
dynamics and no force fields are developed for this

kind of processes M

Nevertheless, an alternative to these
methodologies, which has been followed in this
work, is the construction of analytical PES. It is
possible to construct these analytical functions by
spanning the potential energy surface as an
extrapolation from some key configurations like
minima and the Frank-Condon (FC) points. The
advantages ofthis methodology is the fast evaluation
of the molecular forces for every structure in the
dynamics (ie. large simulation times) without losing
accuracy in the force prediction as long as the
expansion is correct in the configuration space
covered by the dynamics simulation. This
approximation can be especially useful for fast
determination of electronic excited states force fields
used in the determination of different molecular
properties involving these kinds of states (e.g.
simulation of absorption spectra). The simplest way
to construct the analytical PES from local
approximations (i.e. energy derivatives) is to use

second-order energy derivatives expansion for all the

electronic states under study. This kind of simple
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approach can be extremely useful when the
molecular system presents a well-define minimum
energy molecular structure in the electronic state of
simulation (e.g. the ground state) and the excited
states under study are well represented by up to
second-order approach.

Many different photophysical processes involve
several electronic states, and therefore capable of
being studied by the above mentioned methodology.
Among them, the energy transfer is a fundamental
photophysical process involving usually two
different electronic states of a donor and an acceptor
molecule. Significantly, the triplet energy transfer
between triplet porphyrin (*Por) and triplet molecular
oxygen ‘0, (Xai'g) to generate singlet oxygen is a
model system for the study of the basic
photoinduced processes taking place in the singlet
generation in

photodynamic  therapy

oxygen
treatments. '*

The general mechanism underlying the TET
process involves a triplet donor (D) and a singlet
(IA) or triplet acceptor (3A), that when reach close
contact (significant electronic clouds overlap). can
fulfill the energy transfer. The contact between both
molecules permits interchanging their total spin
momentum by an electron exchange mechanism,
being the electronic spin multiplicity of the whole
system (donor and acceptor) conserved, and making

19.20

the process spin-allowed. As has been discussed

elsewhere the TET rate constant in condensed phase
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depends mainly on three factors: the diffusion rate
constant of donor and acceptor in the solvent, the
efficient overlap of the electronic clouds of both
molecules, and the triplet energy difference between
donor (ETD) and acceptor (E,A) molecules >’
Nevertheless TET can also take place as an
intramolecular process where contact between donor
and acceptor moieties of the molecule is mediated by
spacers.%‘ﬂ

The maximum TET efficiency is reached when the
triplet energy of donor equals that of the acceptor
(i.e. ETD = E-,-"). As the triplet energy difference,
defined as AE;= E;”-E;", becomes negative (i.e. the
available triplet energy from the donor is lower that
the triplet excitation energy of the acceptor), the rate
constant of the process decays t:xpn:)nt:ntial]y.34 And
its contribution is significant until AEy is bigger than
3-4 kcal/mol. In the case of exothermic reactions, i.e.
ETD > ET"‘, the rate constant of the energy transfer in
condensed phase match the rate constant of
encounter donor-acceptor and there is not
experimental evidence of decreasing in quenching
efficient as  the reactions becomes more
exothermic.”® The modulation of the triplet energy of
donor{acceptor) can be determined as a function of
the activation energy (ie. the thermal energy
necessary to achieve a given variation of the triplet
energy referred to the vertical transition) providing a

- . - 29 . .
reaction coordinate for the process.”” This reaction

coordinate provides the relation between activation
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energy and triplet energy for a given donor
(acceptor) molecule.

For the chosen system, porphyrin/oxygen, the
experimental values of the triplet energy are 364
kcal/mol for the porphyrin and 22.5 keal/mol for the
molecular oxygen where the transference is between
the states X3£'g and ]Ag,'“” therefore the TET
process is exothermic.

The TET process is the base for the photodynamic
therapy (PDT), where a photosensitizer as porphyrin
and its derivatives,’' is administered to the patient in
different ways, being the intravenous injection one
of the most common, and when the substance has its
maximum accumulation in the target tissue, the
affected area is irradiated at wavelength around 600-
800 nm populating the singlet excited state S, of the
photosensitizer, which after wvibrational relaxing
decayed to the §; state, that in turn can carry out an
Intersystem crossing to the T; state. Finally the T,
triplet state transfers the excitation energy to the 0,
molecule generating 'O, ('Ag), specie that had been
appointed to be the cytotoxic age:r1t.32‘33

At room temperature the molecular system has
enough energy for populating areas of the phase
space corresponding with the surroundings around
the bottom of the potential well and as it has been
appointed in a theoretical work ?'?? for a given
distance acceptor-donor the electronic energy
difference between the state of the donor and state of

the acceptor are modulated through the thermal



activation of some specific molecular coordinates of
the reagents, leaving that both electronic energies
become equal, allowing the process of energy
transfer to take place. Therefore the developed
methodology can help to establish through a
dynamical approach, a correlation between the
configuration changes in the geometry of the
molecular oxygen and the porphyrin which favors or

delays the TET process.

II. COMPUTATIONAL
DETAILS

The minimum energy structures of porphyrin in
the lowest singlet and triplet states where determined
by using the hybrid functional B3LYP with a CC-
pVDZ basis set. First and second derivatives of the
energy in cartesian coordinates were determined for
the optimized structures in both electronic states. All
the calculations were performed with Gaussian(9
software package.34

The complete molecular dynamics simulations
within the microcanonical and canonical ensembles
(see point 3.1 for details) were performed using our
own code.*

The reaction coordinate has been obtained by
using the algorithm and definition described

29

elsewhere,”" using analytical gradients determined

with the electronic methods described above.

Triplet Energy Transfer

III. RESULTS AND
DISCUSSIONS

TET involves two different states of a donor-
acceptor complex, the state before the energy
trans fer [&D'-'A] and after the transfer [D"-*A],
where the asterisk denotes the excitation. It has been
proposed elsewhere that TET process can be
separated in terms of single transitions "D—D and
A—"A in the very weak coupling limit,** as usually
occurs in solution. Following this approach, in order
determine the excitation transfer rate it is necessary
to know the energy of each electronic transition and
study whether the resonance condition (ie. same
electronic transition energy for both molecules) can
be fulfilled. Even if the energy of the vertical
transitions for D—D and A—" A does not match; the
resonance condition can be reached by thermal
activation. Imposing that energy resonance 18
fulfilled following a minimum energy principle, the
activation energy for a given pair of donor-acceptor
can be determined > On the other hand, for the study
of the TET from a dynamical description of the
system, it is necessary to use accurate force fields for
both molecules in ground and excited states.

In the following we describe the procedure for
setting up the force field for both molecules in the
two possible electronic states. Then, the developed
molecular dynamics methodology using analytical
PES is described, and subsequently applied to the

porphyrin/oxygen case. The obtained results from
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molecular  dynamics  simulations are finally
compared with those resulting from the study of the
reaction coordinate, and the contribution of the
internal degrees of freedom of donor and acceptor is
examined and compared to the dynamics results.

A. Construction of Analytical Potential

Energy Surfaces in Internal
Coordinates

The description of the TET process implies the
description of singlet and triplet potential energy
surfaces for both molecules (donor and acceptor). In
order to construct the potential energy surfaces of a
molecule in a given state we have perform a
quadratic expansion of the potential energy function

in terms of internal coordinates:

EV(@=E"(g)+(q-q,) g,
(1

w)

l r (
+5(q—q,j) H, (g—q,)
where q 1s a vector in internal coordinates denoting
any configuration (i.e. molecular structure), g, is also

a vector in internal coordinates cormresponding to the

- : - . (n)
reference configuration for the expansion.g,” and

H:l"'are the energy gradient vector and hessian

matrix of the (n) electronic state evaluated for the g,
geometry, both expressed in internal coordinates.
From the approximate PES given in (1), the energy

gradient vector obtained is
VE" (@) =g, +H, (¢4, @
The election of internal instead of cartesian

coordinates for deriving the force field has some
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advantages, since the curvilinear coordinate system,
if correctly chosen, preserves more accurately the
quadratic approximation, making the spanned PES

more precise as the displacement vector (q-—gq,)

increases *°

Selecting a set of internal coordinates for the PES
expansion with chemical meaning is necessary in
order to predict accurately the energy of the
extrapolated points. Since usually first and second
derivatives are available in cartesian coordinates, it is
necessary to transform the cartesian derivatives into
internal derivatives. The relation between the
derivatives of the energy with respect to internal and

cartesian coordinates is described by the Wilson B

oq .

matrix which elements B, =

! , are given by the

ax}.

derivatives of the internal coordinates with respect to
de cartesian coordinates. Using this matrix the

relation between the gradient are given by

B;g:r} :gjrn] (3)

and

g;u) :G—IBIg;n) (4)
where g\ is the energy gradient vector in cartesian

coordinates  evaluated for an arbitrary X
configuration, which is also expressed in cartesian
coordinates. Since the B matrix is not square, its
inversion requires to find the generalized inverse of a

G matrix given by G = BUB' where U is a unitary

matrix. In the case of using a set of redundant



internal coordinates, the inversion of the G matrix
required a previous diagonalization follow by the
elimination of the zero eigenvalues resulting from
the redundant internal coordinates, keeping only
those ecigenvectors corresponding with the 3N-6
degrees of vibrational freedom™ The relation
between the hessian matrices in both set of

coordinates are obtained after differentiating (3) and

C))

1 (n) o (n) _ (n)
B, H B, +B, g, =H, (5)

and

(n) __ -l (n) () tpat -1
H_ ' =G, B, UH, -B, g, UB, G, ©

Xg
Where H;"is the Hessian matrix in cartesian

coordinates evaluated for the Xy configuration, and

B' is a three dimensional array whose elements

1

are the second derivatives of the i

internal coordinates with respect to the j* and k"
cartesian coordinate.

In order to obtain the numerical values of the
gradient and Hessian matrix in internal coordinates,
it was obtained and implemented analytical
expressions for the first and second derivatives of the
internal coordinates with respect to cartesian

coordinates (i.e. BU and B'  terms).

ijk

B. Molecular Dynamics Methodology

The integration of the equations of motion has

been done for the case of microcanonical ensemble

Triplet Energy Transfer

using the velocity-Verlet algorithm as was describe
by implemented using the two-steps procedure
described elsewhere >’ The first step advances the
positions and semi advances the velocities and then
the force is calculated using the new positions.
Finally, in the second step the velocity is semi
advanced with the calculated forces. Because of the
potential of the system is an analytical function of
the internal coordinates, in order to calculate the
forces in each step of mtegration it is necessary the
transformation of the gradient vector frominternal to
cartesian coordinates, using the relation given by (2)
and (3). These two equations are the heart of the
present methodology for the molecular dynamic
simulations.

For the simulation of the molecular systems at
constant temperature it was used the Nosé-Hoover
chain thermostat and the equations resulting from the
extended-Lagrangian method which generates non-
Hamiltonian dynan‘lics.40 The equations of motion
were integrated using a time reversible integrator,
using the Liouville approach through the Trotter

. (e 41
factorization.

As it has been shown, a chain of
thermostats can drive the variables of the harmonic
oscillator to a canonical distribution,42 and since the
potential developed in this work is given by a
collection of harmonic oscillator, the Nosé-Hoover
chain thermostat seems a sensible election for the

system, for a more detail description of the

thermostat lookup the supporting information.
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Similarly to the constant energy simulation, the
potential calculation use (2) and (3).

In order to achieve the desired temperature, the
initial conditions for the constant energy simulations
were obtained by scaling the velocity randomly and
periodically, in such a way that the systemincreases
its energy in small quantities followed by a
relaxation period, until the system acquire the total
required energy. On the other hand, the initial
conditions for simulating the canonical ensemble are
prepared getting random velocities of the Maxwell-
Boltzmann  distribution, assuming that every
component of the velocity of each atom can be
considered as an independent Gaussian random
variable.® In order to avoid misinterpretation and
numerical drifting in the temperature, the motion and
rotation of the center of mass is removed at every
step of integration in both ensembles.

The constant temperature dynamic simulations
were carried out in the gas phase at 300K, 200K,
100K and 50K. The simulation time was 1.0 ns using
an integration step of 0.1 fs.

The conservation of the total energy was checked
for the simulations at constant energy while in
constant temperature simulation it was check the
variance in the temperature. The variation in the
temperature for a simulation at constant temperature
is greater than for constant energy simulations. This
behavior is expected according to (8) and (9) that

provide the variance of the temperature for
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microcanonical and canonical ensemble respectively,
where N is the number of atoms and Cv is the

constant-volume heat capacity. 343

. 2<T >, 3
oy = —(I===) ™
! 3N 2C,
2
o2 = 2<T" >, ®

3N

Accordingly with the foregoing, a molecular
system simulated at constant temperature can reach
conformations that are out of range for a simulation
at constant energy at the same temperature. It was
also checked that the molecular velocities for the
simulated trajectories, belong to the Maxwell-

Boltzmann distribution.

C. Dynamics of the Triplet Porphyrin

Sensitization of Triplet Oxygen

Using the methodology described above we have
studied the dynamic behavior of porphyrin in the
triplet (T,) state and the evolution of the T;-S
energy gap along the simulation.

Dynamics simulation provides among other
information the probability distribution for the
configuration space, permitting to identify the
frequency (or probability density) of a given range of
coordinate values in a given electronic state in a
certain conditions (e.g. temperature). Different
electronic  properties depending also on the

configuration of the system can be also determined



and expressed in terms of probability density. This is
the case of the energy gap between two electronic
states. For the study of TET, it is necessary to
measure the T,-S, energy gap of porphyrin along the
trajectory, obtaining from a large simulation times a
distribution function of the T;-S; energy gap. This
distribution can be directly related to the T,-Sp
emission spectrum of porphyrin. For the T,
minimum energy structure the energy of the T,-S§;
transition is 31 kcal-mol”. This value corresponds
with activation energy equal to zero, according with
the definition given in Section 3.1. On the contrary,
the S,-T, energy gap for triplet equilibrium structure
of molecular oxygen is 22.5 kcalmol'. The
distribution functions of the T,-Sp energy gap in
porphyrin and Sy-T; for triplet oxygen obtained from
molecular dynamics simulations provides the
normalized spectra for both transitions. Normalized
spectra permits to obtain by integration the spectral
overlap, which is related to the triplet energy transfer
rate constant through the Fermi golden rule **

The probability distribution obtained in the
simulations at constant energy is qualitatively equal
to the constant temperature simulations, being the
difference the energy storage in the normal modes
due to smaller fluctuations of the kinetics energy in
the constant energy simulations.

From a chemical point of view, there is not an

easy way to predict how every internal coordinate

Triplet Energy Transfer

can stabilize or destabilize both the triplet and the
singlet ground state in order to modulate the triplet
energy. But the simulation at constant temperature
provide realistic geometries that besides the
definition of the triplet energy transfer reaction
coordinate, help on the identification of those
coordinates having a greater statistical weight in the

process of TET.

R1 C1CZ @1 C1C2IN6 ©4 CTCEN1Z w1 C1CZN6CS
R2 C3C4 @2 C2N6C5 @5 C8N12C1l W2 N6C5C7C8
R3 C5C6 @3 N6C5C7 ©6CL0C11C13 W3 c7C8C12C11
R4 C5C7

Figure 2. Internal coordinates for two of four
pyrrolic rings that modulate more efficiently the TET
process.

Therefore, there were calculated the values of
geometrical distortion parameter yi for every internal
redundant coordinate for every geometry obtained in
cach integration step, for simulations at constant
energy and temperature. In Figure 2 are represented
the internal coordinates that have the greatest
influence in the TET process between porphyrin and
oxygen, for constant temperature simulation at

300K.

97



Photochemical and Photophysical Reaction Dynamics of Chemical and Biological Systems

Coordinate | yi (kcal/mol) | Coordinate | i (kcal/mol)
R1 2.8 83 10.9
R2 2.0 04 10.6
R3 1.6 85 3.6
R4 35 @6 5.3
R5 1.9 Y1 0.8
01 42 Y2 2.0
@2 53 ¥3 1.0

Table 1. Values for the individual geometrical distortion parameters of the most relevant internal coordinates of

porphyrin.

In Table 1 are reported the values of y; for the set
of internal coordinates shown in Figure 2 in the
range of triplet energy between 23-38 kcal/mol
According of these values the contractions and
expansions of the porphyrin cycle are the most
import movements for changing the triplet energy
and even though out of plane torsion are the most
notorious  geometrical  distortions at  room
temperature, bonds and valence angle changes, have
the greatest influence in the modulation of the triplet
energy. This is due to the fact that dihedral force
constants are in general smaller than those of bonds
and valence angles, allowing the molecular
amplitude of the vibrational modes that imply
rotation being in a bigger scale than vibrational
stretching and bending but small changes in bond

distances and angles could account for a significant

chance in the triplet energy.
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a. Triplet Energy Transfer reaction
Coordinate for
porphyrin/Oxygen system

Singlet oxygen generation by triplet porphyrin

takes place according to:
*Por + 302 — '"Por + '02

where both transitions 302<—'02 and *Por — 'Por
are spin forbidden. Nevertheless, as has been
discussed above the whole process involving both
electronic transitions is spin allowed.”” On the other
hand, both transitions must fulfill the energy
resonance condition, which ensures the balance
between the transferred and the accepted energy. But
the triplet energy of the 'Por—"Por transition defined
as vertical excitation from ~Por relaxed structure (ie.
phosphorescence maximum) is ca. 31 keal-mol”,
being the *0,«'0, transition is, following the same

definition, ca. 22.5 kcal-mol'],m

which implies that
some changes must take place on both molecules in
order to reach the resonance condition.”’ In the case
of weak coupling limit, Since the absolute value of

the electronic coupling term is very low compared

with other energies involved in the transfer step, the

10



PES of the complex Por...0, can be separated in two

uncoupled PESs for the donor and acceptor
parmer:c,32 and therefore the role of the internal
coordinates of each molecule in reaching the energy
resonance can be analyzed independently.

If the resonance condition is assumed to take place
with minimum activation energy, the triplet energy
transfer reaction coordinate can be determined as
described elsewhere’’ We have investigated
303%'02 and 'Por<—"Por transitions as well as the

coordinates modulating the singlet-triplet energy gap

in Por permitting the energy transfer.

Energy Difference (kcal-mol™)

In Figure 3, the variation of the 302<—'02 and
'"Por*Por transition energies are displayed as a
function of the activation energies. The energy
resonance condition for both transitions is fullfilled
for a porphyrin structure where stretching modes and
out-of-plane distortions contributes significantly in
lowering '"Por—’Por energy to equal the oxygen

energy as shown in Figure 3. Triplet oxygen has a

very small capacity of modulation of the singlet-
triplet energy gap because of the single stretching

mode of the molecule, therefore its triplet energy can

be consider as constant.

T
6 8

T T T T T "1
10 12 14 16

T I T 1
18 20 22 24

E, (kcal-mol”)

Figure 3. T;-S; energy gap as a function of activation energy on T; obtained from the determination of the
triplet energy transfer reaction coordinate for triplet porphyrin (So«T; transfer). Out of plane distortion is

reached at. 24 kcal-mol'. The singlet oxygen energy (a'Age— X°Ig- transition) at 22.5 kcal-mol-1 is also
indicated with a dotted line. The porphyrin structure for the triplet excitation transferis displayed.

Triplet Energy Transfer
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Nevertheless, porphyrin shows a significant ability
to modulate the 'Por—>Por energy gap by thermal
activation with relatively small activation energies.
In fact, in order to decrease the energy gap, the
optimal molecular distortions corresponds to in-
plane distortions (ie. stretching modes) for the initial
ca. 7 keal-mol' (ie. from energy gap from 31 to 24
kcal-mol™), while further reduction of this gap is
efficiently reached by out-of-plane distortions (sheet
bend like distortion, see Figure 3) which provides the
optimal distortion in order to reach the ca. 22.5
kcal-mol" necessary to achieve the resonance with

the singlet oxygen energy (a'Ag«— X°Xg- transition).

b. Comparison of the reaction
coordinate and dynamics
simulations

Molecular dynamics of the triplet state porphyrin
provides useful information for understanding the
triplet energy transfer reaction coordinate. By
analyzing the 10° points obtained from the different
constant temperature simulations (T= 50K, 100K,
200K and 300K) a population density as a function

of activation energy and triplet energy variation can
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be obtained (see Figure 4). It has to be noted that
activation energy differs from the energy in the
triplet state referred to the minimum, since the latter
includes 3N-6 coordinates, while activation energy is
referred to a single reaction coordinate. Therefore, in
Figure 4 the potential energy corresponding to 3N-7
internal degrees of freedom has been subtracted in
order to make the population density to correspond
to the activation energy associated to a single
coordinate. As can be seen from the population
density results, the porphyrin tends to explore
regions with larger variation of the triplet energy as
the thermal energy increases (ie. permitting the
system to reach higher activation energies). In any
case, the density distribution is always located in the
region defined by the “static” definition of the
reaction coordinate. In fact, it is possible to define
the reaction coordinate from MD results by taking
the lowest activation energy structure for a given
interval of triplet energy. In this way it is possible to
get a functional dependence of the activation energy
on the mitial state (T;) with the triplet energy

variation.

12
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Figure 4. Porphyrin population density obtained from 1ns MD simulations at different temperatures (50K,

100K, 200K, and 300K) represented as a function of T-Sy energy difference vs. T; vibrational energy (density

populations are given in a logarithmic scale).

Moreover, from the MD results it is also possible
to estimate the fraction of porphyrin molecules that
along the time reach the resonance condition with
the oxygen. This fraction, which is a function of the
temperature, can be computed as the overlap
between the oxygen density population for the triplet
to singlet transition, and the corresponding triplet to
singlet transition in porphyrin. By computing such a
population overlaps it is found that energy transfer
rate increases with

constant exponentially

temperature, as is predicted by assuming a
Boltzmann distribution of the initial states of donor

and acceptor and using the transition state theory.21

Triplet Energy Transfer

D. CONCLUSIONS

It was developed and implemented a methodology
for building analytical PES in function of the first
and second derivatives of the energy with respect to
the internal coordinates. These analytical PES were
used for molecular dynamics simulation at constant
temperature for the simulation of the triplet energy
transfer process between triplet porphyrin and triplet
molecular oxygen. The obtained results indicate that
the out of plane motion and in plane stretching are
the coordinates enabling the process, being these
coordinates the bonds and angles between the

bridges and the pyrollic rings and the out of plane

13
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distortion between the pyrrolic rings. This structural
deformation permits the prophyrin to accommodate
its triplet energy to that of molecular oxygen. The
molecular dynamics simulations are in agreement
with the reaction, where out of plane motion
predicted is found in the dynamics simulations.
Moreover, the triplet energy variation with the
activation energy in the triplet state for porphyrin
matches correctly with the predictions made on the
basis of reaction coordinate determination.
Consequently, the reaction coordinate can be
determined via analysis of molecular dynamics
simulations. The coordinates enabling the process
are equally determined by both dynamics and

reaction coordinate.
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Chapter 5: Mechanism and Dynamics on
Photoinduced Processes in Biological Systems

“Because today we live in a society in which spurious realities
are manufactured by the media, by governments, by big
corporations, by religious groups, political groups... So I ask, in
my writing, What is real? Because unceasingly we are bombarded
with pseudo-realities manufactured by very sophisticated people
using very sophisticated electronic mechanisms. | do not distrust
their motives; I distrust their power. They have a lot of it. And it is
an astonishing power: that of creating whole universes, universes
of the mind. I ought to know. I do the same thing.”

Philip K. Dick
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5.1 Introduction
In this section we have approach two phenomena directly linked with biological
related application: chemiluminescence and fluorescent proteins. Both of which offer

many technological application, beside their great academic interest.

5.1.1 Chemiluminescence

Chemiluminescence refers to the phenomenon of light emission by an excited
product resulting from a chemical reaction. When the same phenomenon is produced in
living beings is called bioluminescence. The exoergic reaction induces the promotion of
an electron from its ground state to an excited electronic state, usually through a transition
from a p bonding to a p* anti-bonding orbital (p—p*) or from a non-bonding to an anti-
bonding orbital (n—p*) in organic molecules. Both chemiluminescence and
bioluminescence phenomena, have attracted considerable attention not only because its
role in nature (Fraga 2008, Zimmer 2009) as well as theoretical interest(Carpenter 2006),
but also because is application in analytical chemistry (Lippert, et al. 2011, Paley and
Prescher 2014, Razgulin, et al. 2011).

In general quantum efficiencies are greater in case of bioluminescence than
chemiluminescence in solution. The high quantum yield and the presence of oxygen has
suggested that that the family 1,2-dioxetanes are key intermediates for the highly efficient
bioluminescent phenomena in nature (Matsumoto 2004).

In order to account for several unanswered experimental question about
bioluminescence, in section 5.2.1, we have focused on the study of a molecular model
using the multi-reference perturbation theory CASPT2 and CASSCF “on the fly”
molecular dynamics, to give a deeper insight in such phenomena.

5.1.2 Modulation of Excited-State Properties of Fluorescent
Proteins

In the past years, fluorescent proteins (FPs) derived from the green fluorescent
protein (GFP) family were successfully applied as biological markers, allowing the
visualization of a wide type of processes, ranging from gene expression to cell
development and protein movements within live cells (Konstantin, et al. 2005, Shaner, et

al. 2007, Wiedenmann and Nienhaus 2006). Moreover, other technological areas as
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optical microscopy and photonics took advantage of the particular characteristics offered
by FPs, leading to the development of optical nanoscopy (Betzig, et al. 2006, Hess, et al.
2006) and promising advances in data-storage devices (Sauer 2005).

These achievements were possible because of the high spatial and time resolution
offered by FPs, which multiple variants can emit different colors and intensities,
depending on the wavelength required for irradiation. Indeed, starting from the original
green fluorescence, blue (higher energy) and red (lower energy) shifted emission FPs are
nowadays available (Kredel, et al. 2008, Merzlyak, et al. 2007, Shaner, et al. 2004)

Experimental studies are pointing towards genetic engineering (through site-
directed mutagenesis) and structural characterization (through spectroscopic and X-ray
crystallographic techniques), which are powerful tools to investigate systematically the
effect of amino acid replacement on the stability of the protein itself and on the
absorption and emission energy shifts, compared to their predecessor FPs. Nevertheless,
most of the attempts revealed the difficulty of guessing which specific mutation can lead
to a certain change in biophysical properties, being the chromophore pocket highly
sensitive to the chemical environment (hydrogen bonding, proton transfer, n-n stacking).
In some cases a single amino acid replacement is enough to observe the expected
spectroscopic variation, as the introduction of the Asn143Ser substitution into d2eqFP611
to generate d2RFP630, and the additional Serl158Cys mutation to generate RFP639,
involving the weakening of hydrogen bonding interactions between side chains and the
chromophore (Nienhaus, et al. 2008). In other cases amino acids replacements lead to
unexpected nearly complete loss of fluorescence, which could be recovered after
completion of several rounds of random mutagenesis and multi-site directed mutagenesis,
as is the case of mRuby which required altogether 28 amino acid replacements, compared
to wild-type eqFP611 (Kredel, et al. 2009).

On the other hand, theoretical and computational studies were performed to
elucidate the underlying mechanisms suggested or indicated by experiments, by which we
can currently divide FPs in three groups:

a) Reversibly photoswitchable FPs, characterized by a fluorescent on state and a

non-fluorescent off state, connected by cis-trans photoisomerization (Ando, et al. 2004);
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b) Irreversibly photoconvertible FPs, leading to transformation from a non-
fluorescent state to a fluorescent state (Patterson and Lippincott-Schwartz 2002), or
between differently emitting states, involving extension of the conjugate r system by

rupture of a covalent bond (Tsutsui, et al. 2005);

C) FPs showing both irreversible photoconversion and reversible photoswitching of

the two photoconvertible states, resulting in a four-states FP (Fuchs, et al. 2010).

Computational studies are focusing on understanding how photoinduced
isomerization and protonation are coupled, being the first ultrafast steps which the
chromophore undergoes. This constitutes a topic still under debate, also considering the
variety of possible chromophores, post-translationally formed by autocatalytic cyclization
and oxidation. As an example, we should mention the results obtained on asFP595 (a
prototype for photoswitchable proteins) by quantum mechanics-coupled-molecular
mechanics (QM/MM) techniques, by which different processes were suggested or
validated (Schafer, et al. 2007).

Nevertheless, the task to obtain a FP variant absorbing in the red region (630-750
nm) remains difficult, being currently far-red PSmOrange-like the only monomeric form
with a near-red excitation wavelength (636) (Subach, et al. 2011). Moreover, the
excitation maximum of most of the other available FPs is set in the range 400-588 nm
(Kredel, et al. 2009), therefore requiring costly lasers to be used for photoactivation,
while above 640 nm a common laser pointer could be employed, determining important
budget reduction, always desired especially for technological applications. Nevertheless a
rational design of the fluorescence properties of FPs was still not attempted.

Therefore in section 5.2.2, we present our first approach to the study of the relation

between environment and spectroscopical properties trough the QM/MM methodology.

112



5.2 Results

5.2.1 Revisiting the Non-Adiabatic process in 1,2-dioexetane
There has been much discussion regarding the mechanism of decomposition of the
1,2-dioxetanes (De Vico, et al. 2007), being three the mechanism proposed: the biradical,
concerted and merged mechanism. The biradical mechanism is characterized by the initial
formation of a biradical after the O-O bonds cleavage through a transition state, follows
by breaking of the C-C bond, which bring the system to the excited stated responsible for
the light emission. On the other hand the merged mechanism implies the starting of the
cleavage of the C-C bond, before the O-O bond is completed broken. Finally the
concerted mechanism, involves the simultaneous cleave of both C-C and O-O bonds.

Even though there is experimental and theoretical evidence which support the
biradical mechanism, there is not an agreement about the nature of the mechanism.
Besides, some other facts as the large ratio phosphorescence/fluorescence of the
chemiluminescence emission are still unanswered. In this section we presented a work
which provides further inside into the biradical mechanism of the decomposition of the
1,2-dioxetane, and simultaneously address the phosphorescence/fluorescence ratio
problem. The methodology employed to explore the aforementioned problematic, was
multistate multiconfigurational reference second-order perturbation theory (MS-CASPT2)

calculations and “on the fly”” molecular dynamics.

It was previously reported that a entropic trap region plays a crucial role in the
dynamics of the decomposition of the 1,2-dioxdetane (De Vico, et al. 2007). The entropic
trap is the situation when the entire four singlet and four triplet states manifold becomes
degenerate, when the molecule is in the vicinity of the transition state corresponding to
the O-O bond rupture. This situation becomes more complicated because in order to
properly describe the interaction between the states is important to introduce the spin
coupling of the two radical electrons. A First dynamical approach to this entropic trap is
to consider only the singlet states and carrying out molecular dynamics without taking

into account the spin coupling.

Of special interest in this thesis is the used of the so called “on the fly” molecular

dynamics using CASSCF/ANO-RCC-VDZP theory Level. The idea is to provide a
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statistical relevant sampling which account for time spent in the entropic trap by the
molecule on the ground state. On the other hand, because the phosphorescence process
requires a population transfer from the ground state Sy to the triplet state Ty, a preliminary
dynamics can describes the kind of geometrical configurations available for a future

intersystem crossing study.

The dynamic simulation where carried out begging from the transition state of the
O-O breaking. It was then run 300 trajectories, using initial velocities taken from a
Maxwell-Boltzmann distribution as explained in section 2.1.4. These trajectories provide
an exponential decay model for the time spent in the entropic trap, with a half-time of
613fs.
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ABSTRACT: Determining the ground and excited-state
decomposition mechanisms of 1,2-dioxetane is essential to
understand the chemiluminescence and bioluminescence
phenomena. Several experimental and theoretical studies has
been performed in the past without reaching a converged
description. The reason is in part associated with the complex
nonadiabatic process taking place along the reaction. The
present study is an extension of a previous work (De Vico, L;
Liu, Y.-J; Krogh, J. W; Lindh, R. J. Phys. Chem. A 2007, 111,
8013—8019) in which a two-step mechanism was established
for the chemiluminescence involving asynchronous O—0" and
C—C' bond dissociations. New high-level multistate multi
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configurational reference second-order perturbation theory calculations and ab initio molecular dynamics simulations at constant
temperature are performed in the present study, which provide further details on the mechanisms and allow to rationalize further
experimental observations. In particular, the new results explain the high ratio of triplet to singlet dissociation products.

1. INTRODUCTION

The phenomenon that a chemical reaction generates a light
emitting product is called chemiluminescence, the same
phenomenon observed in living organisms is referred to as
bioluminescence. The phenomenon is used as a practical tool in
medicine and chemistry. This is easily seen in the large amount
of biotechnological applications, for example, as a research tool
in genetic engineering with the use of reporter genes, or as a
noninvasive study of biochemical processes in living small
laboratory animals through bioluminescence imaging.” Nature
provides us with plenty of examples of such phenomena, of
which the firefly beetle is the most well-known. The
bioluminescence is in principle a catalyzed version of
chemiluminescence involving a substrate, luciferin, and an
enzyme, luciferase, which will catalyze the chemical reaction.
Oxidation of luciferins, yields a peroxy compound, called 1,2-
dioxetane. This four-membered ring peroxide has been shown
to be a common functional group in chemi- and bioluminescent
systems. Accordingly, the thermal decomposition of isolated
1,2-dioxetane is the most simple example of the chemi- and
bioluminescence reaction. A detailed description of the process
in this system at the molecular level is key to an unified
understanding of the chemistry of bioluminescence. During the
last 20 years, significant theoretical and experimental efforts
have been performed to understand the mechanism of the
thermally activated chemi- and bioluminescence. According to
these efforts, three different mechanisms have been proposed
for the thermal dissociation of 1,2-dioxetane; the biradical,
concerted, and merged mechanisms (see Figure 1). The
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biradical mechanism is a two-step reaction in which the C-C'
bond breaking occurs after the complete breakage of the O—0"
bond—the intermediate product has a biradical character. The
concerted reaction is a single-step process in which the O-0'
and C—C’ bond breakage occur simultaneously. Finally, the
merged mechanism implies that the C—C' cleavage starts
before the O—Q" bond breaking is fully completed. It is also
well-known that three channels compete in the decomposition
of 1,2-dioxetane giving rise to two formaldehyde fragments (see
Figure 1). A small fraction of the formaldehyde molecules is
generated in an excited state, from which the system returns to
the ground state by emitting light. Both singlet and triplet paths
are possible, thus producing fluorescence and phosphorescence
emission, respectively. The remaining fraction of formaldehyde
products is formed without emission of radiation.
Luminescence in thermal decomposition of 1,2-dioxetane
systems, in particular, 3,3,4-trimethyl-1,2-dioxetane, was early
(in 1968) observed by Kopecky and Mumford.* In this study,
an emission of light associated with an activation energy of 25
kcal/mol was interpreted to be due to a singlet excited state in a
concerted reaction. Next, in 1970, O'Neal and Richardson®
hypothesized that 1,2-dioxetane decomposition should proceed
similarly to analogous saturated four-membered ring systems,
such as cyclobutane, whose thermochemical data clearly
showed a two-step biradical mechanism. The authors
demonstrated that the observed experimental kinetic data and
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Figure 1. Mechanisms proposed in the literature and dissociation channels for the chemiluminescent reaction of 1,2-dioxetane.

the thermochemical calculations were consistent with such a
mechanism.* A series of works appeared later introducing and
giving support to the merged (or asynchronous concerted)
mechanism on the basis of the highly efficient chemiexcitation
found in methyl-substituted 1,2-dioxetanes, arguing that a
biradical mechanism would result in the formation of basically
only ground state products.*® Adam and Baader® also reported
in some of these studies that the thermal dissociation and
chemiluminescence have the same activation energy and that
phosphorescence in 1,2-dioxetane is favorable over fluorescence
by a factor of 1000. In the 1990s, Olivucci, Robb, and co-
workers™ performed ab initio theoretical studies employing the
complete active space self-consistent field (CASSCF) method
with Moller—Plesset second-order perturbation theory (MP2)
corrections to explore the potential energy surfaces (PESs) of
the ground state and lowest-lying triplet excited state. The
authors characterized the singlet—triplet crossing (ISC) regions
that mediate the chemiexcitation process. A biradical region was
also determined in the triplet energy surface between the
transition states (TSs) related to O—O’ and C—C’ bond
cleavage. These TS structures were found at similar energies,
therefore s&pparting previous experimental findings from Adam
and Baader® and other measurements for tetramethyldioxetane”
and cis-diethoxy-1,2-dioxetane.'” Nevertheless, Wilsey et al®
computed a value of 16 kcal/mol for the activation energy for
the ring-opening of 1,2-dioxetane, which was clearly lower than
the experimental observed value (22 kcal/mol).* In 2007, De
Vico et al'' employed a higher level of theory using the
multistate camplctc active space second-order pcrturbatian
theory (MS-CASPT2) method to study the dissociation
process, finding a more accurate value for the activation energy
of the thermal dissociation in agreement with the experiment.’
De Vico et al. also studied the lowest-lying triplet excited states
and considered in addition the lowest-lying singlet excited state
which give rise to fluorescence. Conical intersections (CIX)
and singlet—triplet ISC crossings were identified, and an
entropic trapping of biradical character was obtained similarly
to Wilsey et al.* The activation barriers for the O—0’ cleavage
were obtained, however, at higher energies with respect to
those related to the C—C’ bond breaking on the singlet and
triplet excited states. Most recently, a direct dynamics
simulation of the dissociation at the unrestricted density
functional theory level of approximation has been carried out
by Sun et al.'"* who have found on the ground state that some
trajectories proceeded with an almost simultaneous O—0" and
C—C' bond dissociations after the formation of 1,2-dioxetane.'
They also found that the kinetics showed a strong non-RRKM
behavior. To conclude, experimental and theoretical inves-
tigations are not conclusive with respect to the nature of the
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reaction mechanism, although there are evidence in support of
biradical characteristics. While theory and experiment finally
agree on the activation energy of the ground state dissociation
process, details on the ratio of the phosphorescence and
fluorescence emissions and the activation energy of the
chemiluminescence are not correctly taken into account.

The aim of the present study is to clarify the qualitative
concept and complete our previous quantitative study with
additional results, which allow us to rationalize most of the
experimental observations. In particular, we put some efforts in
understanding the large ratio phosphorescence/fluorescence of
the chemiluminescence emission, which was not explained on
the basis of the results obtained from the previous study.''
Electronic structure calculations using the CASSCF and MS-
CASPT2 methods have been carried out in association with ab
initio molecular dynamics (AIMD) at constant temperature
(the canonical ensemble). The present study is subsequently
structured as follows, a section with the computational details
with regard to the electronic structure and ab initio molecular
dynamics simulations, a section of presentation and discussion
of the results, and finally some conclusions.

2. COMPUTATIONAL DETAILS

Details about the electronic structure and the AIMD
computations are given below.

2.1. Electronic Structure. The CASSCF'*' and
CASPT2"""7 methods were employed for the geometry
optimizations of the stationary points in conjunction with the
atomic natural orbital (ANO-RCC)'® basis set contracted to
0,C[4s3p2d1f]/H[3s2p1d] (hereafter ANO-RCC-VTZP). Ad-
ditional CASPT2 energy computations were performed at the
CASSCF and CASPT2 geometries improving the basis set from
triple-{’ to quadruple-{ quality, in particular, using the ANO-
RCC" basis set contracted to O,C[5s4p3d2flg]/H[4s3p2d1f]
(hereafter ANO-RCC-VQZP). The same active space as the
one employed in the previous study was used, that is, 12
electrons distributed in 10 orbitals.'' It corresponds to the C—
C’, C-0, C'-0’, and 0O—0’ ¢ bonding and ¢* antibonding
orbitals plus the two oxygen lone-pair orbitals (ng). To account
for all the degenerate combinations of the electrons in the
oxygen (ng) orbitals in the biradical region of the
chemiluminescence mechanism (see Figure 2}, four equally
weighted roots were employed in the state averaged (SA)
CASSCF procedure for all the CASSCF computations. Energies
of the lowest-lying four singlet (S;, S, S,, and §,) and four
triplet (T}, Ty, T, and T,) states were calculated. Zero-point
vibrational energy (ZPVE) corrections were computed numeri-
cally at the SA(4)-CASSCF/ANO-RCC-VQZP level through

the second-order derivatives of the energy using the harmonic
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Figure 2. Electron occupation of the oxygen lone-pair orbitals at the
biradical region of the chemiluminescence and thermal mechanisms of
1,2-dioxetane.

approximation. The multistate (MS) approach'® of the
CASPT2 method was used throughout to keep the consistency
with the previous work.'" Unless stated otherwise, the CASPT2
results shown in this paper are MS-CASPT2 results. The state
specific (SS) CASPT2 and MS-CASPT2 methods give rise to
energy values with deviations lower than 1 kcal/mol (see
Supporting Information Table $2). The MS and SS approaches
were compared along the extended region of state crossing,
verifying that the out-of-diagonal elements of the effective
Hamiltonian defined in the MS approach are in all the cases
lower than 2—3 keal/mol, which point to an accurate
characterization of the mechanism with the MS-CASPT2
method.® As for the previous work,"" core orbitals of non-
hydrogen atoms were frozen in all the MS-CASPT2
calculations and the standard ionization potential electron
affinity (IPEA) modification of the zeroth-order Hamiltonian
with a value of 0.25 was employed.”!

The energy profiles relevant for the chemiluminescence
mechanism of 1,2-dioxetane were mapped at the MS-
CASPT2//CASSCF(12in10)/ANO-RCC-VTZP level by
means of the constrained optimization technique, using the
C—C’" and O—0’ bond distances as constraints.”* In each
calculation, these bond distances were kept fixed and all the
other internal coordinates were optimized. The range of values
for the C—C' and O—0" bond lengths are 1.42—2.02 and
148—3.08 A, respectively, with a step size of 0.1 A. Other
possibilities were also considered for the constraints. In
particular, the C—C' bond distance plus the O—C—C'-0'
dihedral angle. In this case, the former internal coordinate
ranges also 1.42-2.02 A, with a step size of 0.1 A, and the
values for the dihedral angle are between 0% and 180°, with
different step sizes.

Spin—orbit coupling (SOC) terms between singlet and
triplet states were computed within the AMFI and CASSI
frameworks,**** as implemented in the MOLCAS-7 quantum-
chemistry program.)‘:_' A CASSCF(12in10)/ANO-RCC-VQZP
wave function averaged over four singlet and four triplet states
was used.

2.2, Ab Initio Molecular Dynamics. The standard
formulation of the molecular dynamics results in trajectories
belonging to the microcanonical (NVE) ensemble. In this
ensemble, the number of particles, volume, and total energy of
the system is preserved. Nevertheless, most of the chemical
experiments are carried out at constant temperature, the
statistical behavior of which is described by the canonical
(NVT) ensemble. An approach to take into account the
temperature is the Nosé-Hoover chain of thermostats, in which
the molecular system is couylcd to a heat bath, generating the
correct canonical ensemble.”®

Therefore, improvements to the MOLCAS package were
introduced to facilitate molecular dynamics simulations in the
canonical ensemble, through the Nosé-Hoover method, which
permits to include in the Hamiltonian the required degrees of
freedom to simulate a thermostat” The resulting motion
equations were integrated by a time reversible integrator,

applying the Liouville approach through the Trotter factoriza-
tion.”® The chosen initial conditions assumed that the particles
velocities obey the Maxwell—Boltzmann distribution, therefore
every component of the velocity can be considered as an
independent Gaussian random variable for a given temper-
ature.”

The methodology of the molecular dynamics at a constant
temperature of 300 K was applied to the 1,2-dioxetane
molecule for simulating the dynamical behavior in the so-
called entropic trapping volume of the phase space. "On-the-
fly” molecular dynamics were performed on Sy, starting from
the TS of the thermal decomposition (TSg;). By initiating the
dynamics trajectories at the TS, the efficiency of the dynamics
simulations is enhanced since the proper vibrational modes are
enforced. Previous studies have also employed this ap-
proach,'****! showing that TS sampling gives dynamics results
in agreement with experiments under the transition state theory
(TST) approximaﬁon.‘z'o"“ A set of 300 trajectories were run
with an integration step of 1 fs and a maximum simulation time
of 4 ps. The molecule was considered out of the biradical
region when the distance between the carbon atoms of the two
formaldehyde moieties was larger than 2.3 A.

To perform the dynamics simulations, we tested in advance
less time-demanding CASSCF/CASPT2 approaches than those
mentioned in the previous section. The basis set and active
space that maximize the ratio accuracy/time are the double-{
quality ANO-RCC basis set contracted to O,C[3s2p1d]/
H[2s1p] (hereafter, ANO-RCC-VDZP) and 8 electrons
distributed in 6 orbitals, respectively. Since the C—O and
C'—0’ bonds do not break in the chemiluminescence
mechanism, the occupation numbers of the & and ¢* orbitals
of the C—0 and C'—0" orbitals are very close to two and zero,
respectively. Hence, the results are still accurate enough when
these four orbitals are removed from the active space. The MS-
CASPT2 energies of the lowest-lying four singlet and four
triplet states were computed at each integration step. These
values were also employed together with the C—C" distance to
evaluate the departure of the molecule from the entropic-
trapping region.

A development version of the MOLCAS-7 quantum-
chemistry package suite was used in all electronic structure
and molecular dynamics simulations of this study.*®

3. RESULTS AND DISCUSSION

The findings obtained for the chemiluminescence mechanism
of 12-dioxetane are presented in three sections. First, the
analysis of the geometries and energies is presented for the
stationary points obtained with the different CASSCF/
CASPT?2 approaches. Next, the details of the mechanism are
explained using a two-dimensional model of the PESs for the
lowest-lying four singlet and four triplet states. Finally, a few
dynamical properties of the dissociation reaction are discussed.

3.1. Stationary Points of the Thermal and Chem-
iluminescence Mechanism. Several structures were found in
the previous work by De Vico et al,,'" which are relevant for the
mechanism of thermally activated light emission of the 1,2-
dioxetane molecule: the starting geometry (Reactant), the TS
involving O—0Q’ bond breaking (TSy,), the singlet and triplet
biradical minima with O—C—C'~0" dihedral angles of 70°
(Miﬂm(?o] and Miﬂni?ﬂj) and 180° (Mi“SI{lROJ and an(moi);
the singlet and triplet TS involving C—C’ bond breaking with
dihedral angle 70° (TSs(7) and TSy (7)) and 180° (TSgy(1e0)
and TSy(150)), and the products on the excited singlet [OCH,
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+ '(OCH,)] and triplet states [OCH, + *(OCH,)]. Note that
in this work we have used a slightly different notation, the type
Aand B TSs of De Vico et al.'" are those that we denote 70 and
180, respectively, although the actual angles are not exactly 70
and 180°, Note also that the TSs at the dihedral angle of 70°
have a symmetry partner at —70°".

In this work, CASSCF(12in10)/ANO-RCC-VTZP geo-
metries from De Vico et al'' were reoptimized, and
subsequently, MS-CASPT2 geometry optimizations with the
same active space and basis set were carried out. Table 1

Table 1. Main Geometrical Parameters of 1,2-Dioxetane
Optimized at the CASSCF/ANO-RCC-VTZP (left) and MS-
CASPT2/ANO-RCC-VTZP (right) Levels of Theory”

[ o0’ o-Cc-C'-0O
react 1.51/1.49 1.58/1.51 17/19
TSg, 1.54/1.49 2.26/2.28 37/44
Mingy () 1.55/1.51 3.11/3.02 77/77
Mingy 7 1.53/1.53 2.98/2.92 66/75
Ming, ) 1.55/1.51 3.68/3.60 180/179
Mingy 5 1.55/1.54 3.70/3.54 180/179
TSpim) 2.02/207 3.27/325 79/83
TSsiem) 2.09/221 3.27/325 76/76
TSmi1sa) 2.02/2.08 3.76/3.73 180/180
TS 180) 2.08/2.19 3.81/3.82 180/180
Prody, 4.47/345 4.63/3.61 156/179
Prodg 4.15/341 4.06/3.57 136/180

“Bond lengths in A and dihedral angles in degree.

compiles the computed C—C’ and O—O' bond distances and
the O—C—C’—0’ dihedral angle (see Cartesian coordinates in
Table S1). The CASSCF and MS-CASPT?2 results show small
differences for all the internal coordinates of the bound
structures, with average deviations of 0.05 A, 0.06 A, and 2° for
the 0—0" and C—C' bonds and the O—C—C'—0Q" dihedral
angle, respectively. As expected from the lower accuracy of the
CASSCF method to describe noncovalent interactions, the
largest deviations appear for the complex formed between the
two formaldehyde molecules once the O—0Q' and C—C’ bond
dissociations take place. Overall, the CASSCF method is
accurate enough for the geometry optimization of the 1,2-
dioxetane and all the intermediates in the chemiluminescence
mechanism. However, energy values are dramatically affected
by the dynamical correlation. This fact is observed, for example,
at the TSy, structure, in which the CASSCF method
underestimates the activation energy for O—Q’ bond breaking
by 14.0 keal/mol (see Table 2). Much lower deviations occur in
the comparison of the MS-CASPT2/ANO-RCC-VTZP en-
ergies obtained at the CASSCF/ANO-RCC-VTZP or MS-
CASPT2/ANO-RCC-VTZP geometries, with an average differ-
ence of 1.8 kecal/mol.

Next, in order to analyze the basis set effect on the energies,
we performed calculations with the ANO-RCC-VQZP basis set
at the CASSCF/ANO-RCC-VTZP and MS-CASPT2/ANO-
RCC-VTZP optimized geometries. Large discrepancies appear
in the case of the vertical excitation energies between the four
singlet and four triplet states computed (see Supporting
Information Table S2). Conversely, the relative energies
between the stationary structures are much less affected,
showing average deviations of 1.3 and 2.8 kecal/mol at the
CASSCF/ANO-RCC-VTZP and MS-CASPT2/ANO-RCC-
VTZP geometries, respectively (cf. Table 2). In all the points
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Table 2. Relative Energies (in kcal/mol) of the Main
Stationary Structures of 1,2-Dioxetane in the
Chemiluminescence Mechanism Computed with Different
CASSCF/CASPT2 Approaches”

MS- MS-

MS- CASPT2/ CASPT2/

CASPT2//  MS- QZ//  QZ//MS-

CASSCF/ (CASSCF/ CASPT2/ CASSCE/ CASPT2/
TZ TZ TZ TZ TZ
react 0.0 0.0 0.0 0.0 0.0
TS, 9.7 237 234 249 255
Mitp g 7.7 184 17.8 19.6 20.0
Ming; (7o) 9.0 184 17.2 196 19.4
Mirer i 1a0) 7.1 17.9 185 19.1 19.9
Minisy (19m) 8.8 18.1 16.6 19.2 18.7
TSty 222 300 284 37 312
TSy 26.5 350 337 366 36.3
TS 7180 211 29.0 242 306 304
TSs1q180) 257 343 29.4 359 356
Prod,, 72 25.3 221 270 255
Prody, 132 324 9.5 341 7

“Vertical excitation energies for the other singlet and triplet states at
these geometries are compiled in Table S2.

along the mechanism, the ANO-RCC-VQZP basis set gives rise
to larger energy values relative to the reactant, being the TS ;4
structures the most sensitive. It is worth noting that almost no
differences are found with the larger basis set between the
energies obtained at the CASSCF and MS-CASPT?2 geometries
(avcrage deviation of 0.3 keal/mol, always lower than 1.4 kcal/
mol).

Further improvements to the mechanism come from the
inclusion of ZPVE corrections (see Table 3). Since the

Table 3. Zero-Point Vibrational Energy Corrections and
Gibbs Energies (in kcal/mol) at 300 K of the Main
Stationary Structures of 1,2-Dioxetane in the
Chemiluminescence Mechanism Computed at the CASSCF/
ANO-RCC-VTZP Level of Theory

ZPVE Gibbs energy
react 40.2 139
TS, 384 21.8
Mitiy 1) 38.1 212
Mingy ng) 37.0 202
Minig g0 382 213
Mingy 10, 375 20.6
TSpii) 350 17.6
TS5y 360 185
TS 100 359 18.7
TSs110) 355 18.1
Prody, 337 14.0
Prodg; 340 131

presence of four roots in the SA procedure within the CASSCF
method is needed to describe properly the geometries and
energetics in the biradical region, the second-order derivatives
of the energy were computed numerically at the CASSCF-
(12in10)/ANO-RCC-VTZP level. The entropic factor was also
estimated by means of these calculations. The ZPVE results
show a clear pattern: each bond dissociation implies a decrease
of around 2 keal/mol in the values of the corresponding TS.
Thus, taking into account the ZPVE corrections, the TSy
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structure is stabilized by 1.8 kcal/mol with respect to the
reactant, and the energies of the TSy and TS, on the
singlet and triplet manifolds decrease an average of 4.8 and 4.5
kcal/mol, respectively, also with respect to the close-ring
dioxetane. Bond dissociation also changes the entropy of the
molecule along the mechanism, stabilizing further the opened
structures. Our results show a decrease of 2.1 kcal/mol for the
TSy, structure and an average decrease of 5.9 and 5.5 kcal /mol
for the Gibbs energies of the TS, and TS, points,
respectively, estimated at 300 K.

Figure 3 shows the steps performed to improve the
description of the energy profile for the chemiluminescence
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Figure 3. Relative energies of the stationary points obtained at
different levels along the singlet and triplet manifolds. The energy
barrier heights for the TS of the C=C bond dissociations (TSg; ),
TSs1 150y TSti(rop and TSyy(igq) are highlighted relative to the TS of
the O—=0 bond breaking (TSg).

of 1,2-dioxetane with respect to the previous paper.'' Whereas
the improvements in the electronic energies, by means of the
inclusion of dynamical correlation in the method for geometry
optimization and the enlargement of the basis set, imply in
general relatively small deviations, ZPVE corrections and the
entropic factor change some aspects of the mechanism for
chemiluminescence. The former results show TSs for the C—C'
bond cleavage higher in energy with respect to the TS related
to the O—0O’ bond breaking. This is true for both the singlet
and triplet states and for the TSs with O—C—C'—0" dihedral
angles of 70° and 180°. Conversely, a more accurate description
(including ZPVE and entropy corrections) brings the TSy 7y
and TSp(1g) structures close to the energy of the TSg, point.
In addition, taking into account the symmetry of the molecule,
a total amount of two and six TS structures exist on the PESs
related to the O—0’ and C—C’ bond dissociations,
respectively, which will effectively reduce the activation barrier
of the later process. This translates to that at 300 K the effective
activation energies are 23.0, 23.9, and 29.2 kcal/mol for the O—
O’ breakage on the S, surface, the C—C’ breakage on the T,
surface, and the C—C’ breakage on the S, surface, respectively.
Therefore, the rate-determining step for the phosphorescence
emission is basically the O—0" cleavage, and not the second
C—C’ bond breaking as it is the case on the basis of the
electronic cncrgics.“ The total energy needed to rupture the
0-0' bond seems to be enough to access the triplet TS and
the emissive formaldehyde T, state. Fluorescence, on the other

hand, still needs a significant amount of extra energy with
respect to the level of the TSy, which makes the C—C’ bond
dissociation more difficult and the emissive S, state less
accessible. The phosphorescence process requires a population
transfer from the ground state S, to the triplet state T,. This is
possible through the wide region of ISC crossing that exists
between the TSy and the TSy (7p) or TSyy(150)- The ISC is also
probable because computations of the SOC give values as high
as 49 cm™! for the biradical structures (degeneracy region) of
1,2-dioxetane. A strict quantitative analysis of the ratio
phosphorescence to fluorescence is subject to careful
simulations including both internal conversion and interstate
crossing. However, a preliminary rough estimation of the ratio
based on the Arrhenius equation gives a value of 7903 X (Ay/
Ag), where A; and Ajg are the Arrhenius frequency factors for
the triplet and single excited state dissociations. Considering
that the second term (Ap/Ag) is smaller than unity, due to the
fact that the single-triplet transition is forbidden to first order,
the estimated ratio (7903 X (Ar/Ag)) demonstrates that the
presented activation energies of the triplet and singlet excited
products are consistent with the observed ratio of phosphor-
escence to fluorescence. Also, the experimental threshold of
22.7 + 0.8 keal/mol® for chemiluminescence in 1,2-dioxetane is
now rationalized by the fact that the triplet TSs related to the
C—C' cleavage are close in terms of energy to the TSy, in
contrast to the previous study by De Vico et al.'" This would
make the activation of the ground state dissociation and the
chemiluminescence from the phosphorescent triplet state
literarily indistinguishable based on a study of the activation
energy of the processes. This conclusion is in agreement with
measurements for tetramethyldioxetane” and cis-diethoxy-1,2-
dioxetane'® and previous computed data with the CASSCEF/
MP2 method for the ground and lowest-lying triplet states.®

3.2. Two-Dimensional Model of the Decomposition
Reaction. As explained in the Introduction, three types of
mechanisms have been proposed for the chemiluminescence of
1,2-dioxetane: (1) concerted O—0Q’ and C—C’' bond
dissociation, (2) two-step process involving a ¢O—CH,—
C'H,—Oe biradical intermediate, and (3) merged mechanism.
The findings obtained by De Vico et al.'! and the results from
the previous section point to a biradical mechanism. In order to
further verify it, we explore here the surroundings of the
stationary points by means of the MS-CASPT2//CASSCF-
(12in10)/ANO-RCC-VTZP method and a constraint geometry
optimization procedure.

Even in such a small molecule as 1,2-dioxetane, the PES
characterization by means of constraint optimizations must be
performed with caution, comparing with additional data from
strategies which provide accurate paths, such as MEPs and
intrinsic reaction paths. In fact, our first attempt, selecting the
C—C’ bond length and the O—C—C’'-Q’ dihedral angle as
constraints, failed. From the reactant, the structure becomes
“twisted” (see Figure 4) and does not connect it with the TSg,
structure as the MEP computations do (cf. De Vico et al.''). An

XY

Figure 4. 1,2-Dioxetane structures obtained as TS in the constraint
optimizations by two different sets of constraints: C—C’ bond length
and O—C—C'-0’ dihedral angle (left) and C—C’ and O—O' bond
lengths (right).
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Figure 5. MS-CASPT2/ANO-RCC-VTZP energies (in kcal/mol) of the lowest-lying singlet and triplet excited states of 1,2-dioxetane vs the C=C’
and O—0" bond lengths (in A) for the CASSCE/ANO-RCC-VTZP constraint optimization of the singlet ground state, S,.

appropriate set of constraints are the C—C’ and O—0’ bond
distances, which reproduce the stationary points and MEPs.
Figure § shows the two-dimensional PESs obtained in this
manner for the singlet and triplet states. Taking into account
the large barriers to reach the excited state and the absence of
degeneracy in the C—C’ axis or the diagonal starting from the
Reactant point in the PES, the concerted mechanism can be
discarded. The most accessible path to the excited form-
aldehyde is clearly the initial formation of the biradical
structure, which eventually must surmount the second barrier
following a perpendicular direction to the one involved in the
first process. Hence, these results also discard the merge
mechanism in favor of the two-step biradical mechanism.

3.3. Lower-Bound Estimation for the Lifetime of the
Biradical Intermediate. The formation of a ¢O—CH,—
C'H,—O’e intermediate and the presence of an entropic
trapping region in which the molecule can split the population
among the lowest four singlet and four triplet states was
proposed in the previous theoretical study by De Vico et al."
QOur interest here is to estimate how fast can be the pass
through the intermediate region before thermal decomposition
by means of AIMD. We performed the trajectories on the S,
PES without considering the transfer of population to the other
states. This approximation will give us a lower-bound
estimation, since the effect of CIX and ISC crossings among
the degenerate states is expected to increase the time spent in
this region.

A total amount of 300 trajectories were run at a constant T of
300 K from the TSy and using the CASSCF(6in6)/ANO-
RCC-VDZP gradients of the ground state. All the dynamics
computations give rise to the C—C’ dissociation within the
limit time of 1 ps (see distribution of dissociation times in
Figure 6). In agreement with the previous results obtained from
the static modeling of the reaction, the dynamics simulations
shows a torsion of the O—C—C'—0Q" dihedral angle in the
biradical region. MS-CASPT2(6in6)/ANO-RCC-VDZP calcu-
lations along the trajectories verify the degeneracy of the lowest
four singlet and four triplet states, which disappears when the
C—C’ bond breaks. The half-life time obtained as lower-bound
for the entropic trap is 613 fs (to be compared with the
oscillation time of a C—C' single bond of about 30 fs). If the
molecule has not on average transferred the population to the
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function of time in the ab initio molecular dynamics simulation in the
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conducted on the S, surface of 1,2-dioxetane after the TSy, ignoring
internal conversions and interstate crossings. The molecule is
considered to be dissociated at a C—C’ bond distance larger than
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excited singlet or triplet states after that time, it will decompose
in the ground state without emission of light. According to the
experimental data, the latter process, that is, the thermal
dissociation, is the most probable process occurring in 1,2-
dioxetane.” In order to produce fluorescence and phosphor-
escence, the system must reach the excited singlet and triplet
states, respectively, along the biradical region. Crossings and
recrossings among the four singlet and four triplet degenerate
states, which are not considered in the current dynamics
simulations, are expected to increase the lifetime of the entropic
trap, thus explaining the luminescence properties. Further
AIMD simulations considering nonadiabatic crossings between
singlet states (CIX) and between singlet and triplet states (1SC)
shall be performed in future works in order to provide
quantitative quantum yields for the thermal dissociation,
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fluorescence, and phosphorescence processes, to be directly
compared with the experimental data.

We would like to point out that the dynamics presented here
are in line with a non-RRKM behavior as demonstrated by Sun
et al."> However, their study did not demonstrate an effect due
to the entropic trapping and the formation of a biradical
intermediate, rather the C—C' bond rupture occurred at about
20 fs after the initial O—0O' bond rupture. This would
correspond to the behavior of the few trajectories in this
study which dissociate before 100 fs (see Figure 6). This
difference between the results of the dynamics is possibly
associated with (a) the underlying level of theory to describe
the PES and (b) the starting structures of the respective
molecular dynamics simulations. First, while we use MS-
CASPT?2 theory, Sun et al."> use unrestricted density functional
theory; the latter puts the second TS at about 10 kcal/mol
below the first TS, the former does not predict a clear TS at the
C—C’ bond rupture but predicts a shoulder at around 2-3
keal/mol below the first TS.'" Effectively, the larger energy
difference between the two TSs in the study by Sun et al. would
amount to that no biradical intermediates are formed. Second,
the simulations by Sun et al.' starts at a TS associated with the
formation of dioxetane from molecular oxygen and ethene. This
TS is about 45 kecal/mol above the energy of the dioxetane in
its equilibrium structure. Hence, the molecule will, on the path
toward the fragmentation to formaldehyde, reach the 0—-O'
bond rupture TS with an excess energy of about 20 keal/mol.
In this respect, a strong non-RRKM behavior is expected and
the super hot species will not form a biradical intermediate.

4. CONCLUSIONS

The chemiluminescence reaction of 1,2-dioxetane is revisited in
the present contribution. High-level CASSCF/CASPT?2 calcu-
lations and AIMD simulations at T equal 300 K have been
carried out in order to further understand the thermal
dissociation and chemiluminescence processes of the molecule
and to interpret some experimental observations which were
still not accounted for, in particular, the high ratio of triplet to
singlet dissociation products.

The findings confirm a stepwise mechanism for the
chemiluminescence reaction, which can be described as follaws.
First, the O—0' bond is broken and the molecule enters in an
extended region of biradical character, in which four singlet and
four triplet states are degenerated. Here, a biradical
intermediate if formed which, in absence of internal conversion
to the S, state and interstate crossing to the T state, thermally
dissociated wth a halflife time of 613 fs. The nonadiabatic
process is possible in singlet as well as triplet states. A high
probability for the spin-forbidden triplet population is predicted
in this region, according to the SOC calculations. In order to
produce chemiluminescence, a second energy barrier must be
surmounted in the manifolds of the lowest-lying singlet or
triplet excited states related to the C—C’ bond dissociation.
This activation energy is lower in the triplet manifold,
presenting a TS basically degenerated with the first TS on
the ground state related to the O—Q' bond breaking, while the
TS on the singlet excited state surface is about 6—7 keal/mol
higher in energy. Hence, in contrast to the fluorescence
emission of light, the phosphorescence requires the same
energy as the activation energy for the thermal dissociation
(around 23—24 kcal/mol). These results are in agreement with
the experiments and allow to rationalize the observed larger

quantum yield of phosphorescence as compared to fluo-
rescence.
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5.2.2 QM/MM Simulations of IrisFP
In this Thesis we focus on the IrisFP which presents both a reversible

photoswitching between fluorescent and nonfluorescent states, and irreversible
photoconversion (Adam, et al. 2008). In Figure 5.1, it is presented a scheme showing the
possible states of the IrisFP chromophore and its comparison with the well-studied
Dronpa fluorescent protein (Andresen, et al. 2007). In this Ph.D. Thesis we primarily

focused on the anionic green chromophore, which maximum peak of absorption is

centered at 488nm.
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Figure 5.1. (Top) B-barrel overall structure of fluorescent proteins, with chromophore location and main
dimensions (related to nano-technological applications) highlighted. (Bottom) Two examples of
photoactivatable FPs: photoswitchable Dronpa, interconverting trans-dim and cis-green state, by irradiating
with violet and blue light; photoswitchable and photoconvertible IrisFP, interconverting trans-dim and cis-

green/red states, by multiple irradiation channels.

Previous reported calculations (Martin, et al. 2004), have shown that the PES of
the green fluorescent protein chromophore in vacuum (green shaded structure in Figure
6), presents an ultra-fast deactivation due to the lack of some minimum on S; (i.e.
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fluorescence emission is negligible), being then presumed that the protein pocket
stabilized the charged chromophore, in such a way that the chromophore is driven

towards a minimum, where the fluorescent emission can occur.

Firstly, in collaboration with the group of Professor Marcus Elstner at the Karlsruhe
Institute of Technology (Germany) and the nano-bio spectroscopy group of the University
of the Basque Country (Spain), the DFTB/MM dynamics methodology (Han, et al. 2000)
was applied to the IrisFP system surrounded by water solvent, in order to corroborate the
protonation state of the cromophore pocket. Also, the DFTB/MM methodology was used
to optimize the minimal energy structure on the ground electronic state (Sp), which is

used as the initial structure for the excited state (S;) optimization.

In order to correctly describe the excited state, the QM/MM methodology using the
Molcas/Tinker interface (Aquilante, et al. 2010), was applied to the whole protein, (using
the CASSCF/6-31G* theory level for the QM region ) to calculate the S; topology and
dynamics. Also, in the case of the molecular dynamic simulation it was applied the Nosé-

Hoover chain of thermostat method, as explained in section 2.1.4.

T N1C2-C3C4
(1) C2C3-C4C5

Figura 5.2. Schematic representation of the t and ¢ dihedral angles in the IrisFP chromophore.
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Also, as first approximation it was considered that oscillator strength is constant
for all the values of the electronic energy gap recorded during the dynamic simulations
(i.e. it does not change within the phase space sampled at a given temperature), assuming
then that oscillator strength is equal to that of the optimized S; geometry. Also, it is
considered that both PESs at CASSCF and CASPT2 theory level are parallel. Therefore
both energies and oscillator strength were corrected using the optimized S; geometry at
theory level CASSCF/CASPT2. Besides, the initial positions used in the dynamical
simulations, are the optimized geometries in the protein environment. On the other hand,
the initial velocities were chosen accordingly to the Maxwell-Boltzmann distribution at
300K.

Using the aforementioned methodology, it was obtained the minimum energy
geometry on S;, which (S;—Sp) energetic gap and oscillator strength after CASPT2
correction are 490.5 nm and 0.95, respectively. As has been mentioned before, such
minimum does not exist for the chromophore in vacuum. On the other hand, the
experimental results reported in the literature from In crystallo spectroscopy, reveal a
fluorescence peak which maximum is centered at 516 nm for the anionic chromophore at
100K (Adam, et al. 2008). Given that the minimum energy geometries for both ground Sy
and first excited state S; are almost identical as can be seen in Figures 5.3 and 5.4, the
vertical absorption (Sp—S;) is almost equal to emission (S1—Sp) and therefore our model

underpredict significantly the wavelength emitted and the fluorescence spectrum.

Subsequently, it was firstly explored the region around the S; minimum energy
geometry and the S;/Sy intersection spaces. For doing so, it was chosen two particular
molecular coordinates, which are deeply discussed in the literature: the T and ¢ dihedral
angles. In Figure 5.2 it is presented a schematic representation of both angles, which

numerical values are approximately zero in the S; minimum energy geometry.
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Figure 5.3. (Top) charge variation profile as function of the torsional angle t. (Bottom) CASPT2/CASSCF

energy profile as function of the torsion angle t.

On the other hand, in Figure 5.3 can be seen that at the equilibrium geometry the
charge is delocalized between the five and sixth membered rings, but at negative values
of 1, the charge is mainly localized at the sixth member ring. While at positive values of t,

the charge is localized at the five membered ring. On the other hand, in Figure 5.4 it is
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shown that the charge is mainly localized on the five membered ring, for almost all values

of the ¢ angle.
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Figure 5.4. .(Top) charge variation profile as function of the torsional angle ¢. (Bottom) CASPT2/CASSCF

energy profile as function of the torsion angle ¢.
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Finally, in order to evaluate the dynamical effect of the environment in the
spectroscopical properties of the chromophore, it was simulated the fluorescence
spectrum for the chromophore in the protein environment (QM/MM). To simulate the
spectrum it was carried out a set of molecular dynamics in the first excited state (S;),
where it was recorded the energy in both ground and excited state in each integration step.
With these data it was created a histogram for all the QM/MM simulations, each
histogram containing the probability of finding the system in a configuration with a given
energy gap (i.e. S;-Sp). The simulated spectrum is finally obtained by multiplying such

probabilities for the corresponding oscillator strength.

A total of 70 trajectories were run for up tol00 fs, to obtain the simulated
spectrum at 300K through the histogram method, as presented in Figure5.5. The resulting
simulated spectra is considerable blue-shifted compared to the experimental spectrum,
which emission maximum peaks at 516 nm, indicating that the chosen MM model to not

reproduce realistically the protein environment.
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Figure 5.5. Simulated spectrum calculated as a histogram using the S;—S, energy gaps calculated using
QM/MM molecular dynamics and corrected at CASSCF/CASPT2 theory level.
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Taking into account the given results, it is firstly required an improvement of our
QM/MM model that account for the observed experimental fluorescence spectrum. And
after we establish a reliable QM/MM model, our next goal will be to carry out systematic
modifications in the protein neighbourhood surrounding the chromophore, in order to
identify the chemical interactions together with the geometrical modifications that

modules efficiently the absorption and emission spectra.
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Chapter 6: Photochemical response to external
forces

Probability l g

Length Energy

... There was little work left of a routine, mechanical nature. Men's
minds were too valuable to waste on tasks that a few thousand
transistors, some photoelectric cells, and a cubic metre of printed
circuits could perform. There were factories that ran for weeks
without being visited by a single human being. Men were needed
for trouble-shooting, for making decisions, for planning new
enterprises. The robots did the rest.

The existence of so much leisure would have created tremendous
problems a century before. Education had overcome most of
these, for a well-stocked mind is safe from boredom. The general
standard of culture was at a level which would once have seemed
fantastic. There was no evidence that the intelligence of the
human race had improved, but for the first time everyone was
given the fullest opportunity of using what brains they had.

Childhood’s End. Arthur Clarke
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6.1 Introduction

The modulation of spectroscopical properties can be accomplished based on
different approaches, which seek to induce a bathochromic or hypsochromic shift in the
spectra. Some of those experimental methods are: chemical modification of the
chromophore, application of an external force in the chromophore, change of solvent,
adjustment in the pH conditions or mutation in the gen which expressed a protein in the
proper case, changing the chemical surrounding. Nevertheless, since those modifications,
in general does not follow a well-defined methodology, but rather are random
modifications of countless possibilities it will be desirable to establish a procedure in
order to accurately determine which kind of modifications produces the desired effect.

In this Ph.D. thesis we have focused on developed a set of methodologies which
provides guidelines on the prediction and if possible, the modulation of wavelength
absorbed for a general chromophore under the effect of an external force. Firstly, in
section 6.2.1 we have tackled the problem of the influence of a substituent on the
excitation energy of a chromophore and subsequently in section 6.2.2 we have engaged in

a dynamical study of the application of a mechanical external force to a chromophore.

6.1.1 Mechanochemistry

Even though the application of external mechanical forces has been linked to
chemistry since its beginning as science (e.g. maceration and grinding of raw materials),
it has been only in the last years that it has received attention as a possibility to induce
chemical reactions or change physical chemistry properties. Since the introduction of the
surface force apparatus in the early 1970’s, a new and proliferous experimental field in
the researching of the interaction of external forces with molecular systems has bloom.
The capacity to measure not only the macroscopic properties of some bulk material under
stress, but the ability to follow the breaking of a covalent bond into single molecules, has
endowed us with chemical information that was not possible to obtain before, clearing the
way to design new simulations. For an extended discussion of the state of the art in

Mechanochemistry see: (Balaz, et al. 2013, Beyer and Clausen-Schaumann 2005).

Experimental Methodologies as single-molecule force spectroscopy (SMFS) and
scanning tunneling microscopy (STM) alongside with theoretical methodologies have
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allowed us to follow different phenomena in a very atomistic detail as: polymeric
properties (Caruso, et al. 2009, Holland, et al. 2003, Wiggins, et al. 2012) ,
optomechanics (Bléger, et al. 2011), peptides conformation (Blanco-Lomas, et al. 2012),
bond stability (Helgaker, et al. 2000), switchable conductivity (Wang, et al. 2009) among

others.

In this thesis the simulation of applied mechanical forces in molecules is used on
the modulation of the energetic gap between the fundamental and the optical brilliant
states of some relevant molecules. Of special interest in this thesis is the work generated
by molecular motors under the influence of mechanical forces (Hugel, et al. 2002,
McCullagh, et al. 2011). Specially we focus on the control of the spectroscopical
properties once the molecular switch is subject to external forces transmitted through the
linker (e.g. covalently bound to a protein or peptide (Blanco-Lomas, et al. 2012,
Schierling, et al. 2010), or introduced in the main chain of a polymer systems (Ercole, et
al. 2010, Sapich, et al. 2005). More generally, in this thesis we present a new and efficient

method to simulate single molecule force spectroscopy of whatever chromophore.

6.2 Results

6.2.1 Structural Substituent Effect

The relation between structure and reactivity which has been in vogue for many
years in chemistry since the initial Linear Free Energy Relationship (LFER) of Hammett
(Hammett 1937) to the series of improvements and modification to interpret the
mechanism of organic reaction in the ground state (Swain and Lupton 1968, Taft 1952) ,
has been extensively studied and successfully applied to the study of mechanism and
catalysis. On the other hand, the substituent effect on the excited states was attempted to
rationalize by the Woodward’s rules which relates empirically the wavelength of the
absorption maximum in UV spectra and the extent of carbon-carbon double bond
substitution in conjugated systems (Woodward 1941), but still there is not a clear
methodology to predict the excitation energy of substituted chromophores. Therefore, in
this Ph.D. thesis it is presented a methodology which predicts the excitation energy of a
substituted chromophore based on the structural modifications induces by the substituent
on the reference chromophore.
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In the case of an organic chomophores, if the substituent does not play an important
role in the nature of the excitation state, meaning that the substituent does not have a lone
pair of electrons or 7 orbitals which can resonate with the chromophore, it is possible to
analyse the effect substituent on the alteration of the energy absorbed by the
chromophore, regarding the substituent as an external force which disrupts the

equilibrium of an unsubstituted molecule.

In the work presented in this section, it is shown how the excitation energy can be
expressed as function of the some intrinsic parameters of the unsubstituted chromophore,
assuming that a quadratic interpolation spanned around the equilibrium geometry of the
unsubstituted chromophore can accurately described the structural modifications induces
by the substituent. It is then shown that the excitation energy is given by the following

expression,

ER, = Eeq (05) ~ Eqs (02) +(A97)' 0 +%(AqR)T (Hes — Hes ) AQR (4.2.19)

Where R stands for properties of the substituted chromophore, ¢ is the equilibrium

structure of the unsubstituted chromophore, AqR is the structural distortion caused by the
substituent, J.q is the gradient of the unsubstituted chromophore in the excited state,

He and Hare the Hessian matrices for the unsubstituted chromophore for the gradient

and excited state, respectively.

According to equation (4.2.19) the change in the excitation energy resulting from
the modification of the equilibrium geometry caused by the disruption of the substituent,
can be divided in two factors: the distortion along the gradient and perpendicular to it.
Subsequently is developed a method to identify the most relevant internal coordinates,

being associated directly to the gradient or perpendicular to it.

Afterwards, the method is tested on the family of S-nitrosothiols RSNO which has
been shown to store, transport and release nitric oxide (NO) within the mammalian body
(Stamler, et al. 1997). Considering the previous results of the mechanism of the
photocleavage of the family of S-nitrosothiols, calculated at the CASPT2 level of theory
(Marazzi, et al. 2012), it was obtained accurate geometrical structures which together
with the methyl nitrosothiol as reference structure , were used to tested the foregoing
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methodology. Obtaining both excitation energies and the set of internal coordinates most
relevant in the modulation of the absorption wavelength. Finally, it is shown the
comparison of the results given by the presented method with respect to ab initio
calculations, showing the accuracy of the method and the interpretation of the error.

Photochemical Response to External Forces 137



Photochemical and Photophysical Reaction Dynamics of Chemical and Biological Systems

l‘ I ‘ Journal of Chemical Theory and Computation

pubs.acs.org/JCTC

Structural Substituent Effect in the Excitation Energy of a
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ABSTRACT: A methodology for the prediction of excitation energies for substituted chromophores on the basis of ground state
structures has been developed. The formalism introduces the concept of “structural substituent excitation energy effect” for the
rational prediction and quantification of the substituent effect in the excitation energy of a chromophore to an excited electronic
state. This effect quantifies exclusively the excitation energy variation due to the structural changes of the chromophore induced
by the substituent. Therefore, excitation bathochromic and hypsochromic shifts of substituted chromophores can be predicted on
the basis of known ground and excited potential energy surfaces of a reference unsubstituted chromophore, together with the
ground state minimum energy structure of the substituted chromophore. This formalism can be applied if the chemical
substitution does not affect the nature of the electronic excitation, where the substituent effect can be understood as a force
acting on the chromophore and provoking a structural change on it. The developed formalism provides a useful tool for
quantitative and qualitative determination of the excitation energy of substituted chromophores and also for the analysis and
determination of the structural changes affecting this energy. The proposed methodology has been applied to the prediction of
the excitation energy to the first bright state of several S-nitrosothiols using the potential energy surfaces of methyl-S-nitrosothiol

as a reference unsubstituted chromophore.

I. INTRODUCTION

The substituent effect has become one of the major research
topics in physical organic chemistry during the past decades.
This fact is due to the need of setting a systematic description
of the influence of chemical substitution on physical and
chemical molecular properties. In this sense, great strides have
been made to explain the effect of different substituents in the
description of synthetic, mechanistic, and catalytic properties;
in the prediction of chemical reactions and equilibria; and even
in the control of a%onist/antagonist properties in hormone
receptor modulators.”?

In order to make this possible, different relationships
between substituent groups and chemical properties have
been developed to date. Among them, those providing a
quantitative description of these relations are useful tools for
predicting and interpreting chemical properties. As a
consequence, much emphasis was given to quantitative
structure—activity relationships (QSAR) and linear free energy
relationships (LFER).

The first empirical quantitative relationship was observed by
Hammett (eq 1) in 1937,% where a relation between substituted
(k) and unsubstituted (k,) aryl reaction rate constants is
proposed to be proportional to the product of a term (p)
depending on the specific reaction and a term (o) depending
on the specific substituent.

log — = po

kq (1)

He introduced the idea that for any two reactions with two
aromatic reactants only differing in the type of substituent
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(meta or para positions), the change in Gibbs activation energy
is proportional to the change in Gibbs energy. This LFER
allowed elucidation of the reaction mechanism concerning the
ionization of substituted benzoic acids. Subsequent modifica-
tions of the Hammett equation were proposed. The Swain—
Lupton equation® emerged from the idea of Swain and Lupton
that two variables are enough (taking into account resonance
effects and field effects) to describe the effects of any
substituent, therefore redefining the Hammett’'s substituent
parameter, ¢. Other modifications to the Hammett equation are
the Taft equation,” ” which describes the steric effects of a
substituent apart from field, inductive, and resonance effects,
and the Yukawa—Tsuno equation,® which introduces a new
term to the original Hammett relationship that reflects the
extent of resonance stabilization for a reactive structure that
enhances the transition state’s charge. These LFERs were found
to be useful tools in interpreting and predicting organic
reactions and their mechanisms in the ground state.
Moreover, the substituent effect has important consequences
in processes involving excited states, such as the variation of the
maximum absorption wavelength of a given chromophore. The
prediction of this spectroscopical property, and its eventual
modulation, is of special interest in the development of
photochromic compounds used as photoresponsive materials,’
materials with nonlinear optical properties,lU organic light-
emitting diodes,"""? etc. In some cases, the Hammett equation
has successfully correlated the rates of some reactions in the
excited state for a series of molecules differently substituted
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with the Hammett constants of the same substituents derived
for reactions proceeding in the ground state. Instead, in other
cases, it has been observed that the influence of the substituent
on the photochemical reaction is different from that found in
the §round state,"> and subsequently ot O_CX’IS,IG o178
6" and 622° parameters were introduced as an attempt to
describe photochemical substituent effects. As an additional
attempt, the Hammett equation has been reformulated in order
to correlate the substituent effect with the absorption
frequency,” in any case leaving the application of the Hammett
equation to the description of excited state properties as a non-
prominent trial and error methodology.

Nevertheless, different empirical rules were developed in
order to rationalize substituent effects in chromophores: the
Woodward rules are among the most outstanding empirical
rules in the study of chemical reactivity in organic chemistry.
Woodward demonstrated that the wavelength of the absorption
maximum in the UV spectra is strictly correlated with the
extent of the carbon—carbon double bond substitution in
conjugated systems, including carbonyl compounds, mono/
disubstituted benzene derivates, and benzoyl derivatives.””
These rules have been extensively apzplied, broadly studied, and
expanded by Fieser et al.” and Scott”* by adding a considerable
amount of experimental data. Another empirical rule to
calculate the absorption band maxima and extinction
coefficients of conjugated molecules, especially polyenes, is
the Fieser—Kuhn rule,®® which complements Woodward—
Fieser rules that are applicable only to molecules with one to
four conjugated double bonds.

Here, we present a general methodology for the prediction of
absorption energies in substituted chromophores, focusing on
the structural modifications that the substituent causes, with
respect to the unsubstituted chromophore. After defining the
substituent structural effect with respect to the vertical
excitation energy, the methodology is formally developed,
realizing how the substituent effect can be used to properly
tune the absorption spectra of a molecule and determining
which internal coordinates control the excitation energy
modulation.

The developed methodology is applied to S-nitrosothiols
(RSNOs), a family of compounds of biological and medical
relevance for their capability to release nitric oxide (NO) when
irradiated in the visible and UV regionsjmf29 therefore making
the study of the S—N photocleavage attractive for possible use
in photo‘fherapy.30’31 We recently studied the absorption energy
required to initiate photocleavage in a wide variety of RSNOs,
showing the possibility of NO release modulation as a function
of the substituent.””

Il. DEVELOPED METHODOLOGY

Substituent Structural Effect and Excitation Energy.
Chemical substitution of a given chromophore can alter
different physical and chemical properties of the chromophore.
Among these properties, the molecular structure is usually
affected by substituent groups. These structural changes can
affect, in general, all the internal coordinates of the
chromophore and can induce modifications on the relative
stability of some electronic excited states regarding the ground
state. Moreover, if the substituent does not participate in the
excitation (i.e., the promoted electrons do not involve orbitals
with significant contribution of the substituent), it is expected
that the nature of the considered excited electronic state will
not change. This situation is quite common, for example when
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the excited state of a chromophore has a given nature (e.g,
m,*), and the substituent does not present electrons
participating in the excitation, (e.g,, no conjugated x electrons).
This concept is also present in the widely used multiconfigura-
tional method CASSCF (Complete-Active-Space Self-Consis-
tent-Field),*® where the selected active space must include
those occupied molecular orbitals participating in the electronic
excitations, and therefore defining the nature of the excited
state to be studied.

In this work, we focus on this situation, where the substituent
has no significant effect on the nature of the studied excited
state and also does not participate in the excitation itself.
Within this premise, which defines the applicability limits of the
developed methodology, it is possible to analyze the effect of
the structural changes due to chemical substitution, and their
effect on the excitation energy.

It is possible to formally divide the molecular entity
(chromophore-substituent) into two fragments, being the
electronic energy of the system in the ground state (Egg)
equal to

EGS = Eél;rom + E(s.'usba + Ecc;l;rum/subs

(2)

is the electronic energy of the chromophore, E?-:;’s

chrom/subs -
Egs is

where EZom
is the corresponding energy of the substituent, and
the energy of interaction between both parts of the molecule
with all terms referred to the ground state.

Likewise, the energy of the excited state is given by

EES - Eégrom + Eéu.;bs + Eél;romf'subs (3)
Note that the excitation is “localized” in the chromophore (as
we assume that the substituent is not participating), and
therefore the substituent term is the one corresponding to the
ground-state since the energy stabilization/destabilization
caused by the substituent is essentially identical for both
ground and excited states (ie.,, we assume that Egbs = pabs),
Furthermore, as discussed above, considering only substituents
not affecting the excitation significantly, the chromophore-
substituent energy term has to be essentially equal for both
states (Eghyom/subs — pehrom/subsy o larger the extent of validity
of this equality, the higher the accuracy of the obtained results
from the present formalism.

The excitation energy (E..) can be easily obtained by
subtracting eq 2 from eq 3:

Eee = Egs — Egs = EE2run] - E(C;}';mm )

This expression indicates that if the substituent does not
contribute differentially to the relative stabilization/destabiliza-
tion of the ground and excited states, the excitation energy will
be governed by the intrinsic properties of the chromophore
moiety. Nevertheless, it has to be noted that even if the
excitation energy is correctly described by the intrinsic
properties of the chromophore, the absolute energy of each
state is not. Thus, the ground state of the molecule is affected
by the presence of the substituent; specifically it will have an
effect on the ground state structure of the molecule. Taking
into account the Born—Oppenheimer approximation, every
energy term in eq 2 and eq 3 will depend on the molecular
coordinates of the chromophore (q.), substituent (g,), or both
(q:9,)- Therefore, if we take the first derivatives of the energy
for the ground electronic state (eq 2), we obtain

dx.doi.org/10.1021/ct300597u | J. Chem. Theory Comput. 2012, 8, 3293-3302
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Figure 1. Left: Schematic potential energy surfaces for the ground state (GS) and excited state (ES) of an unsubstituted chromophore as a function
of two of its coordinates (g, q,). The substituent provokes a change of the molecular structure from g to q*, which can be explained in terms of the

effect of an external force (Fehom/subs

provokes a shift of the excitation energy from E, (q") to E

exc

) acting on the chromophore due to the presence of the substituent. This structural change in the chromophore
R, Right: Color-mapped excitation energy for the chromophore as a function of the
q g pp gy P

same two coordinates (q, ¢,). The excitation energy changes due to the substituent effect on the structure of the chromophore, from the
unsubstituted chromophore geometry (qf%) to the “R” substituted structure (qn) corresponding to a change of the ground state equilibrium structure

from min §, to min Sy(R).

VEq(q, q) = VEG™(q) + VEG(q)

+ VEG™ (g q) )

The equilibrium geometry of the ground state must fulfill
VEqs(qsq,) = 0. Since we are only interested in the
chromophore structure (as the excitation energy only depends
on the chromophore), it is straightforward to obtain eq 6 for
the equilibrium structure of the molecule.

chrom chrom/subs __
VEG""(q.) — Fox =0 (6)
where the term Ferom/subs j¢ interpreted as an external force

provoked by the effect of the substituent (VES™ (g q.)
term). This external force induced by the substituent is
characteristic of the specific chromophore/substituent couple
and provokes the displacement of the equilibrium structure of
the substituted chromophore regarding the unsubstituted
chromophore. The new ground state equilibrium structure of
the chromophore is determined by the FE"°™™" force, which
exerts a displacement of the energy minimum to a new
configuration where VEé‘g“f“(qc) equals Jchrom/subs (Figure 1),
consequently altering the potential energy surface shape by
displacing the minimum. The solution to eq 6 provides the
chromophore structure with the attached substituent (R).
Finally, by knowing the structure of the substituted
chromophore, it is straightforward to predict the excitation
shift by using eq 4, which will depend only on the new
coordinates of the chromophore under the substituent effect.
This procedure is explained in Figure 1.

Substituent Absorption Tuning from Chromophore
Potential Energy Surfaces (PESs). As discussed above, if the
effect of the substituent in the chromophore is limited to
provoke some structural changes but does not affect the nature
of the electronic excitation, the electronic transition energy
depends only on the new equilibrium structure of the
substituted chromophore. Under this assumption, it is possible
to predict, avoiding direct ab initio calculation, the excitation
energy of the substituted chromophore just by correct
knowledge of the following information: (i) the ground state
structure of the substituted chromophore and (ii) to some
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extent the PESs (ground and excited) of the unsubstituted
chromophore. Usually, the former can be easily obtained with
ab initio calculations in the ground state; nevertheless, different
approaches can be employed in order to have the ground and
excited PESs of the unsubstituted chromophore. In the current
work, we have used a quadratic approximation of the PESs
involved in the excitation to describe the topology of the
surfaces.

By using this approximation, the energy of the ground and
excited states of the unsubstituted chromophore species can be
expanded taking the ground state equilibrium geometry (g¢¥) as
the origin according to eq 7 and eq 8.

i 1
Egs(Aq) = EGS(qu) + EA‘ITHGSA'] (7)

Egg(Aq) = EES(qecq) + A‘]TSES + %A‘]THESA'I (8)
where Aq = q — q¢ is the displacement coordinate vector
regarding the ground state equilibrium geometry (q¢¥) for the
unsubstituted chromophore, Hgg and Hgg are the Hessian
matrices for both states calculated for this geometry, and ggg is
the energy gradient vector in the excited state, also evaluated
for the same geometry.

Therefore, according to eqs 7 and 8, the excitation energy for
any configuration of the chromophore E,.(Aq) is given by eq
9.

E..(Aq) = Egg(Aq) — Egs(Aq)
= EES(quq) - Ecs(‘]:;q) + AngES

1
+ EAqT(HES — Hg)Aq ©)

Finally, knowing all the parameters in eq 9 (Egs(qff),
Ecs(qtY), gess Hgs, and Hgg), the ground state equilibrium
structure for the “—R” substituted chromophore (q"), and
therefore the structural displacement Aq* = q* — qf¥, it is
possible to predict the excitation energy of the “~R” substituted
chromophore (E.) according to eq 10.

dx.doi.org/10.1021/ct300597u | L. Chem. Theory Comput. 2012, 8, 3293-3302
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Eexc -

Eps(qt) — Egs(ql) + (Aq™) g

1
+ E(A‘]R)T(HES - HGS)AqR (10)

Therefore, by using high-level ab initio derived PESs and
computing ground state structures of substituted chromophores
with an affordable method, it is possible to predict (applying eq
10) the excitation energy of a series of substituted
chromophore derivatives.

Determination of the Coordinates Controlling the
Excitation Energy. According to the discussed methodology,
it is possible to have a computationally saving estimation of the
excitation energy of a given substituted chromophore on the
basis of quadratic ground and excited state PESs of the
unsubstituted chromophore—calculation made only once for a
given chromophore—and the ground state equilibrium
geometry of a substituted chromophore—one calculation in
the ground state for each substituent. Moreover, we can take
advantage of this situation to analyze the role of each molecular
coordinate by predicting their efficiency in modulating the
energy gap. According to eq 10, the first order variation of the
excitation energy gap is given by the excited state gradient
vector (gg), which will be predominant for small displacements
of the substituted chromophore structure. Nevertheless, the
second order term in the excitation energy variation (last term
in eq 10) can be also relevant, especially when the substituent
induces distortions in the ground state that are orthogonal to
the energy gradient vector, or when the gradient vector itself
(ge) tends to vanish.

In order to analyze this effect, it is useful to separate the
coordinates into two subsets, one corresponding to the energy
gradient vector and the rest of coordinates orthogonal to it.
The energy gradient vector coordinate provides the first-order
correction to the energy difference along gy, while those
orthogonal to gpg provide the second-order energy gap
variation through a projected Hessian difference matrix (H =
Hgs — Hgg) which can be obtained by using a projection
operator as shown in eq 11.
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H' = PHP (11)
where P is the projector operator defined by
P=T1-glg)' (12)

where I is the identity matrix with N — 1 elements, N being the
number of molecular coordinates, and gﬁ’s is the normalized
excited state gradient vector . The eigenvalues of the projected
Hessian difference (HP) provide the set of force constants
difference between ground and excited states (kgs — kgs). Close
to zero eigenvalues denote that distortions along the
corresponding eigenvectors do not provide significant change
of the excitation energy (Figure 2, case a). However, negative
eigenvalues are related to reduction of the excitation energy
(Figure 2, cases bl and b2) while positive eigenvalues are
related to an increase of the energy gap (Figure 2, case c) when
structural changes take place along the corresponding
eigenvectors. With this information, it is possible to rationalize
the influence of the different internal coordinates of a
chromophore in tuning the excitation energy.
Electronic-Structure Methods. The implementation of
the methodology discussed above has been tested for the
prediction of the excitation energy of a wide family of §-
nitrosothiol derivatives. All S-nitrosothiol structures, except S-
nitrosoglutathione, have been taken from ref 32, all of them
being optimized on the ground state at the B3P86 level
(Becke’s three-parameter hybrid exchange along with Perdew’s
nonlocal correlation functionals) and calculating the excitation
energy by time dependent treatment of the same functional
(TD-DFT), as implemented in the Gaussian09 suite of
programs.™ In all cases, a 6-311+G(2df) basis set was applied.
This method has been proven to predict excitation energies in
good agreement with high-level multiconfigurational methods
as Complete Active Space Perturbation Theory to Second
Order (CASPT2).***® The analytical PESs for the ground and
excited states of syn- and anti-methyl-S-nitrosothiol have been
constructed from energy gradients and Hessians determined at
the ground state minima. Numerical Hessians have been

dx.doi.org/10.1021/ct300597u | L. Chem. Theory Comput. 2012, 8, 32933302
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computed in the case of excited state, while analytical Hessians
have been determined for the ground state.

lll. APPLICATION TO S-NITROSOTHIOL DERIVATIVES

S-nitrosothiols are a family of compounds where the
chromophore corresponds to the —SNO terminal fragment

(see Figure 3). The partial double bond character of the S—N

Figure 3. Anti (left) and syn (right) methyl-S-nitrosothiol ground state
equilibrium structures at the B3P86/ 6-311+G(2df) level of theory.
The main geometrical parameters are shown.

bond, caused by delocalization of the sulfur lone pairs in the
nitroso group, makes possible the existence of two different
RSNO ground state conformers: syn and anti.*” In spite of their
usual instability at room temperature, the main interest about
RSNOs concerns their ability to release nitric oxide (NOQ), a
molecule of fundamental importance in medicine and
l:liology‘?’sd“3 Especially, the generation of NO as a stable
radical by irradiating RSNOs at a specific wavelength (ie.,
photochemical rupture of the S—N bond) is of potential
interest in phototherapy.*

One of the simplest members of this family of molecules is
methyl-S-nitrosothiol (CH,SNO, see Figure 3), which was
studied theoretically but not experimentally, because of the
intrinsic instability shown by the compound.”* ™' We have
taken this compound as the representative model chromophore
for building up the reference PESs (ground and excited state).

As already described by the authors, after irradiation of
CH,SNO to the bright state (S, corresponding to a '(m,7*)
state), the minimum energy paths lead to a barrierless
photocleavage process resulting in the formation of CH;S*
and *NO radicals. This implies that an ultrafast process is
expected, making possible a modulation of the NO release only
by modulation of the vertical excitation energy required to
initiate photocleavage.32

In the following, the construction of the PESs for ground and
excited electronic states is described, and the coordinates
modulating the energy gap are identified. Finally, a series of S-
nitrosothiols are studied, determining the excitation energy
predicted on the basis of CH;SNO PESs and ultimately
compared with the excitation energy directly computed by the
above-described TD-DFT methodology.

The PESs of Methyl-S-nitrosothiol. CH,SNO has two
conformations in the ground state, syn and anti conformers (see
Figure 3), where the most relevant structural difference is
related to the CSNO dihedral angle (~0° and ~180° for syn
and anti isomers respectively). The absorption spectra for syn
and anti CH;SNO were previously reported by the authors at
the MS-CASPT2/ANO-L level of thecu’y.31 For both con-
formers, the two lowest-energy vertical excitations (S;—S, and
Sy—S,) correspond to optically dark '(n,z*) and bright '(7,7*)
transitions, respectively. More in detail, the absorption
spectrum of syn CH,SNO is characterized by a §,—8§,
transition at 530 nm and a S$y—§, transition at 330 nm, while
a red shift in anti CH,SNO sets the §y— 8, transition at 600 nm
and the §y—S, transition at 342 nm. For both conformers, the
So—S; transition is associated with a much higher oscillator
strength than for S;—§, (higher by a factor 33 and 28 for syn
and anti CH;SNO, respectively). The present study is focused
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Figure 4. Syn-methyl-S-nitrosothiol projected Hessian difference (HP) eigenvectors and eigenvalues in hartree-bohr™. The eigenvalue spectrum is
displayed with vertical bars, where the H? eigenvalue (x axis) indicates the different ability to modify the energy gap (positive for hypsochromic shift
and negative for bathochromic shift). The main coordinates associated with each eigenvector are shown with black arrows.
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Figure 5. Anti-methyl-S-nitrosothiol projected Hessian difference (HF) eigenvectors and eigenvalues in hartree-bohr . The eigenvalue spectrum is
displayed with vertical bars, where the HP eigenvalue (x axis) indicates the different ability to modify the energy gap (positive for hypsochromic shift
and negative for bathochromic shift). The main coordinates associated with each eigenvector are shown with black arrows.

on the prediction of the lowest-energy bright ' (z,7*) transition
of a series of differently substituted RSNOs.

In order to explore the role of the internal coordinates
controlling the §;—§, excitation energy, we have determined
the second order approximated PESs of both conformers: the
excitation energies, the energy gradient vectors, and the
projected Hessian difference, H? (see eq 11), as well as its
eigenvalues and eigenvectors. The later magnitudes provide the
directions orthogonal to the excited state gradient vector
modulating the Sy—S, energy gap, while the corresponding
eigenvalues quantify the extent of the energy gap variation.
Negative eigenvalues of the projected Hessian difference (note
that the Hessian difference matrix is defined as H = Hg — Hy,

where ES stands for S, and GS for S, in Figure 2) are related to
distortions where the force constant in S, is larger than that of
S, and consequently, displacements along the corresponding
eigenvectors reduce the §;—§, excitation energy. On the other
hand, positive eigenvalues are related to eigenvectors providing
an increase of the energy gap.

Using a minimal set of internal coordinates for the
chromophore, the syn-methyl-S-nitrosothiol H? matrix shows
eigenvalues raging from —0.229 to 0.044 hartree- [bohr(rad)] 2,
indicating that an energy gap increase and decrease can be
achieved not only by distortions along the excited state energy
gradient vector but also along different coordinates (see Figure
4). On one hand, the excited state energy gradient vector is
mainly associated with S—N stretching (corresponding to an
eigenvector of the projected Hessian difference with zero
eigenvalue). On the other hand, the eigenvectors of H¥ can be
associated, to a large extent, with single internal coordinates.
The highest eigenvalues (0.044, 0.0, and —0.01) are related to
stretching coordinates (N—0O, $—N, and C—S, respectively)
while the lowest eigenvalues (—0.068, —0.112, and —0.229)
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correspond to eigenvectors that are mostly related to CSN
bending, CSNO torsion, and SNO bending, respectively. With
these results, a clear picture of the energy gap variation can be
obtained: lowering the S§,—§, energy gap can be reached by
increasing the S—N distance (gradient contribution) and by
changing (decrease or increase) the N—O distance (second
order contribution). However, an increase of the energy gap is
possible by decreasing the S—N distance (gradient contribu-
tion) and mainly by varying bendings (CSN and SNO) and
torsion (CSNO) and, to a lesser extent, by changing the C—S
bond distance.

Similar behavior is observed for the anti isomer (see Figure
5). The energy gradient vector is also dominated by the S—N
stretching, and the ordering of the corresponding eigenvalues of
the projected Hessian difference is equivalent: bendings,
torsions, and stretchings in ascending order of the correspond-
ing eigenvalue. Therefore, in order to increase the excitation
energy, the coordinates that are able to modulate the energy are
the energy gradient vector, mainly described by S—N stretching
(by decreasing the S—N distance), while N—O distance
variation (increase or decrease) also permits the §—S, energy
gap increase. On the other hand, in order to reduce the energy
gap, different coordinates can contribute: the increase of the S—
N distance (gradient contribution) and the variation of SNO
and CSN bendings as well as CSNO torsion and C-—§
stretching. Of course, the eigenvalues of the diagonal H” matrix
provide just the excitation energy modulation efficiency of each
coordinate per unit displacement. Nevertheless, in order to
understand the specific effect of a given substituent, the
amplitude of the distortion induced by this substituent has to
be taken into account explicitly, obtaining the concrete energy
gap variation due to each coordinate.

dx.doi.org/10.1021/ct300597u | J. Chem. Theory Comput. 2012, 8, 3293-3302
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Figure 6. syn-S-nitrosothiol derivatives studied (same derivatives for anti conformers).

It is therefore concluded that the energy gradient has the
same nature for both conformers and is described mainly by
C—S stretching. The variation of this coordinate provides a
first-order variation of the energy gap, making possible to
decrease (or increase) this gap by shortening (enlarging) the
C-S distance. Analyzing the second order energy variation,
bendings are effective in decreasing the $,—S, excitation
energy, as well as torsion and, to a lesser extent, the C—S
distance. However, the N—O distance variation provokes an
increase of the energy gap for both isomers. Finally, the syn
conformer shows a higher capacity to decrease the energy gap
by structural distortions in comparison to the anti conformer
(as is evident from the higher negative eigenvalues of AHP for
the syn conformation) while the anti conformers show a slightly
higher capacity to increase the energy gap.

Excitation Energy Prediction for Substituted S-Nitro-
sothiols. In order to study the substituent effect on the S;—§,
energy gap for S-nitrosothiols, we have previously determined
the excitation energy for a wide variety of substituted RSNOs:
primary, secondary, and tertiary substituted (i.e., alkyl); vinyl;
and aryl RSNOs** In Figure 6, the ground state minima
(B3P86/6-311+G(2df) level of theory) of different S-nitro-
sothiols are shown. All kinds of substitution do not affect the
nature of the excitation, therefore making it possible to use the
developed formalism to study the excitation energy tuning on
the basis of structural distortions of the chromophore.
Moreover, it was previously shown that aryl substituents do
not expand the z-conjugation of the —SNO chromophore,
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since the aryl group and the —SNO moiety always form a
dihedral angle between them ranging from 350 to 90°.
Nevertheless, in order to minimize the aryl 7-conjugation and
being able to measure the structural effect of the substituent, we
have restrained to 90° the torsion of those derivatives which are
not completely orthogonal. Therefore, these minimum energy
conformations completely out of planarity keep the —SNO
fragment as the unique chromophore, ranging the absorption
maxima for the different substituted derivatives from 350 to 290
nm.?

The optimized structures on the ground state have been
compared with the reference chromophore (CH;SNO) and the
corresponding structural changes interpreted in terms of the
coordinates controlling the excitation energy variation. Finally,
on the basis of the ground state optimized structures for the
different derivatives, the excitation energies are predicted by
using the information of the CH;SNO PESs.

Before doing the analysis of the structural effect on the
excitation energy, the second order approximation made for
ground and excited states of the CH;SNO reference compound
has been tested. In this regard, the ground state equilibrium
structure coordinates of each derivative have been transferred
to CH;SNO PESs, resulting in a differently distorted CH;SNO
structure for each RSNO. The excitation energy of each
“distorted” CH3;SNO was calculated and compared to that
obtained from analytical PESs according to the procedure
developed in this work (see Figure 7). The correlation between

dx.doi.org/10.1021/ct300597u | J. Chem. Theory Comput. 2012, 8, 3293-3302
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both magnitudes is quantitative, showing the predictive quality

of the second order approximation of the PESs employed.

1009 AEgnaytica-pes = 1.01 AEtp.pF1gistorted Me-sno

98

96

94

92

90

(S,-8,) (kcal-mol™)

88+

86

analytical PES

AE

84 < ———————————————1———
84 86 88 20 92 o4 96 9% 100

AE 5 0FTgistorted Me-sNO (So-S2) keal-molt

Figure 7. TD-DFT excitation energies of the different distorted Me-
SNO (1) structures (fitting the corresponding optimized RSNO
structures), versus the predicted excitation energies obtained from
analytical PESs (black dots, anti derivatives; red dots, syn derivatives).
The correlation shows quantitative agreement in the predictions made
on the basis of analytical PESs for Me-SNO (see Figure 6 for
numbering).

Finally, the excitation energies of the R-SNO derivatives have
been predicted by using the corresponding optimized structures
in the ground-state, applying the developed formalism, and
then compared with those directly determined with TD-DFT
calculations. The excitation energies obtained from analytical
PES render exclusively the structural effect of the substituent
(ie, the chromophore structural change induced by the
substituent) in the excitation energy. Therefore, the compar-
ison of this energy with that obtained from TD-DFT
calculations provides the quantification of the structural role
of the substituent in tuning the excitation energy. The
correlation between both energies is remarkable, indicating
the principal role of the structural substituent effect in tuning S-
nitrosothiol excitation energy. In fact, linear regression of these

data (see Figure 8) gives a suitable correlation between
predicted and TD-DFT computed excitation energies. Since
both correlation lines cross the CH;SNO reference, the slope of
the correlation can be easily interpreted as the contribution of
the structural substituent effect to the excitation energy
variation. In this way, for syn derivatives the linear regression
provides a slope equal to 0.82, indicating that, on average, 82%
of the excitation energy variation is due to the effect of the
substituent in the structure of the CSNO chromophore. In the
case of anti derivatives, this effect rises to 89%.

As previously described, the developed methodology is useful
not only to predict the role of the structural eflect of a
substituent on the excitation energy but also to identify and
quantify the role of each coordinate of the chromophore in
tuning the transition energy. In this regard, from methyl-S-
nitrosothiol PESs analysis, we have obtained the potential role
of each internal coordinate of the chromophore in tuning the
8§y—$, excitation energy (vide supra). It has to be noted that, at
second order, all the coordinates except one (N—O stretching)
provide a reduction of the energy gap. Therefore, it is not odd
to find that most of the derivatives reduce the energy gap.

We have analyzed the role of each internal coordinate of the
chromophore in controlling the excitation energy for all the
substituted S-nitrosothiols. The energy gradient component,
related mainly to the S—N stretching, is the most important
coordinate in tuning the energy gap of S-nitrosothiols (see
Figure 9), representing 86% to 99% of the total excitation
energy variation, second order contributions being less
important (see Figure 10).

The energy gap variation due to the energy gradient ranges
from ca. —6 to 3 kcal'mol™" in the case of anti-S-nitrosothiols,
and from ca. —8 to 4 kcalmol™ in the case of syn-S-
nitrosothiols. Moreover, only alkyl derivatives show an energy
gap increase, while for vinyl and aryl derivatives the excitation
energy is reduced as compared to that of methyl-S-nitrosothiol.
Interestingly, for anti-S-nitrosoglutathione, which should be
more similar to alkyl-derivatives, the energy gap is significantly
reduced, indicating an increase of the S—N distance.

Although second order terms in eq 10 are significantly lower
than first order contributions, it can be realized that the N—QO
bond length is the only coordinate able to increase the energy
gap (see Figure 10) in both syn- and anti-S-nitrosothiols, the
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Figure 8. Anti (left) and syn (right) S-nitrosothiol excitation (S,—$,) energies obtained from analytical PESs of CH,SNO versus the computed
excitation energies of each S-nitrosothiol derivative (see Figure 6 for numbering).
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Figure 10. Anti (left) and syn (right) S-nitrosothiol excitation energy variations due to the second order terms. The individual contribution of each
eigenvector of the projected energy Hessian difference (H") is shown (the eigenvectors are confidently assigned to distances “R” C—$, N—0, and
S—N; to bond angles “A” C—8—N and S—N—0; and to the dihedral angle “D” C—S—N-0).

effect of this coordinate being minimal for alkyl-S-nitrosothiols
and small but similar for the rest of substituents. On the other
hand, syn derivatives show a slightly lower capacity of energy
gap reduction in comparison to anti derivatives. This is the
general rule, except in the case of the fert-butyl substituent
(compound 4) where the steric hindrance should be
responsible for the large participation of the C—S—N bond
angle. Also, compound 6 (vinyl substituent, see Figure 6)
exhibits a large participation of the C—S—N-0O dihedral angle
in energy gap modulation of the syn conformer. This
contribution highlights the different effects of substituents in
the chromophore structure, where a vinyl moiety activates the
C—S-N-0O dihedral angle while aryl derivatives do not
provoke such a change in this coordinate. However, anti
derivatives show an opposite behavior regarding this coordinate
(aryl derivatives are C—S—N bond angle sensitive while vinyl
derivative is not). For anti isomers, N—Q, C—S, and S—N bond
lengths contribute in a similar way, taking into account that the
former coordinate increases the gap and the rest decrease it.
Again, alkyl-S-nitrosothiols are the most energy-gap-insensitive
derivatives. The most important coordinate for the decrease of
the energy gap is the C—S—N bond angle, showing more

pronounced response than syn derivates to this coordinate.
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IV. CONCLUSIONS

Here, we present a methodology to easily predict the excitation
energy shift (bathochromic or hypsonchromic) of substituted
chromophores. The formalism is valid for substituted
chromophores when the substituent fulfills the following
conditions: (i) It does not change the excitation character of
the electronic excited state under consideration. (i) It does not
participate directly in the excitation (no molecular orbitals with
a significant contribution of the substituent are involved in the
excitation process). This methodology only permits one to take
into account the structural effect of the substituent in the
chromophore excitation energy; therefore, no explicit through-
space interaction is considered.

We show that from second-order term PESs for both ground
and excited electronic states, it is possible to analyze the role of
each molecular coordinate in the excitation energy tuning of the
chromophore, being able to identify the ability of each
coordinate in the modulation of the gap. The analysis is
made on the basis of first- and second-order contributions.

This formalism has been applied to the prediction of
excitation energy in a large family of substituted S-nitrosothiols.
For these derivatives, 80% to 90% of the total excitation energy
shift is due to structural effects induced by the substituent in
the chromophore, the gradient vector being the main
coordinate controlling the excitation energy variation.

dx.doi.org/10.1021/ct300597u | L. Chem. Theory Comput. 2012, 8, 3293-3302



Journal of Chemical Theory and Computation

This methodology offers a simple and fast procedure to
obtain information regarding the substituent effect in the
excitation of a chromophore, permitting the determination of
the capability of the chromophore in the excitation energy
tuning as well as the identification of the coordinates
responsible for such a behavior, which eventually would permit
the rational design of substituted derivatives with desired batho-
or hypsochromic shifts. Moreover, once the ground and excited
PESs (e.g, up to second order) of a chromophore are
characterized, only ground-state calculations are needed in
order to predict the excitation energy of a substituted
derivative, being also possible to use different levels of theory
for the prediction of the ground-state structures. Therefore, this
methodology could be used for high-level ab initio excitation
energy prediction where the excited-state calculations are in
general computationally expensive, eventually permitting the
fast prediction of excitation energies for a large number of
substituted chromophores with simple ground state optimiza-
tions. Furthermore, the reference compound can be chosen as
the simplest possible chromophore, in order to save computa-
tional time in the construction of the analytical PESs.
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6.2.2 Towards an Optomechanical Control of Photoswitches by
Tuning the Spectroscopical Properties

As has been discussed in the foregoing section it is important to notice, that an
external force can be regarded as an agent which can induce structural changes in the
conformation of the molecule, being it a substituent or a direct applied mechanical force.
Once we have tackled the “structural substituent excitation energy effect” we focus on a

dynamical and static approach to the tuning of Spectroscopical properties.

Therefore in the contribution presented in this section, we have chosen a well study
system regarding application of external mechanical forces as it is the azobenzene, in
order to have an experimental framework for comparison. Then a careful study of the
ground state topology was carried out, aiming to identify the mechanical limits of

molecule and set the maximum external force which can be applied.

Subsequently using the methodology described on section 2.4, we carried out
molecular dynamics at constant temperature on both minima for the cis and trans
conformation of the azobenzene, using a quadratic interpolation around the both cis and
trans minima. The external forces is represented as pair of forces (same magnitude and
oppose direction) applied in the para position of both phenyl substituents. Using also a
quadratic interpolation it was possible to obtain an analytical PES representation for the
S; and S; excited states around the Franck-Condon point with respect to the ground states,
being possible to compute in each step of the molecular dynamics the energy gap, for the
lowest energy transitions So—S; and So—S,, which correspond to optically dark (n,m*)
and bright (n,n*) transitions, respectively. Allowing to simulate the absorption spectra for

different magnitudes of external forces, for both the cis and trans configurations.

The simulated spectrum is obtained as an histogram which consist of a collection of
evenly distributed deltas of excitation energy, where it is counted how many
conformations of the (cis or trans) azobenzene sampled during the molecular dynamic
simulation, have excitation energy inside one of those deltas, which after normalization
provides the probability to have a given excitation energy. But in order to calculate the
spectrum it is necessary to multiple those probabilities for the oscillator strength. With
regard to the oscillator strength for the given range of excitation energies, it was
calculated the oscillator strength using an electronic structure package, for a set of 100

random geometries taken from the trajectories of the molecular dynamics. If there is no
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correlation between the excitation energy and the oscillator strength, the oscillator
strength is given as the mean arithmetic value. Otherwise, an adjusted function is used to
described the correlation, being finally possible to obtain spectra for both cis and trans
conformation, for both excitations (So —S; or So —S,) using different magnitudes of

external forces.

It was found that compression forces for both cis and trans conformations barely
affects the absorption spectra, while stretching forces alter significantly the spectral shape
as well as the wavelength absorbed. The shifting in the absorption spectra was
rationalized in terms of the differences between the forces constants on the ground and
excited states, identifying the most import internal coordinates in the modulation of the
energy gap. Also it was proposed a set of force-pairs on different positions which can
promote the red or blue shifting depending on the desired functionality.

Finally, based on given results, it was proposed a linear polymeric photoswitch
device, which operates in two possible kinds of four steps cycles. The first operation
mode consist in the application of an external force at para position to the trans
conformation, follow by irradiation to allow the trans-cis isomerization then the external
force is disengage of the cis isomer and finally a photoinduced cis-trans isomerization
results in the original molecule. The other cycle involves the same steps, but swapping the
cis and trans isomers. It is proposed the amount of work generated by both cycles and
also it is analyse the feasible work as function of the polymerization degree.
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ABSTRACT: A new methodology to calculate efficiently the
absorption spectrum of a single molecule when subjected to
mechanical stress is presented. As example, the developed
methodology was applied to cis- and trans-azobenzene,
commonly used as photoswitch in a wide variety of
applications. The results show that both '(n,7*) and *(z,7*)
optical transitions can be efficiently modulated by applying an
external force. A structural analysis was performed to evaluate
the role of each internal coordinate in the excitation process,
taking into account the application of external forces at

hV trans — cis

hv trans « cis

different positions of azobenzene. Moreover, stress—strain curves were calculated in order to determine the maximum applicable
forces within the elastic region, highlighting notable differences between the mechanical properties of cis- and trans-azobenzene
conformers. The optomechanical work obtained by elongation and compression steps is calculated for a single azobenzene
molecule and compared to available experimental data. Finally, the implications derived from the application of azobenzene as
main chain component of a linear polymer acting as a photoinduced motor are discussed.

B INTRODUCTION

Optomechanics is 2 modern multidisciplinary field of science in
which fundamental aspects have been discovered in the past
decade, outlying important challenges and perspectives for the
future. Optomechanical materials are based on direct
conversion of light (applied as input) into macroscopic motion.
This behavior, in turn, depends on the molecular structure of
the material itself. Especially, soft organic materials were
successfully designed as optomechanical responsive systems
(e.g., oligomers and polymers) where the presence of one or
more chromophore units is essential to ensure light absorption,
which constitutes the first necessary event to promote the
subsequent conformational and/or chemical modification
underlying mechanical motion."”

Photoswitches are bistable (state A and B) chromophores of
special interest in the design and fabrication of optomechanical
devices, since the absorption of light at a certain wavelength by
state A is usually followed by a large structural change, which
makes it possible to reach state B. Then a second pulse of light
(or thermal relaxation step), commonly at a different
wavelength, reverses the process defining a pathway from
state B back to state A>* Specifically, switches based on
photoisomerization are commonly applied to solve a variety of
scientific and engineering problems, ranging from protein
conformation control to photocatalysis, from molecular data
storage to foldamers. In all these cases, photoisomerization

A 4 ACS Publications  © 2013 American Chemical Society 312
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provides an efficient (i.e., ultrafast time scale) way to switch a
process ON and OFE.*

Moreover, we can take advantage of the photoswitching
property of a chromophore by generating optomechanical work
in a single molecule device, operating switching cycles in a
periodic mode, and therefore leading to the eventual design and
fabrication of optomechanical motors.**°

Here, we focus on the photophysical step of the cycle (i.e,
absorption of light) aiming to control spectroscopical proper-
ties once the switch is subject to external forces in an applied
environment (e.g, covalently bound to a protein or
peptide,'“!? or introduced in the main chain of liquid crystal
polymer systems”’M). More generally, in this study, we present
a new and efficient method to simulate single molecule force
spectroscopy of whatever chromophore. We show its
application to (cis and frans) azobenzene, being one of the
most studied and applied photoisomerizable switch.'>™*°

The paper is organized as follows: first, the proposed
theoretical methods are presented, especially the ground state
molecular optimization and dynamics schemes, necessary for
the simulation of the absorption spectra, the structural analysis
required to determine which internal coordinates are more
involved in the modulation of the excitation energy (including
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the application of different sets of external forces), the
simulation of single molecule stress—strain curves and the
calculation of optomechanical work and power. This is followed
by a description of the results obtained when applying the
proposed methods to azobenzene. Therefore, azobenzene
ground state topology is studied first, followed by an evaluation
of its mechanical properties. This allows us to estimate the
maximum applicable force to both cis and trans conformers,
within the elastic region. The spectra recorded when applying a
different set of forces are shown, indicating a relevant force
induced modulation of spectroscopical properties (shift of the
maximum absorption wavelength, broadening of the peak,
change of absorption intensity), which can be useful in
designing new optomechanical tools at a low computational
cost. The main coordinates involved in the observed bath-
ochromic and hypsochromic shifts are found, and the
application of external forces at different positions of
azobenzene is proposed. Finally, we discuss the possible
implications derived from the introduction of azobenzene as
main chain component of a linear ponmer,ZF24 especially
focusing on maximizing the optomechanical work and power,
which could be obtained by applying the highest possible
deforming force compatible with the mechanical tests
performed.

B THEORETICAL METHODS

Force-Induced Ground State Molecular Optimization
and Dynamics. Recently, a growing interest was shown by the
theoretical chemistry and physics communities in order to
describe adequately the behavior of molecules when an external
force is applied to selected pairs of nuclei. Especially, we should
mention the work of Martinez and co-workers, who explained
relevant mechanochemical processes (e.g, force induced
rupture of covalent bonds) through “on the fly” ab initio
steered molecular dynamics (AI-SMD) simulations.”* > Al-
most at the same time, Wolinski et al. proposed a method for
geometry optimization in presence of external forces.”*™

In this study, we propose an alternative approach by which
extensive dynamics simulations can be performed, since energy
and forces are not evaluated at each step of the simulation (as
for the “on the fly” approach), being classical molecular
dynamics performed on a previously constructed analytical
potential energy surface (PES). Among the different possible
approaches for building an analytical PES, we opted for a
simple quadratic expansion centered on the minimum energy
structure of cis (and frans) azobenzene (see for details the
section Azobenzene Topology and Supporting Information),
which can be calculated as follows:

Egs(q) = Egs(q™) + %(q - ") Heo(q - q°) (1)
where Eg is the energy in the ground state (GS) as a function
of the molecular configuration in internal coordinates g, being
q*? the vector corresponding to the minimum energy (ie.,
equilibrium) structure in the GS. Whatever displacement from
9" corresponds to energy increase, as indicated by the second
term on the right-hand side of eq 1, being H; the ground state
Hessian matrix numerically calculated for the equilibrium
geometry (the energy gradient is a null vector).

Classical molecular dynamics simulations were computed on
the constructed ground state PES, applying the following
methodology: a canonical ensemble was reproduced by
expanding the current Hamiltonian through the Nosé—Hoover
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method, which permits to include in the Hamiltonian the
required degrees of freedom to simulate a thermostat.*® This
results in a canonical distribution of the molecular system. The
Newtonian equations of motion were integrated by a time
reversible integrator, applying the Liouville approach through
the Trotter factorization.”® External forces are included by
adding to the force vector determined from the analytical PES
at each step of the dynamics, constant force vectors applied to
selected pairs of nuclei. In our case, the pair of external force
vectors was applied to the two hydrogen atoms of the benzene
rings in para position with respect to the N=N moiety, in
order to simulate the usual environment of azobenzene as a
photoswitch in peptides and as main chain component of linear
polymers. The direction of the external force is therefore the
line connecting the two selected atoms, having both force
vectors the same modulus. This leads to two possible
mechanical stresses: elongation and compression. Both were
considered as acting stresses over azobenzene (see Figure ). In
order to test the results obtained by the dynamical treatment,
and as an additional method to estimate azobenzene structure
under a static stress, force constrained optimizations were
performed applying a quasi Newton—Raphson modified
method, where at each step the external force is introduced
by updating the calculated energy gradient (see Supporting
Information for details).

Simulation of the Absorption Spectra. The same
approach used to construct the ground state PES can be
applied to build an electronic excited state PES:

€ € 1 e
Egs(q) = Egs(q™) + (@ — g q)TgES + E(q -q 9t

Hgs(q — q™) )
where Egg is the energy, gg the energy gradient vector, and Hgg
the Hessian matrix, numerically calculated for the excited state
(ES). The quadratic expansion in eq 2 is therefore centered on
the same ground state equilibrium geometry (g, ie. the
Franck—Condon geometry) as in eq L.

Following this approximation for the ES PES, the excitation
energy can be determined at each step of a molecular dynamics
simulation performed on the GS PES; that is, each step of the
trajectory corresponds to a ground state and an excited state
energy value, which difference is a vertical excitation energy:
Eyi(q) — Egs(q) (see Figure 1). Therefore, if the dynamics run

Energy

Absorption
relative intensity

exc

Figure 1. Left: schematic potential energy surfaces of the electronic
ground state (GS) and excited state (ES) for a chromophore, as a
function of two of its coordinate (g, 4,); a ground state trajectory is
depicted, with some of the corresponding vertical excitation energies
(E.)- Right: absorption spectrum, calculated as a histogram of relative
intensity as a function of E_, resulting from each geometry of the
gmund state trajectory.

dx.doi.org/10.1021/ct4007629 | J. Chem. Theory Comput. 2014, 10, 312-323

151



Photochemical and Photophysical Reaction Dynamics of Chemical and Biological Systems

Journal of Chemical Theory and Computation

Elastic

Iz, | =g limit

Ultimate

Material sample
Iy 1

it

! | /
. tensil A
@ ensile Fracture
Q .
5 strength point Single molecule
v i i
0
) l
Strain, ¢ = —

0

Figure 2. Example of a stress—strain curve, showing typical magnitudes of interest (left). A comparison between macroscopic and proposed

microscopic samples is given (right).

is long enough to sample correctly the ground state PES at a
given temperature, and if the quadratic approximation can be
considered valid for both ground and excited states, the
absorption spectrum corresponding to the GS — ES electronic
transition is simulated. More in detail, the following procedure
was adopted for calculating the absorption spectrum: as first,
the lowest and the highest vertical excitation energies recorded
during the dynamics determine the width of the spectrum. Such
width is then divided into equal intervals of energy, defining the
sensitivity of the spectrum. Finally, each vertical excitation
energy computed during the trajectory is assigned to the
corresponding energy interval. Therefore, the absorption
spectrum results in a histogram of relative intensity as a
function of the excitation energy, where the relative absorption
intensity of a given interval is proportional to the oscillator
strength (ie, to the transition dipole moment) and to the
number of structures of the trajectory presenting an excitation
energy falling in this interval (see Supporting Information for
details).

The proposed methodology permits to perform dynamics
simulations in the picosecond-time-scale in few hours of
computation, correctly sampling the phase-space and providing
a consistent prediction of the absorption spectrum at a
determined constant temperature.

Structural Analysis. A rational modulation of the shift in
absorption energy under external stress was considered, based
on the development of an algorithm to minimize or maximize
the energy gap between ground and selected excited states.
Especially, the following question can be answered: provided
only the magnitude of the applied external force, which is the
specific force vector (ie., the components for each nucleus)
that causes the highest (bathochromic and hypsochromic) shift
in the absorption energy? Alternatively, an equivalent question
is the following: provided a given shift of the excitation energy,
which is the external force vector with the lowest magnitude
yielding such a shift? To answer this question, a restrained
optimization has to be performed, where the Lagrangian
function is defined as:

L =IVEl* + A(AE,, - k) 3)
where the function to be optimized is the squared energy
gradient vector of the ground state PES subject to the condition
that the excitation energy is equal to a given value: AE,,. = k,
and where A is the corresponding Lagrange multiplier. The
coordinates of the shifted structure can be found by optimizing
the Lagrange function:
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VL = ZHéSqDPt + ﬂ[gES + (Hgs — Hgg)g 1 =0

opt (4)
which can be rearranged in the form:
2.0
IHGS — Hgg + Hyg Dope = ~8gs (s)

IfA=2/A Hg — Hgg + Hyg and b = —ggg, it follows that g, =
A™'p. The optimized structure qope corresponds to the
molecular configuration resulting from the application of a
minimal external force giving rise to the desired excitation
energy shift. Obviously, the optimal external force vector is
known, since it equals the energy gradient of the ground state
VE (it should be taken into account that the external force is
opposite to the internal force for the equilibrium config-
uration).

How could such an optimal external force be reproduced by
a simple force pair applied in two atoms? In order to answer
this question, a set of external force pairs can be systematically
considered by a set of vectors, and projected onto the optimal
external force vector, realizing which force pair corresponds to
the highest projection.

Molecular Stress—Strain Curve. In order to determine
quantitatively what is the range of external forces which can be
applied to a certain molecular system (avoiding bond breaking
or high interatomic repulsion), single molecule mechanical tests
were simulated as follows: considering ¢*? as starting structure,
the geometry was optimized while constrained at increasingly
compressed or elongated interatomic distances (by steps of 0.2
A), where the pair of atoms selected is the same at which
external forces are applied during the dynamics study described
above. Nevertheless, contrary to the developed dynamics
method, the mechanical properties were calculated by using
the true PES, instead of a quadratic expansion around the
equilibrium geometries at different external forces. The overall
force is then calculated for each optimized structure, having
now all elements to obtain a “single molecule stress—strain
curve”: the stress o is defined as force divided by the projection
area perpendicular to the applied force vector, based on the van
der Waals radius of the molecule;* the strain corresponds to
the deformation of the molecule along the direction of the
external force, relative to the initial interatomic length, £ = I/],
(Figure 2).

In materials science, the relationship between stress and
strain is a typical form to characterize macroscopic properties,
being unique for each material. In this study, we aimed to
characterize microscopic properties of single molecules by a
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similar approach, in order to evaluate (as well as in real
materials) the Young's modulus E and therefore set the elastic
limit, that is, up to which extent the proposed deformation is
nonpermanent and hence recoverable, being a necessary
information to design molecules with defined optomechanical
properties. Moreover, depending on the actual stress—strain
curve, plastic region and tensile strength can be estimated (see
Figure 2).

Optomechanical Work and Power. The possibility to
generate optomechanical work was considered by theorizing a
periodic cycle for a photoisomerizable switch involving four
consecutive steps, two mechanical and two photoinduced steps:
(1) elongation of the molecule initially at state A equilibrium
structure due to an external force; (2) electronic excitation of
the stretched molecule followed by photoisomerization to state
B; (3) recovery of state B equilibrium structure, by removing
the elongation force applied in step 1; (4) electronic excitation
of state B equilibrium structure to allow photoisomerization
back to state A equilibrium structure, therefore closing the
cycle. The optomechanical work is straightforward calculated as
the area generated by drawing these four steps (linearly
approximated) in a graph of force as function of deformation

length (Figure 3).
th—bB

Felongr

Force

04

[ed Length
A

. |
elong eq
lA lB
Figure 3. Optomechanical cycle to generate work. Two mechanical
steps (1 and 3) and two photoinduced steps (2 and 4) are required,
implying application/release of an external elongation force and
photoswitching between A and B states, respectively.

The mechanical steps (1 and 3) can be accomplished only if
the force applied is within the elastic regime previously
calculated by stress—strain curves, otherwise full interconver-
sion between state A and B cannot be ensured, and the
periodicity of the optomechanical cycle is not fulfilled.

About the photoinduced steps, while step 4 does not involve
any external force, step 2 implies irradiation of the previously
stretched molecule, and it is therefore crucial to perform force
spectroscopy in order to maximize the absorption and the
overall efficiency of the optomechanical cycle.

Once the work is calculated, the optomechanical power can
be estimated considering a determined constant frequency, that
is, time per cycle accomplished. Especially, the work calculated
for a single molecule can be readily amplified if, for example,
such a molecule is introduced in the main chain of a polymer
(as was already proposed to achieve photoresponsive
materials),” hence being of potential interest for design of
optomechanical devices.
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B RESULTS AND DISCUSSION

Azobenzene Topology. The methods described were
applied to azobenzene, which is stable in two isomeric forms:
cis and trans (Figure 4). The trans isomer is basically planar,
being ca. 0.6 eV more stable than the cis isomer, due to twisting
of the benzene rings around the C—N bond to avoid steric
hindrance.*®

The photophysics and photochemistry of this system have
been extensively studied: with both (nonpolar) n-hexane and
(polar) ethanol as solvents, the absorption spectrum shows a
Y(n,m*) electronic transition at ca. 430 nm (440 nm) for the
trans (cis) isomer, and a '(z,7*) transition at ca. 320 nm (260
nm) for the trans (cis) isomer,**** corresponding to visible
and near-UV regions of the spectrum. Concerning the
absorption relative intensity, the '(z*) transition of cis-
azobenzene is weaker, but the '(n#*) transition is stronger
than trans-azobenzene®® (see Figure 7). About the photo-
chemistry, isomerization was found to be an ultrafast process
for both cis-to-trans (170 fs) and trans-to-cis (320 fs)
conformational changes.'””” In spite of a large number of
experimental and theoretical studies which clarified azobenzene
photoisomerization mechanisms and dynamics upon vertical
excitation to !(n,7*) and '(7,7*) states,"® 2%~ few attempts
were made to determine accurately the ground state topology.

In a recent work by Klug and Burcl,"” the rotational barriers
in azobenzene are calculated by Density Functional Theory
(DFT) methods, connecting transition states and minima by
constrained optimization, starting from a geometry slightly
displaced from the transition state geometry along the
vibrational eigenvector corresponding to the imaginary
frequency. Here, this approach was improved by calculating
the reaction path (ie, by integrating the intrinsic reaction
coordinate), hence leading to a minimum energy path
description of all rotational barriers. The azobenzene ground
state PES is schematically shown by energy levels in Figure 4. It
was calculated at the CAM-B3LYP level of theory (ie., the
long-range corrected version of the Becke’s three-parameter
hybrid exchange functional®™® with the Lee—Yang—Parr
correlation functional,*’ using the Coulomb-attenuating
method*®), as implemented in Gaussian 09 suite of programs.*'
The 6-311+G(d,p) basis was adopted. Indeed, the CAM-
B3LYP functional was shown to correctly describe !(n,z%) and
Ymm*) states®® (see Table 18 in the Supporting Information).

In accordance with previous studies, a transition state
structure (TS,.) was found to be responsible for cis-to-trans
thermal isomerization, being characterized by an almost linear
N=N-C, angle and the phenyl ring containing C,
perpendicular to the rest of the molecule. By calculating the
reaction paths from TS, we found two previously unreported
inflection points (SP, and SP.). These structures are
characterized, with respect to TS, by a sort of translation of
the perpendicular phenyl ring upward (SP,) or downward (SP.)
of the N=N bond, starting to define which will be the final
isomer. The numerical energy gradient vector was calculated for
SP, and SP_ with different step sizes for differentiation (0.01 A,
0.02 A, 0.03 A), in order to map the sign change of the PES
curvature in the proximity of the inflection point: we were able
to define only one reaction path for each of the two SP
structures, pointing lower in energy and connecting to a
transition state that establishes the rotational barrier between
the two iso-conformers (TS, for trans and TS for cis). Actually,
a second transition state was found at slightly lower energy (ca.
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Figure 4. Schematic view of azobenzene ground state potential energy surface.

1 keal- mol™") for the cis isomer (TS, ), implying a simultaneous
rotation of both phenyl rings from the stable (equilibrium) cis
conformation, in order to reach a symmetric transition state
with respect to the N=N bond. As a result, only § kecal'mol™
(2 or 3 keal'mol™") is required to overcome rotational barriers
for the trans (cis) form, while a considerable energy of 41 keal-
mol ™" (26 keal'mol™") is needed to undergo a trans-to-cis (cis-
to-trans) isomerization on the ground state.

An exhaustive study of the ground state topology was
considered fundamental in order to evaluate which is the
maximum external force which can be applied before a bond is
broken, van der Waals contact distance is reached, or,
eventually, a mechanically driven isomerization is enforced.

As mentioned in the Methods section, in this study the
external force was applied to the two hydrogen atoms of the
benzene rings in para position with respect to the N=N
moiety. In Figure 5 the effect of elongation and compression on
the energy of the ground state is schematically represented: on
the one hand elongation of the cis isomer or compression of the
trans isomer will determine the minimum force required for
mechanical isomerization; on the other hand, elongation of the

Energy

o

Simplified reaction coordinate

Figure S. Scheme of compression (blue arrows) and elongation (red
arrows) forces applied to azobenzene, with consequent response on a
simplified ground state potential energy surface.
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trans isomer or compression of the cis isomer will result in a
constant increase of energy, leading to the maximum force
which can be applied before bond breaking or high interatomic
repulsion is detected.

Azobenzene Mechanical Properties. The stress—strain
curves for elongation and compression tests are shown in
Figure 6. The projection area perpendicular to the applied force
vector (see Figure 2) is 24.31 A* for trans and 36.74 A® for cis
isomers. It results that the minimum force is 5.41 nN for cis-to-
trans and 2.69 nN for frans-to-cis mechanical isomerization,
corresponding to the highest stress recorded for cis elongation
and frans compression curves, respectively. The former result
qualitatively agrees with the value found by Shao et al. using the
electron-radiation-ion dynamics method, that points toward
elongation forces higher than 1.25 nN to produce a pure cis-to-
trans mechanical isomerization (B3LYP/6-31G level of
theory).* The maximum force that can be applied before
reaching the van der Waals contact distance within the cis
isomer is 19.50 nN (highest cis compression stress), and 6.84
nN before bond breaking of the trans isomer (highest trans
elongation stress).

Among the information that is possible to get from stress—
strain curves, we are particularly interested in the Young’s
modulus, since an optomechanical cycle can be accomplished
only if both cis and trans isomer deformations are within the
elastic limit. Interestingly, E was found to be much higher for
the trans isomer (196.9 GPa for elongation, 310.2 GPa for
compression) than for the cis isomer (8.7 GPa for elongation,
4.4 GPa for compression). We also notice that, even though the
overall shape of all the calculated stress—strain curves are
typical of thermoplastic materials, the two isomers show
distinct features: the cis isomer behaves as a semicrystalline
thermoplastic, while the trans isomer behaves as a glassy (ie,,
amorphous) thermoplastic. Indeed, amorphous thermoplastics
are usually stiff and brittle, therefore reaching the ultimate
tensile strength point at relatively low deformations, following a
plateau “rubbery” region at larger deformations (Figure 6, left),
while semicrystalline thermoplastics are commonly character-
ized by larger deformations than amorphous thermoplastics,
reaching the ultimate strength point without showing any

dx.doi.org/10.1021/ct4007629 | J. Chem. Theory Comput. 2014, 10, 312-323
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Figure 6. Stress—strain curves for trans (left) and cis (right) azobenzene isomers. Elongation tests (black) and compression tests (red) with the
respective Young's modulus (E) calculated for each elastic region (dashed line) are shown.

“rubbery” region (Figure 6, right).52 This could be of interest
for the design of photoactive materials, especially photoactive
polymers, since physical and engineering properties of
thermoplastics (molding performance, behavior of the polymer
during processing) mainly depend on their molecular structure.

Azobenzene Force Spectroscopy. The absorption
spectra resulting from 1 ns ground state simulations (for a
total of 107 integration steps) at a temperature of 300 K,
obtained when not applying external forces or including a set of
different elongation forces, are shown in Figure 7 and Figure 8,
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Figure 7. Simulated spectra when not applying external forces (0 nN),
for both cis (red line) and trans (black line) azobenzene. The region of
the spectrum assigned to '(n,7%) or '(7,7*) electronic transitions is
shown.

respectively. As expected, the relative absorption is higher for
Sp—§, vertical excitation, corresponding to an optically bright
'(ma*) transition — than for Sy—S,, corresponding to an
optically dark '(nz*) transition. Moreover, the differences
between cis and trans relative absorption intensities found by
experiment (0 nN) are well represented by the simulation.*®
In all cases, the applied elongation forces produce a shift of
the whole spectrum, with significant differences between the
two isomers: the amplitude of the excitation energy shift is
considerably larger for cis-azobenzene (27—30 kcal-mol™') than
for the trans isomer (S—8 kcal-mol ™), allowing a more efficient
modulation in the former case. Nevertheless, the cis-azobenzene
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series of spectra also shows a larger broadening of the peak,
especially at forces larger than 2 nN. Moreover, we do observe
in all cases a higher relative absorption intensity when applying
forces between 1 and 2 nN. This can be explained by the fact
that, when compared to 0 nN values, the oscillator strength is
higher and, at the same time, the external force is still not large
enough to produce a broadening of the peak.

Considering that the applied methodology implies molecular
dynamics simulations on an analytical PES built by quadratic
expansion (see eqs 1 and 2), a quantitative analysis of the
calculated trajectories—within the limits of the method—can
be performed by examining ground and excited state Hessian
matrices (Hgg, Hyg) and the energy gradient vector (gg). Also,
a description of negative (imaginary) frequencies is given. The
energy difference along grg provides the first-order correction
to E,,, while second-order corrections (orthogonal to ggs) are
given by a projected Hessian difference matrix (Hys — Hgg).>
This allows us to fully understand which internal coordinates
are responsible for the excitation energy shift observed.

Looking at $,—$, force spectroscopy results (Figure 8 — a,
¢), a bathochromic shift for both isomers is observed. A single
negative frequency is found in §,, indicating torsion around the
N=N bond (trans, —38 cm™'; cis, =257 cm™'). When
analyzing the projected Hessian difference matrix (Hg, —
Hy,), the eigenvalues with highest absolute value indicate that
C—N=N and N=N—C angles are the most involved
internal coordinates. In spite of a similar behavior, the higher
frequency found for the cis isomer demonstrates that the S,
PES curvature is larger than for the frans isomer, therefore
explaining the higher amplitude of the excitation energy shift.

When examining S;—S, force spectroscopy results (Figure
8b, d), the most evident difference between the two isomers is
about the type of E, shift: the application of an elongation
force provokes a bathochromic shift within cis-azobenzene,
while a hypsochromic shift was found for trans-azobenzene.
This can be explained considering S, frequencies: two negative
frequencies are found for the trans isomer, being assigned to
torsions around the N=N bond (—244 cm™') and around
both N—C bonds, in opposite directions (—89 c¢m™*). The
same types of frequency modes were found for the cis isomer
(N=N torsion at —165 cm™' and coupled N—C torsions at
—91 em™). Nevertheless, additional negative frequencies were
recorded for cis-azobenzene: —$81 cm™, assigned to N=N
stretching, and —1148 cm ™", referring to a complex molecular
vibration that couples C—N=N and N=N—C scissoring

dx.doi.org/10.1021/ct4007629 | J. Chem. Theory Comput. 2014, 10, 312-323
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Figure 8. Trans- (top) and cis- (bottom) azobenzene absorption spectra when applying different elongation forces. The results are shown for §,—S,
'(n,7*) (on the left: a, c) and $—8, '(7,7*) (on the right: b, d) electronic transitions, by image plots where the relative absorption intensity is color

mapped. White crosses indicate the optimized structures under stress.

with stretching of the phenyl moieties along the N—C bond
direction. Hence, trans and cis S, PESs are rather different, and
this can be further demonstrated by projecting the Hessian
difference matrix (Hg, — Hg): the eigenvalues related to the cis
isomer indicate a direct participation of the angles defined by
carbon atoms within the phenyl rings. Moreover, as for S,—S§,,
the higher frequency values found for the cis isomer indicate a
larger curvature of the S, PES than for the trans isomer, again
determining a higher amplitude of the excitation energy shift.

Force constrained optimizations are in agreement with the
data obtained by dynamics: bathochromic and hypsochromic
shifts are qualitatively reproduced, with dynamics under-
estimating the observed shift in absorption energy.

In order to estimate the error associated with the analytic
ground state dynamics, a single point calculation (at the CAM-
B3LYP/6-311+G(d,p) level) was performed on 100 geometries
randomly selected for each trajectory, and its ground state
energy was compared to the predicted energy by correlation
graphs: the linear regression R* parameters are ca. 0.9 or higher
for trans-azobenzene, while lower R values (0.7—0.8) are
recorded for cis-azobenzene when applying external forces
higher than 1 nN. Nevertheless, in all cases a remarkable
correlation was found for the excitation energy (R* ~ 1; see
Supporting Information for details). This could be due to the
fact that both ground and excited state energies are affected by
almost the same error, finally leading to a correct excitation
energy shift.

We should also notice that, since we are considering the
intrinsic vibrational fluctuations of the system but neglecting
the quantum vibronic states, we may expect nuclear quantum
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effects to displace the calculated absorption maxima. Never-
theless, pure quantum dynamics is unaffordable for a large
molecule as azobenzene (with 66 internal degrees of freedom).
Moreover, we do observe that the main contribution to the
broadening of the absorption band is due to stretching modes
of the carbon skeleton. Since the vibrational frequency for such
kind of modes is of the order of hv ~ kT, it is not expected to
find large differences between the proposed classical dynamics
and quantum dynamics. Indeed, our results are in agreement
with the experimental absorption spectra recorded without
external force.”’**

Compression forces were also considered, finding out that
modulation of the absorption energy is limited or, in some
cases, not possible at all. More in detail, trans-azobenzene
shows no modulation for the §;—§, transition and a narrow
modulation (3.5 keal'mol™ maximum absorption shift) for the
Sy—$, transition, moreover limited to compression forces not
higher than 0.75 nN. The cis isomer has a similar behavior, with
maximum absorption shifts of 6 kcal'mol™ (S,—S$,) and 4 kcal-
mol™ (S,—S,), corresponding to a compression force of 0.5
nN. At higher forces no further modulation is recorded (see
Supporting Information for details). These findings are in good
accordance with experimental results, that report the capability
to compress azobenzene (by atomic force microscopy)
ensuring trans-to-cis photoswitching only up to 0.5 nN.”

Therefore, elongation would be preferred to compression
forces, in order to obtain a higher modulation of the
spectroscopical properties and, coupled to a higher deforma-
tion, a larger optomechanical work (see Figure 3). As a
successful example, a DNA-based molecular motor containing

dx.doi.org/10.1021/ct4007629 | J. Chem. Theory Comput. 2014, 10, 312-323
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azobenzene as photoswitching unit was already proposed.
Nevertheless, in this case the applied elongation forces are
strongly limited (elastic limit at ca. 0.06 nN) by the fact that the
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DNA moiety can undergo unfolding.** We alternatively discuss

the eventual inclusion of azobenzene in the main chain of a
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electronic transitions.

polymer, where unfolding processes should not play a major
role, generating a more convenient optomechanical cycle.

Structural Analysis. In the previous section, the results
obtained by applying a pair of forces in para position with
respect to the N=N moiety were discussed, showing how
absorption properties can be modulated by the extent of the
force applied. In this section a full structural analysis is
performed, in order to determine (1) which molecular
distortions are mainly responsible for absorption modulation
and (2) which positions within the phenyl ring are the most
suitable to efficiently produce such distortions, when a pair of
external forces is applied (i, considering alternatives to the
pair of force vectors in para—para configuration). Especially,
the main coordinates involved in optimal modulation of the
excited state energy gap (AE,,. so_s; AE . so-s2) are shown in
Figure 9, and the role of each internal coordinate is depicted in
Figure 10.

We can therefore conclude that the C—-N=N—C moiety is
responsible for modulation of the excitation energy, being bond
stretching and angle bending more relevant for the trans
isomer, while torsions around dihedral angles are the leading
contributions for the cis isomer. The variation of the excitation
energy per force unit (AE,, /F™) is within the range 2—2.5
keal-'mol *nN"" in the case of trans-azobenzene (up to 4 nN);
while for cis-azobenzene the highest value (8 kcal-mol™"nN™")
corresponds to ca. 0.5 nN, and decreases when applying higher
forces (see Supporting Information for details).

Different pairs of force vectors were applied in all phenyl
positions symmetric with respect to the center of inversion of
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the trans isomer, resulting in five possibilities: one pair in para—
para, two pairs in meta—meta and two pairs in orto—orto. The
results are shown in Figure 11.

Therefore, even though the application of external forces in
para positions is a suitable choice (especially for bathochromic
shifting the $,—$, energy of the cis isomer), a more efficient
modulation of the absorption energy is usually envisaged by
forces applied in meta—meta or orto—orto. Moreover, it is in
general possible to select the pair of forces depending on the
desired (red or blue) shift, highlighting the red shifting
capability of the pair applied at H;;—H,, (meta—meta) in
compression mode to the cis isomer (AE sy s; ~ 36 keal
mol ™).

Toward a Linear Polymer Photoswitching Device.
Two different operation modes were considered, applying
forces at para positions (as for the dynamical study). Operation
mode I: (1) elongation of the irans isomer, (2) trans-to-cis
photoisomerization, (3) compression of the cis isomer, (4) cis-
to-trans photoisomerization. Operation mode II: (1) elongation
of the cis isomer, (2) cis-to-trans photoisomerization, (3)
compression of the trans isomer, (4) trans-to-cis photo-
isomerization. Being the elastic limit of trans- and cis-
azobenzene different in force applied and deformation gained,
the two proposed operation modes give rise to a different
maximum amount of work: operation mode I corresponds to
2.51 X 107" J, while operation mode II generates 3.69 X 107"
J- These values refer to the single molecule. Nevertheless, if we
consider n azobenzene units within a linear polymer chain (n:
degree of polymerization), an elongation force can be applied
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to both ends of the chain, producing an overall deformation n
times larger with respect to the single molecule (assuming that
all azobenzene units are in the same isomeric form).
Experimentally, different methods were successtully applied in
order to synthesize and characterize polymers bearing
azobenzene moieties in their main chain.'**'™** Therefore,
once clarified the optomechanical behavior of the single
monomer, the work can be considered as a linear function of
the degree of polymerization (Figure 12). This straightforward
calculation corresponds to a device able to fully convert the
optical excitation energy into mechanical work. Nevertheless, to
complete a single optomechanical cycle a 5% quantum yield
was eerrimentaHy estimated for azobenzene photoisomeriza-
tion,”* reducing the overall efficiency of the eventual device
(see Figure 12). Especially, the work estimated by Holland et al.
for an oligomer containing 10 azobenzene units, resulting from
a first compression step (0.4 nN), is ca. 5 X 107 J.*% In our
work, the corresponding oligomer operating in modes I and II
(i.e., undergoing elongation as first step) would correspond to
ca. 12 X 107°° J and 18 X 107" J, respectively, being a notable
improvement.

Moreover, assuming a certain degree of polymerization and
setting a target value for the power that could be produced by
such a motor, the time required to perform an optomechanical
cycle can be estimated. For example to obtain 1 yW power
(scale of interest in nanotechnologysé), a time between 1 and 2
X 107" s would be required by a linear polymer chain
containing 10 000 azobenzene units, with a realistic efficiency of
5% (Figure 12).

Considering that azobenzene photoisomerization was proven
to be an ultrafast process for both cis-to-trans (0.17 ps) and
trans-to-cis (0.32 ps) conformational changes,w’39 a full
optomechanical cycle of ca. 0.5 ps (1 ps =107"* s) can be
estimated, leading to a low degree of polymerization to
accomplish the requirements of a 1 4W motor: 40 in operation
mode I and 27 in operation mode IL Increasing to 10000 the
degree of polymerization, the corresponding power scales up to
ca. 251 pW (mode I) and 369 W (mode IT).

As future perspectives, we can define four parameters by
which work (and therefore power) can be improved: (i) degree
of polymerization, (ii) maximum force applicable, (iii)
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maximum deformation (elongation and compression) length,
(iv) quantum yield of the photoisomerization. While the first is
a macromolecular parameter involving polymer chemistry, the
other three parameters are characteristics of the single
chromophore.

B SUMMARY AND CONCLUSIONS

We presented new methodologies to simulate force spectros-
copy experiments on single molecules, on the basis of
optimization and classical dynamics on analytical potential
energy surfaces. Large simulations (nanosecond time scale)
were performed at a low computational cost, in order to
reproduce electronic absorption spectra while applying a
constant external force to both ends of the chromophore
under study.

The proposed method was applied to azobenzene, one of the
most studied photoswitches. Its mechanical properties were
investigated by reproducing the corresponding stress—strain
curves. This allowed to estimate the elastic limit and therefore
the maximum forces which could be applied during the force
spectroscopy simulations.

The resulting absorption spectra have shown the possibility
to modulate the vertical excitation energy as a function of the
elongation force and of the position within the molecule where
it is applied, for both trans and cis isomers. This could be of
interest for laser applications and optomechanical devices.
Especially, we calculated the work generated by performing a
single molecule optomechanical cycle, applying two different
operation modes. After a comparison with available results in
literature, an optomechanical motor based on a linear polymer
bearing azobenzene units in its main chain was discussed, finally
estimating the work and power eventually produced as a
function of the degree of polymerization. Interestingly, we
observe the possibility to produce power in the microwatt scale
even at low degrees of polymerization.
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Chapter 7: Photodynamical Behaviour of
Molecular Devices

=D
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high rotation speed

From the moment when the machine first made its appearance it
was clear to all thinking people that the need for human drudgery,
and therefore to a great extent for human inequality, had
disappeared. If the machine were used deliberately for that end,
hunger, overwork, dirt, illiteracy, and disease could be eliminated
within a few generations. And in fact, without being used for any
such purpose, but by a sort of automatic process -- by producing
wealth which it was sometimes impossible not to distribute -- the
machine did raise the living standards of the average human
being very greatly over a period of about fifty years at the end of
the nineteenth and the beginning of the twentieth centuries.

But it was also clear that an all-round increase in wealth
threatened the destruction -- indeed, in some sense was the
destruction -- of a hierarchical society.

1984. George Orwell.
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7.1 Introduction

The accomplishment of a molecular device which uses geometrical transformations,
as the driving force to generate a periodic motion which result in an autonomous power
generation at molecular scale, has been a major goal in molecular engineering. The design
of such devices requires a careful consideration of the many physical details involved in
such devices, as the nature of the energy required to carry out the geometrical
transformation, the automation of the cyclic power generation, as well as the requirements
in terms of structure and chemical reactivity that the candidates molecules should have,

etc.

7.1.1 Molecular Switches and Motors

The design and construction of molecular device by the bottom-up strategy (i.e.
from atoms to molecular devices) is a major goal of nanotechnology. Molecular switches
and motors are essential parts of molecular machines, and full understanding of its
mechanisms and dynamical properties is of fundamental importance. These devices
convert energy supply into mechanical energy, leading to a controlled motion (Feringa
2007). Photoinduced processes are well suited to use as input energy for molecular
devices, because it does not produce waste products and the devices can operate in

autonomous fashion (Balzani, et al. 2009, Cnossen, et al. 2012).

Photoswitches are bi-stable (state A and B) chromophores of special interest in the
design and fabrication of optomechanical devices, since the absorption of light at a certain
wavelength by state A is usually followed by a large structural change, which makes
possible to reach state B. Then a second pulse of light (or thermal relaxation step),
commonly at a different wavelength, reverse the process defining a pathway from state B
back to state A (Balzani, et al. 2008, Feringa and Browneed 2011). Especially, switches
based on photoisomerization are commonly applied to solve a variety of scientific and
engineering problems, ranging from protein conformation control to photocatalysis, from
molecular data storage to foldamers (Dong, et al. 2012). In all these cases,
photoisomerization provides an efficient (i.e. ultrafast time scale) way to switch a process
ON and OFF (Garcia-lriepa, et al. 2013). Moreover, we can take advantage of the
photoswitching property of a chromophore by generating optomechanical work in a
single molecule device, operating switching cycles in a periodic mode, and therefore
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leading to the eventual design and fabrication of optomechanical motors (Holland, et al.
2003).

Of particular interest are the optomechanical materials, which are based on direct
conversion of light (applied as input), into macroscopic motion. This behaviour depends
on the molecular structure of the material itself. Especially, soft organic materials were
successfully designed as optomechanical responsive systems (e.g. oligomers and
polymers) where the presence of one or more chromophore units is essential to ensure
light absorption, which constitutes the first necessary event to promote the subsequent
conformational and/or chemical modification underlying mechanical motion (Bleger, et
al. 2011, Hosono, et al. 2010).

In this thesis it is presented a series of rules for designing photoswitches and
photoactive motors based on existing chromophores like the protonated Schiff base
chromophores of rhodopsins, remarking the use of hydrogen bonds in setting up the

unidirectional rotation.

7.2 Results

The mechanism of photoswitches is the interconversion between the two possible
states, on/off, while the performance of molecular motors involves a continuous,
repetitive and unidirectional rotary movement of 360 degrees. Therefore, in the design of
molecular motors is crucial to promote the unidirectional rotation of the device, and
among the possible effect that can induce unidirectional rotations, it has been found that a
chiral environment induce an asymmetric gradient which induces a unidirectional rotation
(Albu, et al. 2009, Liu and Morokuma 2012, Yamaki, et al. 2005).

In the contributions presented in this section, there was explored a set of efficient
photoswitches, based on the retinal chromophore, which are then taken as framework to
the design of novel molecular motors, where the unidirectional rotation is caused by an
initial torsion induced by hydrogen-bonds with chiral properties. It is important to
emphasize that while molecular motors based on helical structured like diarylethenes (ter

Wiel, et al. 2003), need four steps to complete a cycle (two photochemical and two
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thermal steps), we propose molecular motors performing a cycle in two identical

photochemical steps.

Such molecular devices should fulfil some specifications: the molecule should be
planar with several conjugated m double bonds; a m—n* electronic transition should be
involved in order to induce a Z-E photoisomerization; it must be ensured that the optical
brilliant state is the first accessible excited state or that the low lying excited states are

similar to the bright state electronic nature, avoiding undesired photochemical pathways.

In order to show that the proposed molecular system meets the aforementioned

conditions, it is firstly given a detailed description of the nature of the excited states.

Subsequently non-adiabatic molecular dynamics (NAMD) were performed to
provide a dynamical picture of the molecular motor behaviour. The aims of the simulation
were to provide statistical evidence of the unidirectional rotation, while the non-adiabatic
algorithm was in charge of proving that not low lying state hinder the performance of the
device. It was also possible to compute the mean time that the device spends in each
involved electronic state, during a cycle of operation. Besides, the molecular dynamics
simulations provided a detail description of the change in the geometrical coordinates
involves in the photoinduced cycle, as for example the dihedral angle involves in the

rotation.
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7.2.1.1 Chiral hydrogen bond environment providing unidirectional rotation
in photoactive molecular motors
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ABSTRACT: Generation of a chiral hydrogen bond environment in
efficient molecular photoswitches is proposed as a novel strategy for
the design of photoactive molecular motors. Here, the following
strategy is used to design a retinal-based motor presenting singular
properties: (i) a single excitation wavelength is needed to complete the
unidirectional rotation process (360°); (ii) the absence of any thermal
step permits the process to take place at low temperatures; and (iii) the

ultrafast process permits high rotational frequencies.

SECTION: Spectroscopy, Photochemistry, and Excited States

high rotation speed

C onstruction of molecular devices with specific atomic-level
properties has been a fundamental aim of nanotechnology
in the last decades, as demonstrated by the design of molecular
switches'” and motors,? regular two/three-dimensional rotor
arrays,4 nanocars,” gyroscc;pes,6 and so forth. Among these
devices, molecular motors are of special interest as the input
energy is converted into a controlled motion (unidirectional
rotation) that plays an important role in both artificial and
biological systems. Examples of Nature's molecular motors are
the ATP synthase, kinesine, myosine, and ﬂagfllar motors in
bacteria, all of them being essential for life.” Furthermore,
artificial molecular motors have been proposed as crucial parts
of molecular-level machines, mimicking biological systems by
performing a specific function. The most suitable approach for
chemists to construct molecular motors is the bottom-up
approach, that is, starting from atoms or small building blocks.”

The design of efficient molecular motors should satisfy the
following criteria: the energy supplied has to be transformed
into a unidirectional repetitive rotary movement of 360° (i.e.
mechanical work), and repetition of a high number of cycles
has to be ensured (i.e., fatigue resistance).” The unidirection-
ality can be achieved by a protein or chiral environment (such
as a protein surrounding'® or a helical structure''). For novel
applications (microscopic movement, control of macroscopic
properties of materials, supramolecular organization and
assemblies),'* these devices are required to perform rotation
at a considerable speed with high quantum yields. In contrast to
Brownian,"* Electrically,14 or |:htzmi|:ally15 driven motors,
photoactivated ones are greatly profitable due to the manifest

© 2013 American Chemical Society
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advantages of light as the energy supply.“b’m Among these

types of devices, the ones reported by Feringa et al.,, based on a
helical structure, are the most studied.'! They present high
quantum yields and need four steps (two photochemical and
two thermal) to complete a cycle. Whereas the photochemical
steps (Z—E photoisomerizations around a carbon—carbon
double bond) are extremely fast, the thermal ones are rate-
limiting, decreasing the rotational frequency of these devices.
Further structural and electronic modifications have enhanced
this weakness, leaving in any case the thermal isomerization
steps as the bottleneck of the overall mechanism.! ™7 Indeed,
further theoretical studies have offered new insights to reduce
or eliminate the thermal helix inversion steps of the overall
mechanism."®

The approach presented here for the rational design of
photoactive molecular motors is based on the use of an eflicient
photoactive molecular switch as the starting unit, in which a
chiral environment is introduced via hydrogen bonds in order
to obtain a molecular motor. Indeed, the complete rotation of
this novel molecular motor is achieved only by two photo-
chemical steps (no thermal steps are involved in the
mechanism).

Photoactive molecular switches undergo Z—E photoisome-
rization around a given C=C, yielding the conversion between
both stable states (Z and E). In order to control the
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Figure 1. (A) Structure of the starting molecular photoswitch in its two possible conformations. Due to the same population for both isomers in the
ground state, the system behaves as a photoswitch with no unidirectional rotation. (B) The corresponding derived molecular motor where the chiral
hydrogen bond environment is introduced via —OH groups; the two symmetrically equivalent ground-state structures are shown, tailoring the two
minima structures of the complete photocycle. Chiral carbon atoms with —OH are marked.
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Figure 2. Schematic ground-state (GS) and excited-state (ES) PESs (up) and the corresponding distribution population on the ground state (down)
for three different systems: (A) A planar photoswitch presenting a vanishing coupling between central bond torsion and stretching coordinates. Two
rotation directions are possible in this case, and therefore, two minimum-energy paths bifurcate in the excited state at a transition state
(noncontrolled rotational direction). (B) A nonplanar photoswitch showing two equivalent minima on the ground state, each one related to opposite
rotation directions. (C) A photoactive molecular motor where the chiral hydrogen bond environment breaks the symmetry of the PES in both
ground and excited states. The coupling between central bond torsion and stretching coordinates is not vanishing, inducing the torsion in a specific

direction (controlled rotational direction).

photoreactivity of Z—E photoswitches, a general design strategy
consists of blocking all but one double bond of the system by
including them in rings of different size. Here, we use a
molecular system exhibiting these characteristics, where only
the central C=C bond linking two unsaturated rings is able to
undergo Z—E photoisomerization. In this way, starting from a
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Z—E photoswitchable molecule with two equivalent ground-
state minima (see Figure 1A), a chiral environment is
introduced by including two hydroxyl groups linked to chiral
carbon atoms, which permits formation of one hydrogen bond
between the amino group and one of the two hydroxyl groups.
Because the hydroxyl groups are linked to a chiral carbon atom,

dx.doi.org/10.1021/jz302152v | J. Phys. Chem. Lett. 2013, 4, 1389-1396
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we refer to this chemical ensemble as a chiral hydrogen bond
environment (see Figure 1B). This chiral environment induces
a guided pretwist around the C=C central bond in the ground
state, leading to a single stable minimum on the ground state,
which ultimately drives the unidirectional rotation in the
excited state.

On the one hand, planar Z—E chromophores, as a retinal
Schiff base photoswitch in gas and liquid phase, exhibit a
!(m,m*) photoactive excited electronic state."” Excitation to this
electronic state is usually related to a vibrational excess’ in the
stretching modes involving the 7 system, provoking a bond
length alternation of the conjugated backbone in the excited
state. This vibrational energy is eventually transferred to the Z—
E torsion mode involving molecular symmetry breaking and
inducing the torsion in the excited state (ie, stretching and
torsion modes are not coupled in the case of strictly planar
systems). The vibrational energy transfer takes place in many
stretching cycles due to the lack of stretching—torsion coupling,
which increases as the torsion becomes higher‘wa'21 Finally, a
conical intersection (CI) with the ground state allows the
torsion to be completed. In this situation, the evolution of the
torsion coordinate in the excited state is not controlled, and the
system can equally evolve in both possible directions (clockwise
and counterclockwise). This noncontrolled torsion direction
characterizes Z—E photoactive molecular switches.

Conversely, for nonplanar Z—E photoactive molecular
switches, the existing coupling between stretching and torsion
modes (ie, the second derivative cross term) provokes the
rapid flow of vibrational energy from excited stretching modes
to torsional modes in the electronic excited state, contrary to
the above-discussed planar systems. This is the case of retinal in
rhodopsin, where the unidirectional rotation is guided
especially by the surrounding amino acids of the opsin pocket,
which provide a chiral environment.'®* This environment not
only guides the rotation in the excited state but also accelerates
the rotation due to the increase of the stretching—torsion
coupling, making the Z—E isomerization process take place on
the femtosecond time scale.”>**

The inclusion of the above-mentioned chiral hydrogen bond
environment in the studied molecular photoswitch (see Figure
1B) modifies its force field, breaking the symmetry of the
potential energy surfaces (PESs) along the torsion coordinate,
giving rise to a single isomer instead of two isomers of the
preceding photoswitch. This, in turn, as will be shown,
ultimately permits the unidirectional rotation of the system.

In this regard, it is convenient to analyze the PESs (ground
and optically bright states) corresponding to three different
cases, planar photoswitches, nonplanar photoswitches, and the
derived photoactive molecular motors, in order to realize what
the initial rotation direction is after electronic excitation. Planar
Z—E photoswitches present symmetrical PES profiles along the
torsion coordinate; therefore, torsion is not controlled in any
way, and two possible equivalent relaxation paths are accessible
(see Figure 2A). Nevertheless, a photoswitch can exhibit
nonplanarity, as is the case of the system studied here (see
Figure 1A). For nonplanar switches, two equivalent con-
formations for each Z and E isomer may exist, and even if the
torsion for each conformer were unidirectional, the equivalent
population of both isomers in the ground state makes the
system behave as a photoswitch (see Figure 2B). On the
contrary, unidirectional rotation present in Z—E photoactive
molecular motors is related to nonsymmetrical PESs in the
excited and ground states along the torsion coordinate, with a
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single ground-state minimum and the rotation of the system
being unidirectionally initiated in the excited state (see Figure
20).

In order to ensure this unidirectional rotation, we generate a
chiral hydrogen bond environment within a molecular
photoswitch structure. This can be formally seen as a
conversion from a photoswitch (Figure 1A) to a molecular
motor (Figure 1B), which can be understood in terms of PESs.
In contrast for the photoswitch (Figure 2B), there is no
preference for the direction of rotation in the excited state; in
chiral environments induced by a hydrogen bond, the
symmetry is already broken in the ground state, which
provokes the stabilization of the system along a specific torsion,
resulting in a unidirectional rotation in the excited state (see
Figure 2C).

Moreover, as will be shown, the strength of the hydrogen
bond of the studied system is enough to correctly drive the
torsion on the excited state but not so strong to block the
rotation in this state, generating an intermediate and therefore
quenching the process. Thus, the strength of the hydrogen
bond could be critical in the design of an efficient motor, and it
should be tuned for an optimal performance.

It should be noted that this design of a molecular motor with
two symmetrically equivalent structures (for the initial and the
180° rotated isomers) would allow a continuous unidirectional
movement using only a specific wavelength source. As a
drawback, the experimental characterization of the molecular
device would be difficult. From a practical point of view, this
difficulty could be overcome through the modification of the
basic design by including a group that could break the
symmetry without altering the functioning of the motor.

For the study of the photochemical and photophysical
properties of the proposed molecular motor, the multi-
configurational CASPT2// CASSCF* methodology has been
employed with a 6-31G* basis set. The active space chosen is
composed of all of the 7 and 7* orbitals (eight electrons in
eight orbitals), therefore including all of the energy low-lying
"(ma*) excited states. The stationary points have been
determined by using analytical energy gradients computed at
the CASSCF level and characterized by numerical frequency
calculations at the same level of theory. Minimum energy paths
(MEDPs) were computed for the determination of the
photoreaction mechanism, and crossings between electronic
states were characterized by determining the derivative
coupling (DC) and gradient difference (GD) vectors.® All
calculations have been performed with MOLCAS 7.6 and the
Gaussian 09”7 suite of programs.

The UV—visible absorption spectrum is characterized by a
low-lying optically bright z,7* excited state, S,, exhibiting a
dominant monoexcitation configuration with a large partic-
ipation of the central carbons of the double bond in both, the
occupied and the virtual orbitals involved in the excitation. The
shape of these orbitals clearly indicates the rupture of the
central carbon—carbon double bond in the excited state and the
consequential favored torsion around this bond. The §; state
has a similar electronic nature, showing a larger contribution of
the configuration described by the '(m7*) central # double
bond excitation. In fact, the §; — S, and §; — S, vertical
excitations are close in energy (280 and 291 nm, respectively)
with similar oscillator strengths (0.32 and 0.35, respectively).

Excitation of the system to the brightest states (S, and §,)
leads to similar profiles along the MEP, characterized by a steep
energy variation along the increasing carbon—carbon central

dx.doi.org/10.1021/jz302152v | J. Phys. Chem. Lett. 2013, 4, 13891396

171



Photochemical and Photophysical Reaction Dynamics of Chemical and Biological Systems

The Journal of Physical Chemistry Letters

120
——s, :
i
S}
1103
£
g
=
100 &
@
c
fiv
[
2
90 B
2 k]
$§1.aa B 5 @
?S\q e v *
> 180 et p il NES
- ' -
0 -20 -40 -60
Q (degrees)

Figure 3. S; and S, energies along the MEP on S, after vertical excitation, represented as a function of the central bond torsion and stretching
coordinates (left). The 4/, conical intersection structure is shown, as well as the S and S, energy profiles around the tip of the conical intersection
for a loop defined on the branching plane® with a 0.05 Aradius. The decay paths from S, (blue arrow) to S, (red arrows) are indicated.
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Figure 4. S,, S;, and S; energy profiles represented along the torsion coordinate for the two MEPs starting at the S,/S, and S,/8,; conical
intersections. The molecular structures of the conical intersections are displayed, showing, respectively, a very weak and a formally broken hydrogen
bond, with central bond torsions of ~—57 and —92°. The loop around the CI within the branching plane shows the topology of the CI; two possible
paths are available for both CIs in the lower surface (S; and Sp), as shown by arrows, corresponding to torsion completion or abortion.

bond distance. This coordinate is significantly coupled with the
torsion around the same bond in the direction guided by the
hydrogen bond (see Figure 3). The coupling between the
central bond stretching and torsion is essential, as discussed
above, in controlling the unidirectional rotation. This allows the
system to transfer the excitation energy, initially located in the
stretching coordinates, to the torsional coordinate, inducing
unidirectional rotation. Moreover, inverse (ie., counterclock-
wise) rotation is not feasible due to the large energy barrier as a
result of a double effect opposing this rotation, that is,
hydrogen bond breaking and reversion of the already twisted
torsion in the excited state (see the Supporting Information for
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details). The latter effect can be clarified by analyzing the
excited-state PES along the torsional coordinate; for symmetric
systems (see Figure 2A), the highest excited-state energy
corresponds to a planar photoswitch, and torsion around this
coordinate makes the energy decrease as a result of diradical
repulsion; therefore, if the system is initially twisted at some
degree of torsion, the reversion toward the planarity is
energetically demanding, making the counterclockwise rotation
unfavorable.

Relaxing along the torsional mode in S, the system reaches a
low-sloped S,/S, CI at ~—51° of torsion with a vibrational
excess of ~22 kcal/mol. After decay to S,, the system continues

dx.doi.org/10.1021/jz302152v | J. Phys. Chem. Lett. 2013, 4, 1389-1396
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S3, 90 fs for S, and 20 fs for S,. S, is populated in ~260 fs. (Right) Central torsion angle (¢) evolution along the trajectory.

rotating because of a significant impulse along the rotation
direction. It should be noted that no intermediate is found in
the relaxation process, indicating that the hydrogen bond
strength is large enough to guide the torsion after excitation but
not so strong to block the rotation on the excited state.

The S,/S, Cl is characterized by a NH---O distance of ~2.0
A. Once this point is reached, the system minimizes its energy
by following two different bifurcating paths. The first one
reaches a minimum-energy structure at 13 keal/mol (CASPT2
level) below the S;/S, CI, from where a low-lying transition
state (3.8 kcal/mol at the CASPT2 level) permits it to continue
the torsional process started in S;. The second path directly
continues the torsion started in S;, breaking almost completely
the hydrogen bond (see Figure 4). The linear impulse of the
nuclei once it reaches the S,/S, CI is expected to be enough to
drive the torsion when following both paths, similarly to some
highly efficient Z—E photoisomerizing systems like retinal in
rhodopsin proteins.”#'***°

Relaxing along the increasing torsion S, pathway, the S, and
§, states become rapidly degenerate in energy (see Figure 4).
The crossing region between S, and S, states is reached when
the torsion angle is ~—55°, with the NH--O hydrogen bond
formally broken (2.24 A). These S,/S, Cls enhance the
rotational motion, permitting the evolution of the system in the
S, state, where the rotation is fulfilled at ~—92° (see Figure 4).
At this point, the system intersects a third region of energy
degeneration (the S,/S, CI crossing region) that funnels the
system into the ground state. The topology of these Cls is
similar to those already described in many other Z-E
photoisomerization processes.l'qa’m'ng’30 From photon absorp-
tion to the $,/S, CL a total energy of ~43 kcal/mol (at the
CASPT2 level) has been converted into vibrational excess
mostly located into the torsional mode, resulting in almost
twice the energy required for retinal isomerization in
rhodopsin.™

From this last state crossing, the molecule can evolve along
two different paths on the ground state, the first one
completing the torsion and the second one aborting the
rotation and recovering the initial structure (see the Supporting
Information for more details). In both cases, the same initial
structure is recovered due to the symmetric arrangement of the
two equivalent hydrogen bonds; in the first case, the rotation is
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completed up to 180° and in the second case, the rotation is
aborted.

The resulting structure after 180° rotation is equivalent to
the initial configuration. Therefore, the same rotational process
can be fulfilled by absorption of a second photon, completing a
360° cycle by applying a monochromatic UV source with the
corresponding wavelength. Moreover, as has been shown, there
are no intermediates along the rotational path; therefore, the
process is expected to be ultrafast. In addition, the large
vibrational excess along the MEPs involving mainly the
rotational coordinates makes the complete cycle process to
be expected as highly efficient. Nevertheless, nonadiabatic
molecular dynamics (NAMD) simulations are necessary in
order to quantitatively predict the efficiency of the process.*!

In order to provide a description of the photoisomerization
dynamics, a single reference trajectory without initial kinetic
energy (T = 0 K) has been computed by using Tully’s fewest
switches algorithm®™® with decoherence correction® “** work-
ing within MOLCAS.** This trajectory closely represents the
photochemical behavior of the motor at very low temperatures,
that is, in the absence of thermal energy boosting or quenching
the isomerization.

From the obtained results, it can be concluded that
photoisomerization is an efficient and an ultrafast process.
Even without initial kinetic energy, the decay to the ground
state is reached in ~260 fs with a torsion ¢ of ~—85° (see
Figure 5), and the complete photoisomerization takes place in
~430 fs with a torsion ¢ of ~—190° (see the Supporting
Information). The excited-state lifetimes can be estimated from
the NAMD simulation; S; S, and S, have approximate
lifetimes of ~150, 90 and 20 fs, respectively. According to the
time scale of the photoisomerization (~0.5 ps), the rotation
frequency is in the range of 10" s™" (terahertzs), which is, to
our knowledge, the highest documented Z—E photoisomeriza-
tion frequency of a photoactive artificial molecular motor.

In order to check the stability of the computed CAS(8,8)/6-
31G* trajectory at room temperatumf a computationally
more affordable 3-21G basis set was employed for the
determination of 20 trajectories (see the Supporting
Information for details). Although the PESs with both basis
sets are qualitatively similar (see the Supporting Information),
they present some differences. Specifically, the steepness of the
PES along the MEPs is lower for 3-21G than that for 6-31G*.

dx.doi.org/10.1021/jz302152v | . Phys. Chem. Lett. 2013, 4, 1389-1396
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This makes the 3-21G NAMDs slower (larger time scale
photoisomerization) and less efficient due to the lesser impulse
along the rotational coordinate (e.g., the 0 K NAMD with the
3-21G basis set does not fulfill the photoisomerization, contrary
to the 6-31G* trajecotry). Nonetheless, 4 out of 20 trayectories
(20%) give rise to the isomerization in a 1.5 ps time window,
and more importantly, all of the computed trajectories provide
unidirectional rotation after vertical excitation (ie., counter-
clockwise rotation is forbidden). These results are in agreement
with the 0 K 6-31G* NAMD as well as with the computed
MEDPs.

In conclusion, in this study, we present a novel concept for
the design of photoactive molecular motors, the induction of
unidirectional rotation by a chiral hydrogen bond environment.
Indeed, molecular photoswitches could be converted into
molecular motors by inducing a chiral environment through
hydrogen bonds. This kind of design has some novel benefits in
comparison to previously reported molecular motors; (i) both
7 and E isomers can be designed in order to be structurally
identical, as is the case of the present molecular motor (Figure
1). Therefore, a2 monochromatic light source can be applied to
complete the whole photocycle (360°). (ii) Both Z to E and E
to Z photoisomerizations take place in a single step without any
energy barrier. Therefore, the process is expected to be ultrafast
(taking less than 1 ps) and with radiative or quenching
deactivations playing eventually a minor role. (iii) Any efficient
molecular photoswitch can be transformed into an efficient
photoactive motor by introducing the chiral hydrogen bond
environment without modifying the chromophore electronic
nature. (iv) The strength of the hydrogen bond(s) is tunable,
facilitating the possibility to control the quantum yield of the
process.
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ABSTRACT

Essential guidelines for the design of novel photoactive Z-F molecular motors are described. More
specifically, the introduction of a chiral hydrogen bond environment into efficient molecular
photoswitches was explored as a novel approach for the design of molecular motors with enhanced
properties: the complete 360° rotation is achieved by only two photochemical steps (no thermal steps).
This design strategy is described by analyzing the complete photocycle of such kind of Z-F molecular
motors, exemplifying these guidelines with the rational design of a photoactive molecular motor already
studied (J. Phys. Chem. Lett. 2013, 4, 1389). Concretely, we analyze (i) the election of the starting
photoswitch based on its electronic and structural properties, including the role of the ground state
conformations, the relation between structure and optical properties, as well as the factors controlling the
photoswitch rotation performance; also (ii) the strategy for the inclusion of the chiral hydrogen bond
environment providing unidirectional rotation is discussed, focusing specially on the effect of the
hydrogen bond in the ground state pre-twist and also on its effect in the excited state reaction path. Finally
(iii) we review the complete photoisomerization mechanism in order to provide a whole picture of the

process.

INTRODUCTION devices. For ideal devices, the conversion of
energy into mechanical work (motion), an easily

The design and construction of molecular monitorizable cycle at a short time scale, a

machines is tightly associated with technology cyclic process and being autonomous are some

required features.* The advantages of using light
decades mnanotechnology focused on  the as the energy supply are well known: there are

development of machines with increased no waste products, it is easily controlled by
capacity and minimized size. This resulted in

the construction of molecular assemblies of

and industry advances. Accordingly, in the last

modern optical instruments (e.g. precise
wavelength selection) and it shows high

different size, shape, structure, function and use. temporal and spatial resolution. Hereby, in this

To reach this aim, two approaches are possible,

study we select light as the energy supply and Z-
namely the top-down or the bortom—up."z

E photoisomerization as the chemical reaction
Whereas  the first one is based on the (among pericyclic reactions, tautomerization,
miniaturization of the components, the second dissociation, electronic transfer, etc)_mn

one makes use of atoms or molecules to build

devices, being a suitable deal for chemists.’ Among the different synthesized molecular

devices, either molecular switches or motors
Molecular machines are designed to perform a

specific task and therefore certain properties

perform an essential function in molecular

machines. In general, molecular switches are
have to be satisfied in order to be useful molecules that can be interconverted by an

1
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energy supply between two (meta-) stable states.
These devices have been broadly studied to
control  common processes (e.g. ion
complexation, catalysis, peptide folding,
electronic properties, etc.)''!” and as building
blocks for the construction of rotary motors J820
Several types of photoinduced switches have
been studied, such as azobcnzcnc,21
cliarylethem:s,22 green fluorescent protein
chromophore analogues23 and derivatives of the
protonated Schiff base chromophore of
rhodopsinsz”i’26 (for a complete review on the
topic see ref. ). Whereas the direction of
rotation experienced by molecular switches is
usually  neither controlled nor relevant,
molecular motors are characterized by a
unidirectional rotation of 360 degrees, making
the design and mechanism of these devices
more sophisticated and consequently, less

investigated.

Examples of efficient molecular motors are
found in Nature as: ATP synthase, a biological
rotary motor that uses ATP and transmembrane
electrochemical gradients as energy
supp]jes,”‘29 kinesine and myosine, molecular
assemblies which move in a linear fashion along
a track by consumption of ATP."3% These
models are a highly suitable starting point for
the design of novel artificial and efficient
molecular motors. The first examples of
molecular motors were described by Kelly et
al® (chemical motor) and Feringa et al
(photoinduced motor), both in 1999. Since then,
numerous structures have been proposed as
molecular motors leading to a continuous

growing of this nanotechnology field.

The main difference between molecular
switches and motors is the unidirectional
character of the motion. This fact can be
achieved by introduction of a chiral
environment in the structure, which imposes an
efficient unidirectionality. A chiral environment
can be achieved by protein surroundings as in
rhodopsin,}s‘}f’ by a helical structure as in

2237 o1, as we recently p]’oposed,38

diarylethenes
by the induction of an initial torsion due to the
formation of a chiral hydrogen bond
environment (i.e. one of the chemical groups
involved in the hydrogen bond is covalently
bonded to a chiral carbon atom). Helical-shaped

structures as overcrowded alkenes are the most

178

studied models.223*?7

In this case, the
unidirectional rotation of 360 degrees is
complete with high quantum yields in two
photochemical (ultrafast processes) and two
thermal steps. Thermal steps limit the rotational
rate and decrease the speed regarding to a fully
photochemical process. This weakness has been
improved by structural and electronic changes,
nevertheless thermal isomerization steps always
cause the slowing of the overal
mechanism.”>**
With this idea in mind, we proposed a novel
type of molecular motor with unidirectional
rotation achieved by a chiral hydrogen bond
environment, and ensuring a 360 degrees cycle
by only two photochemical steps promoted by
the same excitation Wave]ength.38 This approach
not only contributes to increase the motor speed,
but it also allows applying a single
monochromatic light during the rotation.

COMPUTATIONAL METHODS

The ground state conformational study has been
performed by Mgller—Plesset perturbation
theory to the second order (MP2)4]‘42 with a 6-
31G* basis set. Specifically, all possible minima
conformations of the molecular motor and all
transition states that connect them were
computed (see  Supporting Information).
Frequency calculations of all these stationary
points were performed at the same level of
theory.

All the photochemistry and photophysics
calculations were carried out by MS-
CASPT2//SA-CASSCF methodology*®  (State
Average-Complete Active Space Self
Consistent Field, with correction to the energy
by Multi State-Perturbation Theory to second
order), with a 6-31G* basis set. All 7 and ©*
orbitals were included in the active space,
corresponding to 8 electrons in 8§ orbitals. In
order to determine the excited state relaxation
pathway after excitation, minimum energy paths
(MEPs) were calculated by applying the
steepest descent algorithm in force constant
weighted Cartesian coordinates with a step size
of 0.02 A. The crossings between electronic
states (i.e. conical intersections, ClIs) were
characterized by calculating the gradient

2



difference (GD) and derivative coupling (DC)
vectors (see Supporting Infr:)rrnation).44 In
addition, the topology of the crossing was
depicted by a scan of 20 geometries forming a
circle of radius 0.05 A around the CI, generated
by a linear combination of the GD and DC
vectors. The energy for each scan point was
calculated at the SA-CASSCF level. Finally,
single—point energies of the most relevant
structures determined at the CASSCF level of
theory was calculated at the CASPT2 level, in
order to introduce the dynamic electron
correlation. The dynamical behavior was
studied by means of non-adiabatic molecular
dynamics (NAMD), applying the Tully’s fewest
switches algorithm45 with decoherence
correction for the surface hop,%'” as
implemented by us.** All calculations have been
performed with MOLCAS 7.6"° and Gaussian
09" suite of programs.

RESULTS

A novel photoinduced molecular motor based
on chiral environment provided by hydrogen
bonds has been recently rcported.38 Even though
it is the first example of this kind of photoactive
molecular motors, general underlying molecular
design concepts can be extracted and set as
general rules in the design of new photoactive
devices. Here we reveal these general ideas and
exemplify them by a particular molecular motor

model.

First, we analyze the ideal characteristics of an
efficient Z-E photoswitch, the starting point in
the photoactive molecular motor design.
Second, we design and study a molecule
fulfilling the desired characteristics based on the
retinal Schiff base. Afterwards, the general
strategy for the inclusion of a chiral
environment providing unidirectional rotation to
a photoswitch is discussed and exemplified by
the study of the static and dynamical
photochemical properties of an efficient
molecular motor. Finally, the general
photoinduced unidirectional rotation mechanism
is summarized.

FEfficient Z-E Photos witches: General

Considerations. Despite the capital relevance
of molecular Z-E' photoswitches rational design,
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general rules for their molecular design are not
well-established, regarding both the molecular
and the electronic structure. Here we present
some guides for the specific design of planar or
nearly planar Z-E molecular photoswitches
which are the starting point in the design of an
efficient photoactive molecular motor. In the
present study we considered photoswitches
which are restricted to be chromophores,
therefore the absorbed photon is the energy
source for the Z-E photoisomerization.
Nevertheless, even if the chromophore could be
excited by other mechanism (ie. energy

transfer), the arguments presented along the text
would remain vald.

Firstly, the photoswitch to be designed has to be
planar or nearly planar, with several conjugated
7 double bonds formed by sp® atoms such as
catbon atoms or quaternized nitrogen atoms,
since they are able to keep the planarity of the
system. We focus on this type of switches as
they are the most common Z-E
phOtOSWitChCS,Sl'S nevertheless other kind of
photoactive switches not covered in this study

2

could be eventually considered for the design of
a molecular motor. It is also possible to include
terminal carbonyl or amino groups.
Furthermore, it is well known that the length of
the m-conjugated system determines to a great
extent the excitation energy, where the general
trend is that the larger the m-system length, the
more red-shifted is the absorpticm.s3 Based on
these general choices for the molecular design,
different  possibilities arise for potential
photoswitches, and the election of the specific
starting system becomes mainly a task of
imagination and creativity. On the contrary,
another strategy (usually safer) is to modify
existing efficient photoswitches, either artificial
or natural*”* We will follow the latter strategy,
being our selected photoswitch based on the

retinal chromophore.

On one hand, let us consider the excitation
process. The nature of the electronic transition
needs to involve the m-system, ie. '(mm¥),
typically producing some degree of bond length
alternation in the excited state, where nearly
double bonds become nearly single and vice
versa.”> This kind of excitation could induce
some formal double bond to undertake Z-E

photoisomerization. In order to avoid Z-E
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photoisomerizations along different double
bonds, a widely used strategy is to block all but
one double bond, usually integrating them into
conformationally rigid rings (i.e. five member
rings).26 Nevertheless, this kind of compounds
with only one isomerizable double bond does
not necessarily undertake the desired
photoisomerization. On the contrary, it can be
possible for the system to decay to the ground
state in many other undesired ways (usually
intemal conversion or fluorescence emission).

In the following, we analyze the electronic
properties of a generic system that fulfils the
above described structural requirements.
Moreover, some general characteristics essential
to design an efficient Z-E photoswitch are
provided. Three main factors are analyzed: i)
electronic excitation nature i) population
probability of the target electronic excitation,
and iii) influence of underlying electronic states.

i) Regarding the electronic excitation nature, the
desired transition has necessarily to involve a
bonding to antibonding w transition where the
main contribution is due to the atoms involved
in the selected double bond (i.e. C=C bond). A
large contribution of the molecular orbitals of
the selected bond would result in a large bond
length alternation. Therefore, once selected the
system to study, the first step is to identify the
electronic  transition nature in order to
understand its  potential photoswitching
efficiency.

i) Nevertheless, the identified transition (i.e.
HOMO-LUMO transition) not necessarily
corresponds to an accessible electronic state.
For instance, this transition could be mainly an
optically dark transition. A simple inspection of
the molecular orbitals (MQO) involved in the
transition can provide much information without
the necessity of a precise determination of the
absorption spectrum. If we consider an ideal
planar system with a central double bond, the
bonding MO (i.e. HOMO) is A" symmetry (Cs
point group) as well as the antibonding MO (i.e.
LUMO). Therefore, the electronic excited state
has also A'symmetry as a result of the A" x A"
product. Also the "x" coordinate defining the
axis placed along the sigma CC bond (i.e. “x”

axis) has A' symmetry, making the transition

dipole integral (_Jr lfffxﬁ"g) not vanishing since
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the product A' x A' x A' corresponds to the
totally symmetric representation, A' (Figure 285).
It is therefore clear that a strong contribution of
the m-bonding MO to the antibonding MO
configuration of the isomerizing double bond to
the electronic excitation corresponds to an
optically bright state.*®’

iii) Finally, it is well known that after an
electronic excitation, a system can undergo
different processes. Specially, if excited states
of lower energy exist, the photoisomerization
process could be deactivated. This situation
becomes clear if we consider a system where
the bright state is not the first electronic excited
state and there are low lying excited states with
different electronic nature. In this case, different
crossings can provide alternative photochemical
pathways since the potential energy surfaces
topology is markedly different due to the
different electronic state nature. This situation
has to be overcome in the design of photoactive
molecular motors ensuring that the bright state
is the first excited state or that the electronic
nature of low lying excited states is similar to
the bright state electronic nature, avoiding
undesired photochemical pathways.

Initial Design of a Z-E Photoswitch. As
aforementioned, in this study we follow a
usually safe strategy for the design of an
efficient photoswitch: the modification of an
existing model. Among the wide variety of
reported photoswitches, we select as framework
a minimal model of the protonated Schiff base
chromophore ofrhoclopsins,y"26 constituted by
three double bonds (PSB3, Figure 1).

\/\/\N+/H
|

H

Figure 1. Structure of the selected
chromophore, the protonated Schiff base of
three double bonds.



Once selected the chromophore nature, we
increase the conjugation degree of the systemby
adding new double bonds in order to ensure an
energetically accessible red-shifted absorption.
Moreover, we select  the desirable
photoisomerizable double bond (the one in the
middle of the chromophore structure) and
integrate the other double bonds into rings to
avoid competitive photoisomerization
processes. As ring conformational equilibra are
also competitive processes, we choose five
member rings since they are the most
conformationally rigid ones. Following these
guides, we are able to design a potentially
efficient photoswitch which structure is shown
in Figure 2. The dihedral angle, ¢, is defined as
the 12 3 4 dihedral. Due to the steric hindrance

(or effect) between hydrogens in the quaternized

Photoswitch  Absorption
proposed molecular

Spectrum.  The
switch presents two
optically dark states (oscillator strengths below
1-107, see Table 1) being the two lowest-energy
singlet excited states, S; and S, These states are
described by a monoexcitation and a double
excitation, respectively, from a w orbital of the
cyclopentadiene unit to the m* of the central
double bond (see Figure 1S). Moreover, the
lowest-lying optically bright state corresponds
to Sa, with relatively high oscillator strength of
0.66. The electronic transition nature of this
state is a monoexcitation from the bonding = to
the antibonding w* of the photoisomerizable
double bond (see Figure 1S). The S,—S;
absorption energy is 89.4 kcalmol (at the
CASPT2 level), so it can be populated
irradiating with a light source around 320 nm of

imine moiety and the ones in the opposite ring, wavelength.

two equivalent minima exist in the ground state

with o and —¢ degrees respectively.*®

Figure 2. Photoswitch final structure.
State Transition Ec aspr2/keal smol™ (nm) f

S1 Yt 35.5 (810) 27107
S, Hmn*) 88.2 (324) 2.3.107
S3 '(*) 89.4 (320) 0.66

Table 1. CASPT2 vertical excitation energies and oscillator strengths of the designed photo switch.

Photodynamical Behaviour of Molecular Devices
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Switch Motion Performance. The design of an
efficient molecular switch is essential to ensure
the efficiency of the molecular motor. Hence,
the photochemistry of the proposed photoactive
molecular switch was studied to evaluate its
efficiency, both mechanistically and

dynamically.

As described in the "Photoswitch Absorption
Spectrum" section, the optically lowest-lying
bright excited state is S;. After excitation, the
system relaxes along the stretching mode, by
elongation of the central bond (from 1.37 A to
1.51 A). As the molecular switch minima (there
are two equivalent minimum energy ground
state structures) are non-planar structures, the

stretching
(Angstrom)
e

O (degrees)

torsion is partially coupled to the stretching
modes (i.e. bond length variation makes torsion
gradient component to vary), inducing rotation
to start before elongation is completed. The
system relaxes along the torsion coordinate up
to ca. -73 degrees, reaching a S;/S, CI (Figure
3). After the crossing, the system continues
rotating until ca. -91 degrees as it reaches a
S,/S; CI and a S,/Sy, CI almost as a triple
crossing (Figure 4). From this point, the system
can evolve completing 180 degrees of torsion or
recovering the starting structure, aborting the
process (Figure 5).

(jow/eax) ABiou3 aneloy

Figure 3. S; CASSCF energy profile along the MEP as a function of the central bond stretching and
torsion coordinates (left). The S3/S, conical intersection structure and topology are shown (right).
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Figure 4. S5, S; and Sy CASSCF energy profiles along the MEP as a function of the central bond torsion
coordinate (left). The S,/S| and S,/S, conical intersection structure and topologies are shown (right).
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Figure 5. Ground state relaxation from the S;/S; CI showing both paths, aborting and completing the

torsion mechanism.

Moreover, the efficiency of this model switch
has been studied by means of non-adiabatic
molecular dynamics (NAMD) simulations. 34638
A single reference trajectory at T = 0 K (i.e.
without initial kinetic energy) was performed, in
order to study the feasibility of the process.
Indeed, if shown to be possible when no initial
kinetic energy is included, the proposed
mechanism is expected to remain efficient at T

> (0 K since MEP as well as NAMD indicate

Photodynamical Behaviour of Molecular Devices

that it is the most relevant photorreaction. The
results indicate that photoisomerization is an
efficient process for this
photoswitch model, being the dynamics in close

and ultrafast
agreement with the minimum energy paths. The
NAMD simulation indicates that the ground
state is reached in ~ 215 fs with a torsion angle,
¢, of ~ 100°, and the photoisomerization is
finally completed in ~ 350 fs. Moreover, the
lifetimes of each excited state can be estimated
from the NAMD simulation; being S3 the
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longest lived excited state with a lifetime of ~
135 fs, whereas S, has an approximate lifetime
of ~751s and S, exists only for~ 6fs. This is in
agreement with the crossings found along the
MEP, with S,/51 CI and S,/Sy CI really close in
energy and structure (Figure 6).

Conversion of Photoswitch into a Photoactive
Motor: Structural Modifications for the
Inclusion of a Chiral Hydrogen Bond
Environment.

Starting from an efficient Z-E photoswitch, i.e. a
molecule  that photoisomerizes in  both
directions, clockwise or counterclockwise,
additional structural modifications have to be
done in order to make the system to rotate
unidirectionally, i.e. to convert the switch into a
motor. This unidirectionality is usually achieved
by providing a chiral environment as it has been
repor[ed.njs'” Whereas, we have adopted a
novel approach based on the generation of a
specific chiral hydrogen bond environment.”*
The structure design of this photoactive
molecular motors family focuses on the

% t-135fs r-75fs T©-6fs

S3 S; S S

——MD stats

Energy (kcal-mol'1 ]
8

1.0

-0.6

-0.4

+0.0

T T T T T T T T
-50 0 50 100 150 200 250 300 350 400
time (fs)

introduction of polar groups (e.g. hydroxyl
groups) connected to chiral carbon atoms.

Here, some general guidelines are described for
the inclusion of a chiral hydrogen bond
environment. First, it has been taken into
account that two hydrogen bonds are formed —
and also two broken- along the whole rotation
mechanism  (360°). Therefore the motor
structure should have at least three polar groups
(e.g. OH, NH;") capable of hydrogen bond
interaction. Once selected the polar groups to be
included in the photoswitch, we have to ensure
the right orientation and space proximity
between those groups, to allow the interaction
establishment. Moreover, to achieve a
unidirectional rotation, at least one of the two
polar groups involved in the hydrogen bond has
to be a chiral atom substituent (e.g. placed in a
chiral carbon atom). In addition, as the polar
groups inserted could have atoms with non
bonding electrons (e.g. N, O, etc.), it is
preferable to avoid their conjugation with the
chromophore in order to preserve its nature and
efficiency (Figure 7).

r-135fs 1-75fs t-6fs
5 bS8 s,
+0.8 \-‘\\
c \\
=] 1
5 i A
= !
=3 :
o H H
o ! \
L0.2 : \_’\
i ' v/
0 50 100 150 200 250 300 350 400
time (fs)

Figure 6. (Left) Si, Sa, Sy, and Sy CASSCEF relative energy profiles and population along the NAMD
simulation at 0 K. (Right) Torsion ¢ evolution along the molecular dynamic simulation.
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Figure 7. (A) Structure of the starting molecular photoswitch. (B) Structure of the molecular motor
derived following the guidelines described above, where the chiral hydrogen bond environment is

introduced via hydroxyl groups.

Hydrogen Bond Role in the Ground State:
Global Minimum and Unidirectionality.

The structure modifications included in the
photoswitch structure have a clear influence on
the molecule force field. Regarding the ground
state, the chiral hydrogen bond environment
leads to a single ground state minimum on the
corresponding motor potential energy surface
(PES). Whereas, the photoswitch exhibits two
equivalent global minima in the ground state
(Figure 8). This fact is closely related with the
unidirectional and non-controlled rotation that
motor and switch, respectively. undergo when
photoexcited. On one hand, the non-controlled
rotation of the molecular photoswitch is due to
the clockwise photoisomerization of one
minimum structure and the counterclockwise
photoisomerization of the other ground state
minimum  structure. Hence, the photoswitch
global motion is not unidirectional. On the other
hand. the chiral hydrogen bond formation leads
to a single global minimum in the ground state
of the molecular motor, therefore allowing
photoisomerization only in one direction.

Moreover, it is noteworthy that the formation of
the hydrogen bond (by introduction of hydroxyl
groups, in this study) should maintain a non-

Photodynamical Behaviour of Molecular Devices

zero initial rotation, ¢, in the ground state. Any
torsion from the planar structure implies the
central double-bond to be partially broken,
which is compensated by the stabilization due to
the hydrogen bond formation. Therefore, the
ground state geometry is a balance between both
effects.

In addition, the structure of the molecular motor
fulfilling the described design guidelines is
constrained to a large extent, due to the lack of
single bonds with free rotation. However, the
presence of rings or polar groups (i.e. hydroxyl
groups) with conformational freedom can lead
to different stable conformers in the ground
state. Their structure should be analyzed in
order to check that they perform an identical
unidirectional motion. In our case of study, the
structure presents five-membered rings and
hydroxyl groups with conformational freedom.
The structure includes two different parts: three
(stator)
cyclopenteniminium (rotor) linked by a carbon-

fused five-membered rings and a
catbon double bond. This situation leads to
different stable conformers (local minima) of
the motor i the ground state (Figure 9).
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Figure 8. (A) Photoswitch global minima structure in the ground state. (B) Motor global minimum

structure in the ground state (chiral carbons marked with *).

Cyclopentene units

Stator | /-

‘ \
\

"“ﬁ. Hydroxylgroups |

A

Cyclopenteniminium unit

Figure 9. The three units with conformational freedom included in the molecular motor structure. Stator

and rotor frameworks are indicated.

Regarding to the cyclopentene fragments, it is
known that their equilibrium structure is non
planar, being the carbon atom opposite to the
double bond, C,, out of the plane of the other
four carbon atoms.’”™®" This ring bending mode
is generally known as the rmng-puckering
vibration and it is said that the structure is
puckered at equilibrium. For this fragment two
minima are reported in the ground state with
positive or negative puckering angle (the angle
between the planes defined by C,GGCs
coplanar atoms and C;CyCs) which are
connected by a low energy (below 1.0 kcal mol
1Y transition state, which corresponds to a planar
ring  structure (Figure 10a). For the
cyclopenteniminium unit, it can be reasoned in a

186

similar way as the structure presents two s.p2 C
atoms. As there is not an endocyclic double
bond, the carbons C;C,C;Cs are not coplanar
but it is observed that the carbon C; tilts out (up
or down) regarding to the other carbons. In this
way, two minima are found in the ground state
connected by a low energy (below 2.3 kcal mol
1) transition state, which is an almost planar
structure (Figure 10b).

Finally, some motor conformers differ in the
spatial arrangement of the hydroxyl groups. For
each group two stable conformations are found
in which the OH fragment is pointing inwards
or outwards of the cyclopentene ring. These
conformers are characterized by HCOH dihedral
angles around 177 and 60 degrees (Figure 10c).
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Figure 10. Possible conformational changes for a) cyclopentene units, b) cyclopenteniminiumunit and c)

hydroxyl groups.

Among all possible combinations of the
conformations, it is noteworthy that only a few
are stable structures (13 out of 32). Five of these
minima represent the 95% of the total
population at room temperature, whereas the
other eight conformers constitute the remaining
5% (see Supporting Information). Analyzing the
structure of the most stable conformers, we can
conclude that the initial torsion induced by the
hydrogen bond formation indicates the same
rotation direction for all of them: from -7.3 to -
0.57 degrees (Figure 11).

This fact ensures that although it exists a
conformational equilibrium in the ground state,
all the most relevant stable conformers rotate in

130
1204|
11048
1004

90

Relative energy (kcal/mol)

80

an identical unidirectional way avoiding the
efficiency reduction caused by the existence of
structures rotating in the opposite sense. In
order to check the pattern behavior proposed,
the absorption spectrum and the minimum
energy path from the Franck—Condon structure
are computed for the five most stable
conformers. The results indicate that all of them
exhibit the same electronic transition nature (see
Tables 1S, 2S, 3S, 4S and 5S of the Supporting
Information) and rotate unidirectionally in the
same sense (Figure 11).

—eo— M1

@ (degree)

Figure 11. MEPs on the excited bright state of the five most stable conformers (M1 to M5) which

represent 95% of the total population.
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Figure 12. (left) Motor and switch S; energy profile

(motor minus switch) along the same path.

Role of the Hydrogen Bond in the Excited
State: Torsion Acceleration and Retention.

The excited state evolution of the molecular
motor is clearly dictated by the presence of the
chiral hydrogen bond environment, as it is the
key factor providing the unidirectional rotation
after excitation, as discussed above.
Nevertheless, the effect of the hydrogen bond,
even if essential, is not limited to provide a pre-
twisted ground state

unidirectional rotation in the excited state. On

structure inducing a

the contrary, this interaction has a significant
impact on the excited state reaction path, as the
PESs are now modified by the formation or
rupture of the hydrogen bond. In order to gain
physical insight into this effect, it is possible to
compare the PESs along the excited state path
of both, the switch (where everything but the
hydrogen bond interaction is kept) and the
This
separate the effect of the hydrogen bond. Figure
12 shows relative energy profiles along S; path
for the molecular motor and the molecular

motor. study would permit to easily

switch (where the hydroxyl groups are
removed), i.e. the switch profile presented in
Fig. 12 comresponds to a path mimicking the
motor MEP. Therefore, the energy difference
between both energy profiles accounts for the

role of the hydrogen bond in the excited state.

The energy difference shown in Figure 12
(right) is a direct measurement of the hydrogen
bond effect
energies, the motor and the switch
geometries are virtually identical except for the

into the motor excited state

since

presence of the OH group. Also, since the
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along the motor MEP. (right) Energy difference

evolution of the motor in the excited state is
driven by the electronic changes in the
chromophore (with a m,n* state character), and
the hydrogen bond does not affect the
excitation, its influence on the MEP can be
understood as the effect of an external force
affecting in some extent the torsion. In order to
this

between both profiles (Figure 12, right) can

quantify effect, the energy difference
provide useful information. On one hand, the
energy difference becomes negative in the
region from ¢ ~ -10° to ¢ ~ -40°. In this region
of the MEP the stabilized in

comparison to the switch. This can be explained

motor is

in terms of hydrogen bond formation: for this
torsion interval the hydrogen bond is formed
and the rotation is enhanced with respect to the
switch. Moreover, the highest stabilization is
reached at ca. 20 degrees torsion, indicating that
the stabilization of the motor reaches its
maximum for this torsion. On the other hand,
also considering this regionof the MEP, it can
be seen that the force exerted by the hydrogen
bond over the torsion (determined by the slope
of the tangent line in the right graph of Figure
12) is initially positive (i.e. speeding the torsion)
up to ca. -20°. From this torsion to ca. -4(°, the
force exerted by the hydrogen bond retains the
torsion, reaching a maximum force value for
this torsion angle, which corresponds to an
inflection point in the energy difference plot,
indicating that the hydrogen bond is offering its
maximal resistance to be broken. Once the
system reaches the latter torsion value (p ~ -
40°), the net effect of the hydrogen bond along
the torsion results in a positive retention (the
than the

motor goes to higher energies
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up to ca. -20°. From this torsion to ca. -40°, the
force exerted by the hydrogen bond retains the
torsion, reaching a maximum force value for
this torsion angle, which corresponds to an
inflection point in the energy difference plot,
indicating that the hydrogen bond is offering its
maximal resistance to be broken. Once the
system reaches the latter torsion value (¢ ~ -
40°), the net effect of the hydrogen bond along
the torsion results in a positive retention (the
motor goes to higher energies than the
corresponding structure equivalent to the
switch). For torsion values larger than -40° the
motor torsion is therefore unfavorable because
this change in the torsion implies the necessity
of the hydrogen bond breaking, which
ultimately implies the rotating moiety to
perform a certain amount of work provided by
the absorbed photon. Consequently, a small part
of the absorbed photon energy is employed in
breaking the hydrogen bond in the retention part
of the MEP, while the previous torsion
acceleration part provides an initial impulse that
helps to increase the unidirectional rotation.

This influence of the hydrogen bond in the
excited state path is also reflected in the
dynamical behavior of both, the motor and the
switch. Since the hydrogen bond, close to the
conical intersection (ca. -90°), is almost broken,
the motor torsion will be always retained in
some extent in comparison to the switch, and
the expected excited state lifetimes will be
larger in the motor than in the switch. In fact,
the S3, S» and S; lifetimes are ca. 150fs, 90fs
and 20fs for the motor, while for the switch the
same lifetimes corresponds to ca. 135fs, 75fs
and 6fs respectively. The lifetimes are shifted
by ca. +15fs for each excited state as a result of
the torsion impediment provoked by the
hydrogen bond.

Summarizing, the effect of the hydrogen bond
in the motor torsion on the excited state can be

Photodynamical Behaviour of Molecular Devices

essentially understood in terms of an external
force provoked by the hydrogen bond and acting
over the torsion coordinate. Initially, the torsion
is accelerated (¢ < -40°) in the excited state
involving an additional kinetic energy of ca.
0.75 kcal/mol, while the retention of the torsion
in a second step (¢ > -40°) involves ca. 1.5
kcal/mol. It has to be noted that the energy
difference between the two parts of the
evolution on the excited state (ca. 0.75
keal/mol) is not enough to completely block the
torsion. Nevertheless, the hydrogen bond should
be carefully selected in the design process in
order to guarantee that is not strong enough to
yield a large retention force impeding
completely the rotation and blocking therefore
the Z-E isomerization. In this regard, the
maximal force exerted by the hydrogen bond
along the torsion is located at the inflection
point of the energy difference force
representation (Figure 12, right) and should be a
good parameter to understand the strength of the
hydrogen bond.

General Photoisomerization Mechanism.

This novel family of molecular motors performs
a simple and efficient unidirectional motion of
360 degrees. From the slightly rotated, ¢
degrees, minimum in the ground state the
system is irradiated. After excitation to the
optically bright state -the "m*) vertical
transition to the CC central double bond- the
system minimizes the energy along the
stretching  coordinate (i.e. bond length
alternation) coupled with the torsion one. Then,
the molecule continues rotating upon reaching a
conical intersection with the ground state. After
decay to the ground state, the motor completes
the half rotation cycle, 180 + ¢ degrees. The
complete cycle (360 + ¢ degrees) is
accomplished after vertical excitation of the
photoproduct, 180 + ¢ (Figure 13)*®.
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MEP coordinate

Figure 13. Photocyclization mechanism of novel molecular motors based on two photochemical steps

with an initial hydrogen bond induced rotation of ¢ degrees.

Therefore, the full cycle can be achieved by
absorption of a second photon of the same
wavelength. This means that applying a
monochromatic UV source, the molecular motor
rotates in a unidirectional way completing the
full cycle. The torsional mechanism and
photochemistry of the second half cycle is
exactly the same as the one described for the
first half cycle.

CONCLUSIONS

A set of general guidelines are given for the
design of an efficient Z-E photoactive molecular
motor by introducing a chiral hydrogen bond
environment into a photoactive switch. First, we
provide some ideal properties for the starting
photoswitch in order to behave properly: the
electronic  excitation should be  mainly
constituted by the =n-m* transition of the
isomerizable double bond, while the
photoisomerization around the other double
bonds should be blocked. Then, we show how
to include the chiral environment providing
unidirectional rotation and describe the aspects
controlling the efficiency of this type of motors:
pre-twisted structure in the ground state,
unidirectional rotation after excitation to the
optically bright state, and weak enough
hydrogen bond in order to prevent stable
intermediates in the excited state.

The complete design process of a photoactive
motor is exemplified by a system based on the
retinal chromophore. Both, the photochemistry
and photophysics of a photoactive molecular

190

motor and switch related in structure have been
analyzed. The comparative study provides some
keys to understand the molecular switch
conversion into a molecular motor:

— the chiral environment generated by hydrogen
bond formation is essential to ensure
unidirectional rotation as only one global
minimum is stable in the ground state,
characterized by initial torsion.

— compared to the molecular switch, the
hydrogen bond presence in the molecular motor
retains the torsion motion as the Cls are reached
at lower  torsion values and the
photoisomerization process is ca.100 fs slowed.

— the hydrogen bond is strong enough to guide
the torsion but not too strong to avoid the
photoisomerization process.

— these novel molecular motors are also
characterized by an improved overall
mechanism (i.e. no thermal steps are necessary
to complete the 360° cycle; the time scale of the
complete process is less than 1 ps, being faster
than any other motor reportcdf’z'ﬁ").
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Chapter 8: Summary and Conclusions

"Seven and a half million years our race has waited for this Great
and Hopefully Enlightening Day!" cried the cheer leader. "The
Day of the Answer!" Hurrahs burst from the ecstatic crowd.
"Never again,"” cried the man, "never again will we wake up in the
morning and think Who am 1? What is my purpose in life? Does it
really, cosmically speaking, matter if | don't get up and go to
work? For today we will finally learn once and for all the plain
and simple answer to all these nagging little problems of Life, the
Universe and Everything!".

... There was a moment's expectant pause whilst panels slowly
came to life on the front of the console. Lights flashed on and off
experimentally and settled down into a business-like pattern. A
soft low hum came from the communication channel. "Good
morning,” said Deep Thought at last. "Er ... Good morning, O
Deep Thought," said Loonquaw! nervously, "do you have ... er,
that is ..." "An answer for you?" interrupted Deep Thought
majestically. "Yes. | have."

... "There really is one?" breathed Phouchg. "There really is one,"
confirmed Deep Thought. "To Everything? To the great Question
of Life, the Universe and Everything?" "Yes."

... "And you're ready to give it to us?" urged Loonquawl. "l am."
"Now?" "Now," said Deep Thought. "Though I don't think,"
added Deep Thought, "that you're going to like it." "Doesn't
matter!" said Phouchg. "We must know it! Now!" "Now?"
inquired Deep Thought. "Yes! Now.

.. "Alright," said the computer and settled into silence again.
"The Answer to the Great Question...""Yes ...I" "Of Life, the
Universe and Everything ..." said Deep Thought. "Yes ...I" "Is ..."
said Deep Thought, and paused. "Yes ...I" "Is ..." "Yes ...111..2"

"Forty-two," said Deep Thought, with infinite majesty and calm.

The Hitchhiker’s Guide to the Galaxy. Douglas Adams



Photochemical and Photophysical Reaction Dynamics of Chemical and Biological Systems

In this thesis we have developed a series of theoretical and computational

methodologies, which were subsequently applied to a set of chemical and biological

relevant systems in the field of photochemistry. The phenomena considered in this thesis,

can be described as follows:

Dexter-type energy transfer mechanisms between a donor and an acceptor
molecule have been studied with the aim of defining an energy transfer
reaction coordinate. Special attention has been focused on nonvertical
excitation triplet-triplet energy transfer (TET).

Effect of external forces over the spectroscopical properties of molecular
systems was studied. Understanding the force as an agent which can
induce structural changes in the conformation of the molecule, being it a
substituent or a direct applied mechanical force.

Design of molecular devices using a bottom-up methodology, which
operates in an autonomous fashion and in the case of molecular motor
induces a unidirectional rotation, driven by hydrogen bonds.
Chemiluminescence and bioluminescence phenomena were studied, using
a minimal model of the 1,2-dioxetane family of composes, which are the
intermediates responsible for the light emission after its decomposition.
Fluorescent emission of the irisFP, was studied in order to identify the
main structural factors which mainly influence the fluorescent emission at

a given temperature.

The aforementioned phenomena were addressed using a set of developed

methodologies which implies the use of standard ab initio methods as density functional

theory

(DFT), time dependent density functional theory (TD-DFT) and

multiconfigurational methods (CASSCF, CASPT2).
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Accordingly, it was developed the following methodologies:

An algorithm to define an energy transfer reaction coordinate, which can assign a
guantitative weight to the contribution of each internal coordinate to the global
transfer process.

A software for molecular dynamic simulation was developed, providing the

following features: a Nosé-Hoover chain of thermostat to control the temperature,



a fewest switches algorithm for non-adiabatic surfaces hopping, several interfaces
to perform “on the fly” molecular dynamics using Gaussian or Molcas, an
interface to perform molecular dynamics using analytical PESs and finally a
QM/MM interface which is currently under development.

e A guideline to design molecular switches and motors, which operates in a cycle

driven by photochemical excitations of the same wavelength.
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Chapter 9: Resumen y Conclusiones (Spanish
Version)

“José Arcadio Buendia paso6 los largos meses de lluvia encerrado
en un cuartito que construy6 en el fondo de la casa para que nadie
perturbara sus experimentos. Habiendo abandonado por completo
las obligaciones domeésticas, permanecio noches enteras en el
patio vigilando el curso de los astros, y estuvo a punto de contraer
una insolacion por tratar de establecer un método exacto para
encontrar el mediodia. Cuando se hizo experto en el uso y manejo
de sus instrumentos, tuvo una nocion del espacio que le permitié
navegar por mares incognitos, visitar territorios deshabitados y
trabar relacion con seres espléndidos, sin necesidad de abandonar
su gabinete. Fue ésa la época en que adquirié el habito de hablar a
solas, paseandose por la casa sin hacer caso de nadie, mientras
Ursula y los nifios se partian el espinazo en la huerta cuidando el
platano y la malanga, la yuca y el fiame, la ahuyamay la
berenjena. De pronto, sin ningun anuncio, su actividad febril se
interrumpid y fue sustituida por una especie de fascinacion.
Estuvo varios dias como hechizado, repitiéndose a si mismo en
voz baja un sartal de asombrosas conjeturas, sin dar crédito a su
propio entendimiento. Por fin, un martes de diciembre, a la hora
del almuerzo, soltd de un golpe toda la carga de su tormento. Los
nifios habian de recordar por el resto de su vida la augusta
solemnidad con que su padre se sentd a la cabecera de la mesa,
temblando de fiebre, devastado por la prolongada vigilia y por el
encono de su imaginacion, y les reveld su descubrimiento.

-La tierra es redonda como una naranja”

Cien afios de Soledad. Gabriel Garcia Marquez
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El proyecto realizado en esta Tesis consiste en el desarrollo y aplicacion de
metodologias tedricas y computaciones, usadas en la descripcion estatica y dindmica de
procesos fotofisicos y fotoquimicos de compuestos quimicos y de interés biologico. Estas
metodologias computacionales fueron implementadas aplicando técnicas punteras usadas

en el campo de la ciencia de la computacion.

La presente Tesis se compone de 4 bloques principales. El primero de estos
blogues estudia el proceso de transferencia de energia intermolecular, especialmente
transferencia de energia triplete. Por su parte, el segundo bloque examina los mecanismos
y comportamiento dindmico de dos procesos bioldgicos fotoinducidos de intereses
tecnoldgico. Mientras el tercer blogque consiste en el estudio del efecto de fuerzas externas
sobre las propiedades espectroscépicas de los sistemas moleculares. Finalmente, el Gltimo
bloque considera el disefio de dispositivos moleculares usando cambios conformacionales

fotoinducidos en la generacion de movimiento controlado.

9.1 Transferencia de Energia Triplete-Triplete

Terenin y Ermolaev fueron los primeros en observar que una molécula que absorbe
luz a cierta longitud de onda puede inducir emision de fosforescencia en otra que se
encuentra en la misma solucién, pero que sin la presencia de la primera especie, este
evento no se presentaria (Terenin and Ermolaev 1956). Este fendmeno es denominado

transferencia de energia triplete (TET).

El mecanismo de la TET consiste en un intercambio electrénico entre las dos
moléculas implicadas (Forster 1965), suponiendo que existe una interaccion electrostatica
entre el dador en estado excitado (D*) y el aceptor (A), esta interaccion acopla la energia
liberada por D* para excitar simultineamente el aceptor, proceso que resulta en la
formacion de las especies D y A*, conservandose el momento de spin total. Este proceso
ocurre con una velocidad que puede ser medida experimentalmente. Ademas, para que la
TET tenga lugar, es necesario que las moléculas estén a una distancia cercana para que

ocurra el intercambio electronico. Esta distancia en general es menor de un nanémetro.
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Como ha sido sefialado en un estudio teorico (Frutos, Castafio et al. 2004), para una
distancia dador-aceptor determinada, la diferencia de energia entre los estados triplete del
dador y aceptor (suponiendo un acoplamiento débil) esta modulada por activacion térmica
de determinadas coordenadas moleculares de los reactivos, lo que permite que ambas
energias sean iguales, permitiendo el proceso de transferencia de energia. Si se considera
una energia constante para el dador (lo cual ocurre, por ejemplo, con un dador rigido por
ejemplo), es posible determinar las coordenadas que regulan o modulan la activacién
térmica para un determinado aceptor (dador).

En la presente Tesis se desarrolla un algoritmo que permite identificar las
principales coordenadas en el proceso de TET, ademas establece un formalismo para
asignar valores numéricos a la aportacion de cada coordenada interna del sistema, a la
coordenada de reaccion del sistema. Ademas, este desarrollo demuestra la posibilidad de
separar las contribuciones del dador tanto como el aceptor, a la coordenada de reaccion,
cuantificando efectivamente el aporte de cada molécula en el proceso de TET (Zapata, et
al. 2014).

El mentado formalismo fue aplicado al paradigmatico caso del cis-estilbeno, que
fue la primera molécula en la que se estudio el proceso de TET no vertical. EI término de
transferencia no vertical surge de la hipotesis usada para explicar el hecho que la
velocidad de transferencia de energia para varios dadores son significativamente mas
altas en comparacion con las cinéticas predichas por Sandros (Saltiel, et al. 1984, sandros
1964) .

El algoritmo mencionado permiti6 la identificacion de las principales coordenadas
involucradas en el proceso de transferencia de energia del cis-estilbeno. Se obtuvo, que el
enlace central C1=C2 y las torsiones fenil-vinil (C1C2-C3C5 y C1C2-C4C6) indicadas en
la Figura 9.1, son quienes en mayor medida regulan la diferencia de energia singlete-
triplete, en la zona de déficits energético (Energia Aceptor > Energia dador). Este
resultado estda en desacuerdo con hipétesis previas acerca de la naturaleza del
comportamiento no vertical (Brennan, et al. 1994, Catalan and Saltiel 2001).
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Figura 9.1. Representacion esquematica del cis-estilbeno y numeracién de los principales atomos

involucrados en modular la diferencia de energia singlete-triplete.

Tras desarrollar el formalismo mencionado y corroborar su fiabilidad, es necesario
ampliar el enfoque del problema de transferencia de energia puesto que la orientacion
dada hasta el momento corresponde a un analisis estatico, sin embargo los procesos de
transferencia de energia ocurren en fase condensada a una determinada temperatura. Es
preciso entonces introducir los efectos dinamicos e investigar sus implicaciones en el
proceso de transferencia de energia, y posteriormente su comparacion con respecto a los

analisis estatico.

Para llevar a cabo un estudio dinamico fue desarrollada e implementada una
metodologia de simulacion de dindmicas moleculares. La metodologia se basa en la
aproximacion de Born-Oppenheimer, la cual supone que los nicleos atdmicos se mueven
en el campo electrostatico medio causado por los electrones, desacoplando formalmente
el moviente de ndcleos y electrones. Ademas de ello esta metodologia conlleva una
representacion clasica de los 4&tomos cuya dinamica estd gobernada por las leyes de
Newton. De tal forma que el potencial necesario para integrar las ecuaciones de Newton,
debe dar cuenta de las interacciones entre los atomos que conforman el sistema

molecular.
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Para obtener el potencial necesario para integrar las ecuaciones clasicas de
movimiento, se recurrio a una aproximacion cuadratica alrededor del punto Franck-
Condon (utilizando el gradiente y el Hessiano). Esta extrapolacién como fue demostrado,
describe de forma realista el potencial en los entornos del punto de equilibrio, al mismo
tiempo que permite un calculo sencillo y rapido del gradiente molecular. Ademas de esto
fue utilizado el algoritmo simpléctico Velociy-Verlet para integrar las ecuaciones de
movimiento. Donde simpléctico se refiere a la propiedad de conservar el espacio de fases
accesible a una determinada energia, sin perder o ganar energia por cuenta de errores

numéricos acumulativos (Frenkel and Smit 2002).

Por otra parte, el proceso de transferencia de energia en solucion se lleva a cabo a
una temperatura determinada, de manera que el dador y aceptor estas en equilibrio
térmico con el solvente. Por tanto para simular efectivamente estas condiciones es
necesario introducir un termostato que intercambie constantemente energia con el sistema
molecular. Para ello fueron implementadas las ecuaciones de la cadena de termostatos de
Nosé-Hoover (Martyna, et al. 1992). Estos termostatos intercambian energia con el
sistema molecular, de tal forma que las estadisticas resultantes de estas simulaciones
pertenecen a las descritas por un ensamble candnico NVT, que describen correctamente el

comportamiento de los sistemas moleculares a temperatura constante.

Esta metodologia de dindmicas moleculares fue aplicada al estudio de uno de los
pasos claves de la terapia fotodinamica, la transferencia de energia. En esta terapia es
usado algun tipo de sensibilizador, generalmente un derivado de la porfirina que tiene un
tiempo de vida media grande, para transferir la energia de excitacion al oxigeno en estado
fundamental triplete. El resultado de la transferencia es la formacion de oxigeno singlete
quien es el agente citotoxico responsable de la muerte celular (DeRosa and Crutchley
2002, Ethirajan, et al. 2011).
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9.2 Mecanismos y Comportamiento Dinamico de
Procesos Fotoinducidos en Sistemas Bioldgicos

Durante la elaboracion de esta tesis doctoral se desarrollé un software que permite
realizar simulaciones de dinamicas moleculares, bajo diferentes condiciones como:
energia constante, temperatura constante y aplicacion de fuerzas externas. Ademas, se
implementd un algoritmo para dar cuenta de del comportamiento no adiabético dentro de

las dindmicas moleculares, como se ha sdescrito en la seccion previa.

Este conjunto de herramientas fue utilizado en el estudio dinamico de varios
procesos fotoquimicos en sistemas modelo de interés bioldgico. A continuacion se

describe brevemente los resultados obtenidos.

9.2.1 Quimioluminiscenciay bioluminiscencia

El fendmeno de la quimioluminiscencia se refiere a la emision de luz como
resultado de la desactivacion fluorescente de una molécula en estado excitado, la cual es
producto resultante de una reaccion quimica. Cuando este fendmeno se presenta en los

seres vivos se llama bioluminiscencia.

Para el proceso de bioluminiscencia se ha encontrado que existe una familia de
intermedios de reaccién ciclicos, 1,2-dioxoetanos, que han sido sefialados como los
responsable de producir el fragmento en estado excitado responsable de la fotoemisién
(Fraga 2008). Sin embargo, no existe ain un concenso sobre el mecanismo de formacién
del mismo. Ademas, algunos hechos como la relacion fosforescencia/fluorescencia en la

quimioluminiscencia todavia no se ha podido explicada satisfactoriamente.

Uno de los aspectos mas interesantes en la descomposicion del 1,2-dioxentane, es
la aparicién de una regién dentro del espacio de fases denominada trampa entrépica (De
Vico, et al. 2007). Este término se refiere a la situacion donde los primeros cuatro estados
singletes méas bajos en energia e igualmente los primeros cuatro estados tripletes estan
degenerados en energia, en la regién entorno al estado de transicion que conlleva al

rompimiento del enlace O-0O.

Basados en la discusion anterior, en la presente tesis se lleva a cabo un conjunto

de calculos recurriendo a métodos configuraciones y estados con correcciones
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perturbativas de segundo orden (MS-CASPT2), con el objetivo de proveer resultados

claves que soporten en mecanismo biradicalario y su evolucién en la trampa entropica.

Ademas, dindmicas moleculares calculando el potencial “al vuelo” y usando el
nivel de teoria CASSCF/ANO-RCC-VDZP, fueron llevadas a cabo para calcular el
tiempo de vida medio de la molécula en la trampa entrdpica en el estado fundamental.
Ademas de esto, dado que el proceso de fosforescencia requiere una transferencia de
poblacion del estado fundamental al estado triplete, es necesario muestrear el espacio de
fases en el estado fundamental con el objetivo de tener geometrias de referencia para

futuros estudio de cruces entre sistemas.

9.2.2 Estudios QM/MM de la irisFP

En los ultimos afios, las proteinas fluorescentes (FPs) derivadas de la familia de
proteinas verdes fluorescentes (GFP) han sido exitosamente aplicadas como marcadores
bioldgicos (Wiedenmann and Nienhaus 2006), permitiendo la visualizacion de una amplia
variedad de procesos, desde la expresion de los genes hasta el desarrollo celular y el
movimiento de proteinas dentro de células vivas. Por otra parte, otras areas tecnoldgicas
como la microscopia Optica y fotdnica aprovechan las caracteristicas particulares de las
FPs, lo que ha llevado al desarrollo de la nanoscopia éptica y el avance en dispositivos de
almacenamiento de datos (Shaner, et al. 2007).

Estos logros han sido posibles gracias a la elevada resolucién espacial y temporal
ofrecida por las FPs, cuyas diferentes variedades pueden emitir diferentes colores e
intensidades, dependiendo de la longitud de onda requerida para la irradiacion.

Los estudios experimentales actuales se centran en la ingenieria genética (a través
de la mutacion genética dirigida) y de la caracterizacion estructural (mediante la
espectroscopia de rayos X). Estas poderosas herramientas permiten la investigacion
sistematica del efecto de remplazar diferentes aminos éacidos en la estabilidad de la
proteina y en el efecto deseado con respecto a la emisién y absorcién de radiacion, con
respecto a FPs anteriores. Sin embargo, la mayoria de los intentos ha mostrado la inmensa
dificultad de acertar cual mutacion especifica puede llevar a ciertos cambios en las
propiedades biofisicas, siendo el entorno proteico del cromdéforo altamente sensible al
ambiente quimico (puentes de hidrdgeno, transferencia protonica, apilamiento 7-). En
algunos casos una sola modificacion de un aminoacido es suficiente para observar la

variacion espectroscopica esperada. En otros casos la modificacion de amino &cido
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conlleva de manera inesperada a la perdida casi completa de la emision de fluorescencia,
la cual puede ser recuperada luego de varias rondas de mutaciones aleatorias.

Sin embargo, la tarea de obtener una FP que pueda variar su absorcién en la region
del rojo (630-750nm), se ha convertido en el objetivo de nimeros grupos de investigacion
dado que la mayoria de las FPs poseen un maximo de excitacion en la region de los 400-
588nm, Por lo que se requieren costosos laseres para llevar a cabo su fotoexcitacion.
Ademas, si se lograse que una FP absorbiese radiacion cerca de los 640nm, un puntero de
laser comdn podria ser usado como fuente, reduciendo el costo de las aplicaciones
tecnoldgicas.

Por otra parte, estudios tedricos y computacionales han sido llevados a cabo con el
fin de elucidar el mecanismo subyacente de fluorescencia, sugerido por los experimentos.
Estudios de mecanica cuéntica acoplados a los de mecénica molecular (QM/MM) han
arrojado valiosa informacidn sobre estos mecanismos. Sin embargo, el disefio racional de
las propiedades fluorescentes de las FPs no se ha intentado hasta el momento,
considerando las dificultades mencionadas.

Por lo tanto, En la presente Tesis se ha llevado a cabo un estudio preliminar sobre el
cromdforo de la IrisFP embebido en un entorno QM/MM. Inicialmente se encontré un
minimo que daria cuenta de la observacion experimental de fluorescente, puesto que los
estudios tedricos en el vacio han mostrado que tal minimo no existe. Asi mismo, se
caracteriz6 el entorno alrededor del minimo y el area de intersecciéon entre los dos
primeros estados electronicos singletes.

Con esta estructura de minima energia se realizaron dindmicas moleculares,
obteniéndose un espectro de fluorescencia tedrico, comparable al espectro experimental
descrito en la bibliografia (Adam, et al. 2008). Esta primera aproximacion permitio
aseverar la validez de la metodologia usada, al mismo tiempo ha abierto el camino que
permite estudiar sistematicamente las modifaciones en el entorno proteico (MM) y su

repercusion sobre las propiedades espectroscopicas de tales mutaciones.

9.3 Respuesta fotoquimica al Estimulo de Fuerzas
Externas

En el presente trabajo fue abordado el estudio estatico y dindmico de las
propiedades fotoquimicas de sistemas moleculares sometidos a fuerzas externas. Los

estudios presentados en esta Tesis han permitido plantear nuevas metodologias con el fin
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de predecir la modulacion de propiedades espectroscopicas como resultados de la

disrupcion de las fuerzas externas en la topologia de la superficie de energia potencial.

A continuacion se describe brevemente tales metodologias.

9.3.1 Efecto del sustituyente

En la presente Tesis fue desarrollada una metodologia para predecir la energia de
excitacion de un cromdéforo sustituido, basado en las modificaciones geométricas
inducidas por el sustituyente en el cromoforo de referencia. Para los cromdforos
organicos, si el sustituyente no interacciona significativamente con la configuracion
electronica responsable de la excitacion, es entonces posible analizar el efecto del
sustituyente sobre la longitud de onda absorbida, considerando el sustituyente como una

fuerza externa que modifica la geometria de equilibrio de la molécula de referencia.

Esta metodologia pretende identificar las coordenadas moleculares responsables del
cambio en la longitud de onda absorbida, utilizando una superficie modelo de tipo
cuadratica. Se muestra, que tales coordenadas asociadas con el cambio de longitud de

onda, estan relacionadas con la distorsion perpendicular al gradiente molecular.

Esta Metodologia se aplicé a la familia de S-nitrosotioles, utilizando geometrias de
referencia a nivel CASPT2, obteniéndose las coordenadas responsables de la modulacion
de la energia de absorcion. Asi mismo, se evalud la precision del método al compararlo

con célculos ab initio y se discuti6 las causas de error.

9.3.2 Control opto-mecanico

El desarrollo de materiales a escala nanoscopica es uno de los retos actuales mas
abordados en la actualidad. De especial importancia son los materiales fotoactivos cuya
configuracién cambia al ser expuesto a la radiacion electromagnética, convirtiendo la luz
en movimiento microscopico. Entre de estos materiales se encuentran los interruptores
fotosensibles, que estan compuestos por cromdforos con dos estados estables, que pueden
ser interconvertidos entre si al absorber luz. Dado que el azobenceno presenta dos
isdbmeros, cis y trans que pueden ser interconvertido entre si por medio de la radiacion
electromagnética de diferentes longitudes de onda, resulta ser el candidato ideal para el

desarrollo de dispositivos moleculares fotoactivos.
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En la presente tesis se presenta un estudio tedrico del efecto de fuerzas externas
sobre las propiedades espectroscopicas con el objetivo de modular la absorciéon de un
interruptor fotosensible en funcion de la fuerza externa aplicada, utilizando el azobenceno
como interruptor. (Zapata, et al. 2013). Inicialmente, se llevo a cabo un estudio estatico
de la topologia del azobenceno en estado fundamental fue llevado a cabo, pudiéndose
determinar los valores extremos de fuerza a los que puede ser sometida sin que ocurre una
disrupcion irreversible en el sistema. Seguidamente una optimizacion a fuerzas externas
constantes. Este procedimiento permitié identificar las geometrias moleculares mas
estables bajo una fuerza externa. Estas fuerzas son aplicadas como pares en las posiciones

para de los anillos aromaticos.

Seguidamente, se llevaron a cabo dinamicas moleculares a fuerza externa constante,
utilizando una aproximacion cuadratica para el calculo del gradiente. Dado que la
representacion cuadratica permite determinar el potencial de forma réapida, fue posible
calcular en cada paso de integracion, la energia para el estado fundamental y los dos
estados excitados mas bajos en energia S; y S, respectivamente. Con estos datos a
disposicion fue posible simular el espectro de absorcién, construido como un histograma
resultante de contar el nimero de energias de excitacion (Sp—S1 Y So—S2) que ocurren en
un intervalo determinado durante las dinamicas. Al multiplicar cada entrada de este
histograma por la fuerza del oscilador es posible obtener un espectro. Es importante notar
que, un estudio estadistico (i.e. un muestreo aleatorio de geometrias tomadas de las
dindmicas) fue llevado a cabo para identificar si existia una relacién entra la energia de
excitacion para cada estado y la fuerza del oscilador, en el caso de existir tal relacion se
ajusto a una funcion para describirla, mientras en el caso de no existir alguna relacion, la
fuerza del oscilador utilizada corresponde a la media aritmética de los valores

muestreados.

Los estudios dindmicos mostraron que no existe una modulacion aparente cuando
se aplican fuerzas de compresion para ambos isémeros. Sin embargo en el caso de fuerzas
de extension se ha encontrado que en el trans-azobenceno las fuerzas externas producen
un desplazamiento batocrémico para la transicién So—S;, mientras que por el contrario,
para la transicion Sy—S; la aplicacién de fuerza externa resulta en un desplazamiento
hipsocromico. Mientras que para el cis-azobenceno, las fuerzas externas producen un

desplazamiento batocromico para ambas transiciones. Seguidamente fueron identificadas
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las coordenadas internas mayormente responsables en la modulacion de la diferencia de
energia para ambas transiciones, haciendo uso de las constantes de fuerza (i.e. Hessianos)

obtenidas de las geometrias optimizadas a fuerza constate.

En este trabajo también se estudiaron posibles alternativas a la aplicacion de fuerzas
en posiciones diferente a posiciones para, encontrandose que las fuerzas aplicadas en
posicién meta podrian modular mas eficientemente la diferencia de energia entre So—S; y
So—So,.

Finalmente, basado en los resultados previos se propone un polimero lineal que
actia como un interruptor fotosensible. Basados en los dos posibles modos de operacién
del polimero y en el grado de polimerizacion del mismo son propuestos valores tedricos

para la cantidad de trabajo producido por unidad de tiempo.

9.4 Comportamiento Fotodinamico de Interruptores y
motores moleculares

Los motores moleculares fotoactivos son dispositivos que tras la promocién a un
estado electronico excitado llevan a cabo un movimiento rotacional unidireccional,
generalmente basado en una isomerizacion cis-trans de un doble enlace presente en la
molécula (Garcia-Iriepa, et al. 2013). Este caracter unidireccional del movimiento
rotatorio hace Unicos a este tipo de dispositivos para distintas aplicaciones como el
plegamiento de una macromolécula (Pijper and Feringa 2007), la generacion de
movimiento microscopico(Balzani, et al. 2009), etc.

Los motores moleculares propuestos hasta el momento (Feringa 2007), operan en
ciclos de cuatros etapas: dos fotoquimicas (utilizando radiacion electromagnética de dos
diferentes frecuencias) y dos térmicas, siendo las etapas térmicas la limitacion en la
velocidad de rotacion del motor. Ademés estos motores moleculares emplean

estructurales helicoidales para asegurar la rotacion unidireccional.

Una alternativa para mejorar el rendimiento de los motores moleculares ha sido
propuesta (Garcia-Iriepa, et al. 2013), en el cual se plantea una nueva estrategia para el

disefio de motores moleculares con una alta velocidad de rotacion, dado que dichos
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motores operan a través de solo dos etapas fotoquimicas (sin ninguna etapa térmica), las

cuales son iniciadas con radiacion electromagnética de la misma longitud de onda.

Estos nuevos motores moleculares deben presentar las siguientes caracteristicas:
a) su naturaleza electrénica deber ser tal que contenga un estado electronico permitido
que involucre la excitacion de un enlace C=C; b) presencia de un enlace de hidrogeno
quiral que sea lo suficientemente fuerte para producir la rotacion unidireccional pero
suficientemente débil para permitir la rotacion en el estado excitado; c) la ausencia de
minimos de energia accesibles a la temperatura de reaccion que permitan la formacion de
intermedios. En la Figura 9.2, se presenta un esquema de un posible motor molecular que

cumple las mentadas condiciones mencionadas.

Con el objetivo de corroborar la naturaleza unidireccional del motor molecular
propuesto, fueron llevadas a cabo simulaciones de dinamicas moleculares no adiabaticas.
Estas simulaciones utilizan trayectorias clasicas para describir las regiones del espacio de
fase donde el acoplamiento entre diferentes estados electrénicos es despreciable, mientras
que el algoritmo de Tully (Tully 1990) es usado en las regiones donde el acoplamiento
entre dos estados electronicos es significativo. Se usé la implementacion de este

algoritmo descrita en (Valentini and Frutos 2012).

Figure 9.2. Posible motor molecular fotoactivo cuya rotacion esta inducida por un enlace de hidrégeno que

genera un entorno quiral.
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Chapter 10: Appendices

Haskell W >>=
AE ->WE

“Cyberspace. A consensual hallucination experienced daily by
billions of legitimate operators, in every nation, by children being
taught mathematical concepts... A graphic representation of data
abstracted from banks of every computer in the human system.
Unthinkable complexity. Lines of light ranged in the nonspace of
the mind, clusters and constellations of data. Like city lights,
receding...”

Neuromancer. William Gibson.
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10.1 A General Molecular dynamics interface program:
HsDynamics

During this Ph.D. Thesis it was gradually developed a set of tools to carry out
molecular dynamics and also some utilities to manage several important tasks as are: file
parsing, calling of external electronic structure packages (Molcas, Gaussian, etc.),
Input/Output processes and miscellaneous functions. Therefore it was developed a
package called Hsdynamics to integrate the developed applications, taking advantage of
the Haskell programming language and its libraries. The program can be run sequentially

or using several CPUs to distribute the computations.

The code is under constant development and under a version control system,
therefore it was not appended in the thesis, instead the latest version can be downloaded
from here: https://github.com/felipeZ/Dynamics

The package structure is described in Figure 10.1, it provides a main module which
initializes all the parameters required in the molecular dynamics and checks the input
provided by the user. Once the molecule initial state has been successfully loaded, the
control of the program is past to a loop in charge of performing the simulation. In another
thread it is initialized a server logger which task is to receive messages from the main
execution thread an do something with the message, for example write it in a file, print it

in the standard output, send it to another machine with more memory, etc.

Subsequently the loop in charge of the simulation, calls the Dynamic module which
executes the numerical integrations. The Dynamics module was built having performance
as the main goal. Therefore it uses a library called REPA (REgular PArallel arrays), this
library use a technique called parallel array fusion to calculate the numerical values of the
arrays. The idea in the Dynamics module is to distribute the numerical integration in the

available computing resources.
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Figure 10.1. A diagram representing the structural organization of the HsDynamics software.

In order to compute the forces required by the integration of Newton’s equation,
an external electronic structure package is called to calculate the gradient “on the fly” or
in the case of an interpolation some other modules should be called. The Dynamics
module ApiParser presents an API (application programming interface) to the Dynamics
client code in such a way that once it is specified which kind of calculation is intended
(“on the fly” or interpolation) the Dynamics module asks for a force vector without
noticing how is calculating, effectively isolating the numerical computation from the

external packages.

On the other hand, the ApiParser module makes intensive use of the concurrency
set of utilities offered by Haskell, mainly Async. The purposes of the ApiParser module is
to call external packages, to write their input then to parse the corresponding output file
and to read all the necessary parameters: gradients, energies and wave functions. The

module also handles errors and closes the process smoothly if there is any problem.

Once the ApiParser module calls the external packages the resulting output must
be read, even though this is quite a naive method of communication between different
software it enables fast development. It is important to notice that one of the deficiencies
on computational chemistry is the lack of parsing tools, meaning a lack of a modular set

of utilities which allow the structural analysys of output files, supporting an easy way to
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lookup for important information. The vast majority of approaches in quantum chemistry
are loops that searches for some keywords in a structureless stream of strings, which is a

source of errors and very difficult to compose.

Our set of parsing modules offers a flexible collection of functions, which can be
composed in more complex functions to form general parsing tools. In this sense, the
modules Molcas and Gaussian, contains the utilities necessaries to recognize output
structures of both computational packages and to record in a structure the most relevant
information. Both of these modules were designed using the Parsec libraries of Haskell,

which is a collection of several functions to create parsers.
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