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Abstract

The improvement of speech intelligibility is a traditional problem which still remains
open and unsolved. The recent boom of applications such as hands-free communi-
cations or automatic speech recognition systems and the ever-increasing demands
of the hearing-impaired community have given a definitive impulse to the research
in this area. This PhD thesis is focused on speech enhancement for audiological
applications. Most of the research conducted in this thesis has been focused on the
improvement of speech intelligibility in hearing aids, considering the variety of re-
strictions and limitations imposed by this type of devices. The combination of source
separation techniques and spatial filtering with machine learning and evolutionary
computation has originated novel and interesting algorithms which are included in
this thesis. The thesis is divided in two main parts. The first one contains a pre-
liminary study of the problem and a thorough review of the state of the art in this
field, from which the goals of the thesis are defined. The second part contains a
description of the research conducted to fulfill the objectives of this thesis, including
the experimental work and the results obtained.

In a first stage, the speech enhancement problem is formally described and studied in
the time-frequency domain. The particular engineering constraints and requirements
demanded by hearing aids are also defined. Once the problem has been described,
a review of the state of the art has been carried out. The review includes existing
solutions to both the single-channel and multichannel speech enhancement problem,
considering the noise reduction and the source separation approaches, as well as a
review of the application of such algorithms in hearing aids.

The first problem addressed in this thesis is the sound source separation of unde-
termined mixtures in the time-frequency domain, without considering any type of
computational restriction. The performance of the so-called DUET algorithm, which
performs speech separation with only two microphones, has been evaluated in a va-
riety of scenarios including linear and binaural anechoic mixtures, echoic mixtures,
and mixtures of speech with other types of sources such as noise and music. The
study reveals the lack of robustness of the original DUET algorithm, whose perfor-
mance is notably decreased in echoic and binaural mixtures and when mixing speech
with noise and music. In order to overcome this problem, a novel source separation
algorithm that combines the mean shift clustering technique with the basis of DUET
has been proposed. The clustering step in DUET, which is based on a weighted his-
togram, is replaced by a weighted-Gaussian kernel mean shift algorithm, which has
been inferred for the problem at hand. The analysis of the results obtained demon-
strates that the proposed algorithm clearly outperforms the original DUET and a
modification thereof using k-means. Additionally, the proposed algorithm has been
extended to the case of using any number of microphones and array geometry.



The automatic speech source enumeration problem, which is related to the source
separation problem, has also been tackled. A novel algorithm based on information
theoretic criteria and the estimation of the source delays between the signals received
by two microphones has been proposed. The algorithm has obtained very good
results and it has shown good robustness in the enumeration of anechoic mixtures
up to 5 speech sources. Additionally, the potential of the algorithm to enumerate
sources in echoic mixtures has been demonstrated.

The remaining of the thesis has been focused on hearing aids. The first problem
related to hearing aids addressed in this thesis is the improvement of speech intel-
ligibility in monaural hearing aids. First, a study of the computational resources
available for signal processing in state-of-the-art commercial hearing aids has been
carried out. The result of this study has been used to limit the computational cost
of the speech enhancement algorithms for hearing aids proposed in this thesis. After
that, a low-cost algorithm for single-channel speech enhancement has been proposed.
The algorithm combines a generalized version of the LS estimator with a tailored
feature selection algorithm based on evolutionary computation, with the purpose
of estimating a time-frequency soft mask that maximizes the output PESQ value,
which is a metric highly correlated with intelligibility. The mask is estimated using
a novel set of features extracted from the STFT of the mixture. Excellent results
are obtained even with low SNRs.

The next work approaches the speech enhancement problem in wireless-communicated
binaural hearing aids. In this case, the two devices are connected with a wireless
link, which increases the power consumption. The objective in this thesis is the de-
sign of low-cost speech enhancement algorithms that increase the energy efficiency
of the wireless-communicated binaural hearing aids. First, an extremely low-cost
binaural speech separation system that maximizes the WDO has been proposed. It
is based on a quadratic discriminant that uses the ILD and ITD cues to classify each
time-frequency point between speech or noise. The weights of the discriminant are
calculated using a tailored evolutionary algorithm. The second low-cost algorithm
uses the information from neighbor time-frequency points to estimate the IBM, using
a generalized version of the LS-LDA, introducing a weighted MSE metric that al-
lows estimating the IBM and maximizing the WDO factor at the same time. In both
algorithms, a transmission schema to enhance the energy efficiency of the wireless
system has been proposed. The schema quantizes the amplitude and phase values
of each frequency band with a different number of bits. The bit distribution among
frequency bands is optimized by evolutionary computation.

Finally, the last work included in this thesis concerns the design of beamformers for
hearing aids fitted to a determined person. The beamforming filter coefficients can
be easily fitted to a specific subject as long as the HRTF of that person is known.
Unfortunately, this information is not available for every person that needs a new
device, and the lack of this knowledge causes gain reduction and distortions. With
this problem in mind, three different approaches to optimize the beamforming filter
coefficients in case of unknown HRTF have been proposed. The three methods aim
at maximizing the average array gain while minimizing the average speech distor-
tions, using a design dataset. The experimental work has demonstrated that the
proposed methods decrease significantly the gain reduction and distortions caused
by computing the filter coefficients with unknown HRTF of the subject.



Resumen

La mejora de la calidad de la voz es un problema que, aunque ha sido abordado
durante muchos años, aún sigue abierto. El creciente auge de aplicaciones tales
como los sistemas manos libres o de reconocimiento de voz automático y las cada
vez mayores exigencias de las personas con pérdidas auditivas han dado un impulso
definitivo a este área de investigación. Esta tesis doctoral se centra en la mejora de
la calidad de la voz en aplicaciones audiológicas. La mayoŕıa del trabajo de investi-
gación desarrollado en esta tesis está dirigido a la mejora de la inteligibilidad de la
voz en aud́ıfonos digitales, teniendo en cuenta las limitaciones de este tipo de dispos-
itivos. La combinación de técnicas de separación de fuentes y filtrado espacial con
técnicas de aprendizaje automático y computación evolutiva ha originado novedosos
e interesantes algoritmos que son incluidos en esta tesis. La tesis esta dividida en dos
grandes bloques. El primer bloque contiene un estudio preliminar del problema y
una exhaustiva revisión del estudio del arte sobre algoritmos de mejora de la calidad
de la voz, que sirve para definir los objetivos de esta tesis. El segundo bloque con-
tiene la descripción del trabajo de investigación realizado para cumplir los objetivos
de la tesis, aśı como los experimentos y resultados obtenidos.

En primer lugar, el problema de mejora de la calidad de la voz es descrito formalmente
en el dominio tiempo-frecuencia. Los principales requerimientos y restricciones de
los aud́ıfonos digitales son definidas. Tras describir el problema, una amplia revisión
del estudio del arte ha sido elaborada. La revisión incluye algoritmos de mejora de
la calidad de la voz mono-canal y multi-canal, considerando técnicas de reducción de
ruido y técnicas de separación de fuentes. Además, la aplicación de estos algoritmos
en aud́ıfonos digitales es evaluada.

El primer problema abordado en la tesis es la separación de fuentes sonoras en
mezclas infra-determinadas en el dominio tiempo-frecuencia, sin considerar ningún
tipo de restricción computacional. El rendimiento del famoso algoritmo DUET, que
consigue separar fuentes de voz con solo dos mezclas, ha sido evaluado en diversos
escenarios, incluyendo mezclas lineales y binaurales no reverberantes, mezclas re-
verberantes, y mezclas de voz con otro tipo de fuentes tales como ruido y música.
El estudio revela la falta de robustez del algoritmo DUET, cuyo rendimiento se ve
seriamente disminuido en mezclas reverberantes, mezclas binaurales, y mezclas de
voz con música y ruido. Con el objetivo de mejorar el rendimiento en estos casos,
se presenta un novedoso algoritmo de separación de fuentes que combina la técnica
de clustering mean shift con la base del algoritmo DUET. La etapa de clustering
del algoritmo DUET, que esta basada en un histograma ponderado, es reemplazada
por una modificación del algoritmo mean shift, introduciendo el uso de un kernel
Gaussiano ponderado. El análisis de los resultados obtenidos muestran una clara
mejora obtenida por el algoritmo propuesto en relación con el algoritmo DUET orig-
inal y una modificación que usa k-means. Además, el algoritmo propuesto ha sido
extendido para usar un array de micrófonos de cualquier tamaño y geometŕıa.



A continuación se ha abordado el problema de la enumeración de fuentes de voz,
que está relacionado con el problema de separación de fuentes. Se ha propuesto un
novedoso algoritmo basado en un criterio de teoŕıa de la información y en la esti-
mación de los retardos relativos causados por las fuentes entre un par de micrófonos.
El algoritmo ha obtenido excelente resultados y muestra robustez en la enumeración
de mezclas no reverberantes de hasta 5 fuentes de voz. Además se demuestra la
potencia del algoritmo para la enumeración de fuentes en mezclas reverberantes.

El resto de la tesis esta centrada en aud́ıfonos digitales. El primer problema tratado
es el de la mejora de la inteligibilidad de la voz en aud́ıfonos monoaurales. En primer
lugar, se realiza un estudio de los recursos computacionales disponibles en aud́ıfonos
digitales de última generación. Los resultados de este estudio se han utilizado para
limitar el coste computacional de los algoritmos de mejora de la calidad de la voz para
aud́ıfonos propuestos en esta tesis. Para resolver este primer problema se propone un
algoritmo mono-canal de mejora de la calidad de la voz de bajo coste computacional.
El objetivo es la estimación de una mascara tiempo-frecuencia continua para obtener
el mayor parámetro PESQ de salida. El algoritmo combina una versión generalizada
del estimador de mı́nimos cuadrados con un algoritmo de selección de caracteŕısticas a
medida, utilizando un novedoso conjunto de caracteŕısticas. El algoritmo ha obtenido
resultados excelentes incluso con baja relación señal a ruido.

El siguiente problema abordado es el diseño de algoritmos de mejora de la calidad de
la voz para aud́ıfonos binaurales comunicados de forma inalámbrica. Estos sistemas
tienen un problema adicional, y es que la conexión inalámbrica aumenta el consumo
de potencia. El objetivo en esta tesis es diseñar algoritmos de mejora de la cali-
dad de la voz de bajo coste computacional que incrementen la eficiencia energética
en aud́ıfonos binaurales comunicados de forma inalámbrica. Se han propuesto dos
soluciones. La primera es un algoritmo de extremado bajo coste computacional que
maximiza el parámetro WDO y esta basado en la estimación de una mascara bi-
naria mediante un discriminante cuadrático que utiliza los valores ILD e ITD de
cada punto tiempo-frecuencia para clasificarlo entre voz o ruido. El segundo algo-
ritmo propuesto, también de bajo coste, utiliza además la información de puntos
tiempo-frecuencia vecinos para estimar la IBM mediante una versión generalizada
del LS-LDA. Además, se propone utilizar un MSE ponderado para estimar la IBM
y maximizar el parámetro WDO al mismo tiempo. En ambos algoritmos se propone
un esquema de transmisión eficiente energéticamente, que se basa en quantificar los
valores de amplitud y fase de cada banda de frecuencia con un número distinto
de bits. La distribución de bits entre frecuencias se optimiza mediante técnicas de
computación evolutivas.

El último trabajo incluido en esta tesis trata del diseño de filtros espaciales para
aud́ıfonos personalizados a una persona determinada. Los coeficientes del filtro
pueden adaptarse a una persona siempre que se conozca su HRTF. Desafortunada-
mente, esta información no esta disponible cuando un paciente visita el audiólogo, lo
que causa pérdidas de ganancia y distorsiones. Con este problema en mente, se han
propuesto tres métodos para diseñar filtros espaciales que maximicen la ganancia y
minimicen las distorsiones medias para un conjunto de HRTFs de diseño.







“Solo sé que no sé nada y,
al saber que no sé nada, algo sé;

porque sé que no sé nada.”

Sócrates
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Chapter 1

Introduction and motivation

1.1 Speech enhancement problem

When people is asked how they can listen to only one of the sounds in a mixture, they usually
reply: “I just listen to one and try not to be distracted by the others” [Wang and Brown,
2006]. This answer presupposes a number of operations that the human brain has already done
before the listener can only focus on the desired sound. The acoustic signal reaching our ears
comprises sound waves originated in multiple sources and their reflections from surfaces in the
environment. However, the person who is listening to a determined speaker does not bother to
reject background noise or other cross-talking voices explicitly, the brain does it automatically.
This problem was formally stated and named as ‘Cocktail party problem’ in [Cherry, 1953]:

“One of our most important faculties is our ability to listen to, and follow, one
speaker in the presence of others...we may call it the cocktail party problem. No
machine has yet been constructed to do just that”.

The design of machines that are able to listen to sounds in the same way than the humans do
has been a very active line of research during many years. Nowadays, due to the rapid growth of
digital systems in the last decades, it has become in one of the most interesting lines of research.

One of the main problems to solve in this research area is the enhancement of degraded speech
signals. Speech enhancement aims to improve the speech quality and intelligibility, introducing
some kind of technology between the desired speech source and the human ear. This enhancement
is necessary due to the fact that the desired speech source is mixed with other sound sources
transmitting energy at the same time, which can be either noise, music, or even different speech
sources. In the case that those sources are in a closed space, reverberation also decreases the
quality of the received signal. The aforementioned ‘technology’ is composed of a single or a
set of microphones (microphone array), a system that enhances the signals gathered by these
microphones, and a single or a set of loudspeakers that reproduce the enhanced signal to be
listened to by the human ear. In the digital age in which we are currently living, the speech
enhancement system is based on a digital signal processor (DSP) which allows running signal
processing algorithms to deal with the problem at hand. Figure 1.1 shows an overview of the
described speech enhancement system.

There are different applications where speech enhancement plays an important role. In
some cases, we are interested in recovering only one source with good quality, removing all the
remaining sources. On the other hand, there are cases in which we are interested in recovering
all the different sources. Additionally, some applications require real-time processing, which
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DSP

Microphones Loudspeakers

Contaminated 
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Speech 
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Figure 1.1: Speech enhancement system

increases the complexity of the problem. Some applications of speech enhancement that can be
found in the daily life are:

� Hearing aids. Hearing loss affects an important percentage of people, and this figure is
increasing due to the growing exposure to excessive noise in their daily lives. One of the
main problems for hearing-impaired people is the reduction of speech intelligibility in noisy
environments, which is mainly caused by the loss of temporal and spectral resolution in
the auditory system of the impaired ear. The use of hearing aid devices that only provide
amplification does not solve the problem, due to the fact that they amplify both speech
and noise. Besides acoustic loss compensation, the DSPs of modern digital hearing aids
include speech enhancement algorithms, as well as algorithms for echo cancellation and
automatic sound classification.

� Hands-free communication systems. In recent years, the demand of hands-free com-
munications for vehicles or teleconference systems has drastically increased the research
and development of this kind of devices. The success of these systems relies on the quality
of the acquired speech, which is contaminated by different types of noise and interferences.
Consequently, the signals acquired by the microphones of the system are usually enhanced
before being transmitted through the communication channel.

� Automatic speech recognition (ASR). Much progress has been made in ASR in the
last years. Smartphones, computers or smart TVs are only some examples of current tech-
nologies that include ASR. The probability of success in the recognition strongly depends
on the quality of the acquired signal, and the performance of ASR systems rapidly de-
grades in the presence of noise. This fact makes a previous stage of speech enhancement
necessary for ASR systems.

� Recording systems. Audio recordings have many applications such as security, au-
tomatic music transcription, audio information retrieval or electronic surveillance. One
desirable operation to perform with these recordings is to recover the original sources with
high quality, separating the different audio sources and removing background noise.

This thesis deals with the problems of sound source separation, noise reduction and speech
source enumeration. The reduction of the computational complexity of speech enhancement
algorithms will be also studied for the implementation in hearing aids. Systems with a single
microphone and systems containing a microphone array are studied. The former case is more
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challenging due to the reduced information available in a single microphone. The latter is more
interesting since the use of a microphone array includes spatial information, which gives rise to
a wider range of algorithms. The aforementioned problems to solve have been a topic of study
during many years, but they still remain open and unsolved due to their complexity. In a first
approach, this thesis is focused on sound source separation algorithms and on the identification
of the number of speakers, without considering computational restrictions. After that, the study
is focused on low-cost algorithms for speech enhancement in hearing aid devices. These systems
must work in real time but they have very low computational capacity due to their reduced
battery life, which limits the power consumption. Hence, the computational cost of the signal
processing algorithms developed for hearing aids must be low, implying that these algorithms
must be relatively simple to be implemented in real time in this type of devices. An important
part of this study is focused on binaural hearing aids, which is a recent topic of research. In
binaural systems, the hearing-impaired person wears a different device in each ear, and these
devices exchange information between them. Due to aesthetic reasons, it is desirable to connect
them with a wireless link, which increases the power consumption. This wireless data link
originates a new problem to solve: the reduction of the information exchanged between both
devices without degrading excessively the performance of the binaural enhancement algorithm.

The remaining of this chapter contains a description of the problems to solve in digital
hearing aids, a comprehensive review of the state of the art in this research field, and the main
goals of this thesis. The chapter ends with a description of the structure of this thesis.

1.2 Speech enhancement in digital hearing aids

Hearing aids are electronic devices worn by hearing-impaired people ideally to improve the re-
duced intelligibility caused by hearing loss. Despite the fact that traditional devices do improve
speech quality, their capability to improve speech intelligibility has been largely discussed. Sim-
ple devices often produce amplified noises when the user is in a multi-source environment (e.g.
a crowded bar). Modern devices include some type of enhancement system to overcome this
limitation, for instance, directional microphones or speech enhancement algorithms. However,
in addition to the problems found by speech enhancement algorithms when improving intelligi-
bility, their application in hearing aids entails three main additional problems: hearing-impaired
listeners have greater susceptibility to the distortions introduced by signal processing algorithms,
the small size of hearing devices limits the number of microphones assembled in the device, and
the reduced life of the current batteries constrains the computational cost of the implemented
algorithms.

1.2.1 Hearing impairment

The number of people with hearing loss is increasing at an alarming rate not only because of
the aging of the world’s population, but also because of the growing exposure to noise in daily
life. Some figures confirming these facts are, for instance, that about one-third of Americans
between the ages of 65 and 74, and about half the people who are 85 and older, have important
hearing loss [NIA, 2005]. Or that about 16% of adult Europeans have hearing problems strong
enough to adversely affect their daily life. The royal national institute for deaf people (RNID)
has reported that there are 8.7 million deaf and hard of hearing people in the UK, and that just
one in four hearing-impaired Britons owns a hearing aid [RNID, 2008]. All these facts compel
scientists and engineers to enhance hearing aids in the effort of making them more accessible for
people, especially the elderly.
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Hearing loss is commonly represented by an audiogram, which shows the auditory threshold
in logarithmic units (dB) for standardized frequencies measured by an audiometer. Hearing
impairment implies larger thresholds than normal hearing but the level of loss among frequencies
is not uniform and depends on each person. The degree of hearing loss is usually defined as
the average hearing loss measured at a particular octave-band, and the level of loss is usually
classified into mild (up to 40 dB), moderate (from 40 to 60 dB) and severe (over 60 dB). For
hearing-impaired people suffering from mild to moderate hearing loss, a hearing aid is helpful,
but in the case of severe hearing loss, the use of hearing aids is of little benefit, and some other
solutions may be considered. Additionally, hearing loss can be unilateral, but in most cases it
is bilateral, which means that both ears are affected with either the same or different degree of
loss.

Hearing-impaired people face a variety of different auditory problems that reduce their ability
of understanding. These problems are described below.

� Decreased level of audibility
Depending on the level of hearing loss, a person will hear some sounds but miss some
other sounds. In general, the high-frequency components of speech are weaker than the
low-frequency components, and hearing loss of elderly people is higher at high frequencies.
Consequently, hearing-impaired people tend to miss high-frequency information, basically
consonants. This fact leads to miss essential parts of some phonemes reducing the intelli-
gibility.

� Reduced dynamic range
The dynamic range of the auditory system is defined as the level difference between the
auditory threshold and the discomfort threshold (i.e. threshold of pain). For hearing-
impaired people, the auditory threshold is increased in comparison to normal hearing
people, hence the dynamic range is reduced. In order to avoid exceeding the discomfort
threshold, hearing aids must amplify weak sounds more than intense sounds.

� Reduced frequency resolution
Frequency resolution gradually decreases as the degree of hearing loss increases, and
hearing-impaired people find difficult to distinguish between sounds of different frequencies
simultaneously. This is due to the loss of sensitivity of the hair cells of the cochlea, which
decreases the ability of discriminating frequencies.

� Decreased temporal resolution
In general, weaker sounds are sometimes masked by intense sounds that immediately pre-
cede or follow them, which decreases the chances of intelligibility. In addition, the ability to
hear weak sounds during short-time slots gradually decreases as the degree of hearing loss
increases, and hearing-impaired people usually experience decreased temporal resolution,
which involves that the speech intelligibility perceived by them is further decreased.

All the aforementioned problems combined together cause significant reduction in the speech
intelligibility perceived by hearing-impaired people. The first two problems are commonly ap-
proached by a compression-expansion algorithm, which applies a frequency and signal level
dependent gain customized for each person. The intelligibility decrease originated by the re-
duction in the temporal and frequency resolutions can be compensated by speech enhancement
algorithms.
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Figure 1.2: A simplified scheme of the typical structure of a digital hearing aid.

1.2.2 Signal processing in digital hearing aids

The introduction of the digital signal processor (DSP) in hearing aids opened a new era where
these devices offer their users a greater flexibility to compensate for their hearing loss, providing
a more natural sound quality than the previous analog hearing aids. The typical structure of a
digital hearing aid is shown in figure 1.2. The device comprises the next elements:

� A single or multiple microphones that convert the acoustic signal into an electric signal.

� An analog-to-digital converter (ADC) to transform the continuos electric signal (analog)
into a digital signal.

� A DSP, the main part of the device, that includes signal processing algorithms for different
purposes.

� A digital-to-analog converter (DAC) to reconvert the digital processed signal into an analog
signal.

� A tiny loudspeaker that produces the output acoustic signal from the processed analog
electric signal.

� A small battery to supply power to the previous electronic devices.

The fact that hearing loss does not only result in sound attenuation, but also in distortions
that lead to a reduction in speech intelligibility, motivates that modern digital hearing aids
include a variety of signal processing algorithms for different purposes:

� A multi-band compression-expansion algorithm to compensate hearing loss and fit the
output level into the dynamic range.

� Acoustic feedback cancellation to prevent the instability of the device due to the acoustic
feedback that appears when part of the amplified output signal produced by the hearing
aid returns through the external auditory canal and enters again the device, thus being
again amplified.

� Automatic environmental classification in order to adapt the amplification or processing
program to different listening conditions (e.g. a quiet room, a conference hall, a noisy
street, etc.).
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� Speech enhancement algorithms that aim to improve the speech intelligibility provided by
hearing aids in different noisy environments.

All these algorithms must be implemented in the DSP embedded in the hearing aid. Unfortu-
nately, the computational capability and the memory available in the DSP of such devices is
highly restricted: the processor is forced to work at low-clock frequencies in order to minimize
the power consumption and thus to maximize the battery life. The current batteries available
for hearing aids and the expectation of a minimum battery life of one week entail that the DSPs
found in such devices have on-chip processors with a selective clock speed that usually goes
from 5.12 MHz down to 1.28 MHz, which is a relative low speed in comparison to the current
state-of-art DSPs that can be used in other applications.

1.2.3 Speech enhancement algorithms for hearing aids

Imagine an elderly grandmother who wears a hearing aid in one or both ears. She is in a
room where her family is celebrating her birthday. There are so many talks, music, the TV,
and background noise mixing with each other that the old lady can not understand what her
grandson is telling her. The solution to this problem would be that the hearing aids themselves
were able to enhance only the voice of the grandson separately from the rest of the sounds
without interest. The inclusion of speech enhancement algorithms in moderns devices aims
to solve this problem. However, the design and implementation of this type of algorithms in
digital hearing aids is strongly limited by two engineering constraints, which are not present
in other speech enhancement applications such as hands-free devices or ASR systems. First,
the limited computational resources restrict the complexity of the embedded algorithms, and
second, the reduced dimensions of the device limit the number of microphones and their distance.
As mentioned before, there are several signal processing algorithms running simultaneously
in the DSP of modern digital hearing aids, trying to solve different problems: acoustic loss
compensation, acoustic feedback cancellation, automatic environment classification or speech
enhancement. These algorithms demand a significant part of the computational power of the
device, and at the same time, electrical power. Bearing in mind the limited power of the
processor, the computational cost of the algorithms used for speech enhancement must be very
low, taking only a small part of the available computational resources.

Many hearing-impaired people have bilateral hearing loss and they are forced to wear two
devices. Often, when hearing aids are worn at both ears, these devices operate independently.
However, there is a new trend of binaural hearing aids that connects both devices in order to
exchange information between them. Binaural hearing provides considerable benefits over using
only one ear, due to the fact that the nature of the human auditory system is binaural. Humans
are able to separate and selectively attend to individual sound sources in a cluttered acoustical
environment taking advantages of the so-called spatial cues. Hence, it is fundamental that the
hearing aid system preserves these cues, which notably increments the ability to localize sounds
and consequently improves speech intelligibility. This obviously requires a communication link
between both hearing devices. The simplest solution would be to connect them using a wire.
However, most users do not like this approach because of the non-aesthetic aspect of the wire
linking both hearing aids from one ear to the other. This enforces to use a wireless link between
both devices, what unavoidably increases the power consumption and, consequently, reduces
the battery life, one of the most important limiting factors for implementing signal processing
algorithms on digital hearing aids. Roughly speaking, the current technology demands as much
power to communicate both hearing aids as that required for the signal processing on a monaural
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device [Kates, 2008]. The reduction of the data rate helps cut down the power consumption,
but it is done at the expenses of bringing down the performance of the enhancement algorithms.

1.3 State of the art of speech enhancement algorithms

Speech enhancement algorithms can be grouped according to different criteria:

� Number of channels: single-channel or multichannel, depending on the number of sensor
that are considered.

� Algorithm output: whether the algorithm obtains all the sources in the mixture or only a
cleaned version of the target speech signal.

� Mixture type: instantaneous, anechoic or echoic.

� Algorithm approach: statistical-based, source and channel models, human auditory model,
spatial filter, time or frequency domain, etc.

In this review of the state of the art, the algorithms are divided into two different but not
independent groups: noise reduction algorithms and sound source separation (SSS) algorithms.
Both are further divided into single-channel and multichannel techniques. Noise reduction al-
gorithms deal with the problem of estimating a speech signal from a corrupted version of itself
with noise, assuming that all different sound sources are noise. SSS is related to the problem of
estimating each original source contained in an audio mixture. This section contains a review
of the most important approaches that have been proposed to solve both problems, as well as
the suitability of these algorithms for speech enhancement in hearing aids.

1.3.1 Noise reduction algorithms

The goal of noise reduction algorithms is to provide a high quality speech signal and robustness
against background noise, interfering sources and reverberation effects. Most single-channel
algorithms operate in the time-frequency domain, whereas multichannel algorithms are based
on spatial filtering.

1.3.1.1 Single-channel noise reduction

The problem faced by this type of algorithms is the estimation of a speech signal from a corrupted
version of the signal composed of the desired speech and interfering noise. The complexity of
the problem is relatively high, due to the limited information available in a single observation.
Several approaches have been proposed for single-channel noise reduction during many years,
the most relevant being discussed in this section.

The earliest approach for enhancing speech degraded by noise is the power spectral sub-
traction (PSS) method introduced in [Boll, 1979], which principle is to subtract the short-time
spectral magnitude of noise from the noisy-speech magnitude, assuming uncorrelated and ad-
ditive noise. The noise spectrum is usually estimated during speech pauses, and the phase is
not processed assuming that phase distortion does not degrade speech intelligibility. Despite
the good performance suppressing stationary background noise, the original algorithm has sev-
eral drawbacks: the assumption of an accurate estimation of the noise spectrum, which is very
difficult with low signal-to-noise ratio SNR; the speech distortions introduced as an annoying
‘musical noise’; and the still noticeable remaining output noise. The algorithm presented in
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[Berouti et al., 1979] aims to minimize the musical noise while further reducing the background
noise. It consists in subtracting an overestimate of the noise power spectrum, as well as avoiding
the spectral components to take values below a level. The algorithm obtains great noise reduc-
tion with very little effect on the intelligibility of the speech. This version has been traditionally
considered as the basic implementation of the PSS algorithm. In [Virag, 1999], the PSS method
is modified including a human hearing model based on the masking phenomenon commonly used
in audio coding. The subtraction parameters are continuously adapted according to the noise
masking threshold, obtaining a significant reduction of the musical and residual noise. Most
implementations and variations of the PSS method perform subtraction over the entire speech
spectrum. However, the spectrum of real-world noise is not flat, which implies that the noise
signal does not affect the speech signal uniformly over the whole spectrum. Several implemen-
tations of non-linear spectral subtraction have been proposed, for instance, in [Kamath and
Loizou, 2002], where a multi-band spectral subtraction technique for colored noise is proposed.
The authors propose to split the frequency spectrum linearly into a number of non-overlapping
bands. A traditional spectral subtractor [Berouti et al., 1979] with a different over-subtraction
factor is applied to each band. They found that four is the optimal number of bands in terms
of speech quality. The algorithm notably outperforms the original algorithm for different SNRs.
Nevertheless, despite the speech distortion introduced by the PSS, it is perhaps the most popular
algorithm for speech enhancement used today, thanks to its low complexity and high efficiency.

Another common approach for single-channel noise reduction is the application of the Wiener
filter [Wiener, 1949], which is an optimal estimator of the desired signal in the minimum mean-
square error (MMSE) sense, in the stationary case. The PSS method can be also considered
as a filter designed in the frequency domain, but the main difference resides in the fact that
the Wiener filter estimates the speech waveform in the time domain rather than to estimate
the speech spectrum. The solution of the optimal Wiener filter is obtained in [Trees, 1968],
but is non-casual and depends on the clean signal power spectrum, therefore is not realizable.
In practice, the Wiener filter can be estimated iteratively by assuming an all-pole model for
speech production. The iterative Wiener filter (IWF) was originally formulated in [Lim and
Oppenheim, 1979]. In this technique, the speech signal is modeled as the response of an all-pole
system, and the approach is to solve for the maximum a posteriori (MAP) estimate of the speech
signal given the noisy signal. Unfortunately, the convergence criteria, which is critical for the
performance of the algorithm, is not specified, and allowing more iterations is not necessarily
beneficial.

Although the Wiener filter achieves satisfactory noise reduction for some applications, it also
introduces distortions in the speech signal that can be perceptually unacceptable when the SNR
is very low. Many works have been focused on the reduction of these distortions. The design of
the Wiener filter requires stationary speech and noise signals and assumes that the statistics of
both signals are known a priori. In practice, these conditions are not met. The work in [Sambur,
1978] presents a least mean-square (LMS) adaptive filtering approach that takes advantage of the
quasi-periodic nature of the speech waveform to supply a reference signal to the adaptive filter.
The method has the advantage of requiring no a priori knowledge of the properties of the noise
signal, and it obtains improvement in the quality of speech reducing the granular quantization
noise. In [Chen et al., 2006], the relationship between noise reduction and speech distortion with
the single-channel Wiener filter is formally studied. The authors demonstrated that the amount
of noise attenuation is proportional to the amount of speech degradation. Depending on the
final application of the enhanced speech, a tradeoff between the amount of noise reduction and
speech distortion should be adopted. The authors propose three different approaches to control
both parameters.
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Statistical model-based algorithms rely on the MMSE estimator of the short-time spectral
amplitude. The MMSE estimators have been very popular, partly because they have shown to be
successful in eliminating musical noise even if the noise is only poorly stationary [Cappé, 1994].
The reason of the reduction of musical tones is the low variance estimate of the obtained spectra.
In [Ephraim and Malah, 1984] the authors observe that the Wiener filter is optimal in the sense of
MMSE signal spectral estimator, but is not an optimal spectral magnitude estimator under the
Gaussian assumption. They derive an optimal MMSE short-time spectral amplitude estimator
based on modeling speech and noise spectral components as statistically independent Gaussian
random variables. The performance of the proposed approach is compared with the one of the
Wiener filter, and it results in a significant reduction of the noise providing enhanced speech with
colorless residual noise. The performance of the estimator is further increased minimizing the
MSE of the log-spectra. The work in [Martin, 2005] presents a short-time spectral coefficients
estimator in the MMSE sense, without assuming that the spectral coefficients of the noise and
the clean speech signal follow a complex Gaussian probability density. The probability density
function (PDF) of the clean speech spectral coefficients is modeled by a complex Laplacian or
by a complex bilateral Gamma, and the PDF of the noise spectral coefficients is either modeled
by a complex Gaussian or complex Laplacian. This estimator obtains higher noise reduction
than the traditional MMSE estimator, and the residual noise is lower when the input noise has
a Laplacian density.

Another linear filter that has been widely applied to the problem of speech enhancement
is the so-called Kalman filter [Kalman and Emil, 1960], which is a casual filter applicable in
cases where the desired and observed signals are non-stationary. For the application of the
Kalman filter to speech enhancement, it is common to model the speech as a quasi-stationary
autoregressive (AR) process, which is usually represented by linear predictive coefficients (LPC).
These coefficients are unknown and should be estimated together with the signal. In [Goh et al.,
1999] the authors propose a speech model originated from AR modeling that describes voiced and
unvoiced speech as well as silence. The model is reformulated to be included in the Kalman filter.
Furthermore, they introduce a mathematically equivalent algorithm which is computationally
much more efficient, by exploiting the sparsity of the concerned matrices. Finally, a method
based on expectation-maximization (EM) for estimating the model parameters is presented.
The evaluation of the algorithm shows an improvement over existing methods as high as 4 dB of
output SNR. On the other hand, the key step in the traditional Kalman filter is the minimization
of the estimation error variance between the clean signal and its estimation. In [Ma et al., 2006]
the authors propose to minimize that variance under the constraint that the energy of the
estimation error is smaller than a masking threshold. This threshold is computed from both the
time-domain forward masking and frequency-domain simultaneous masking properties of the
human auditory system. Objective and subjective tests confirm that the performance obtained
is better than the one obtained with the conventional methods.

A different approach for speech enhancement is the subspace approach, which arises to deal
with the compromise between speech distortion and noise reduction. This approach is based on
the decomposition of the noisy speech signal into two subspaces: the signal plus noise subspace
and the noise subspace. The noise subspace is removed from the signal plus noise subspace
and the speech signal is estimated from the remaining subspace. The space decomposition
can be performed using either singular value decomposition (SVD) or eigenvalue decomposition
(EVD). The SVD-based method in [Dendrinos et al., 1991] proposes that the signal information
is contained in the eigenvectors corresponding to the largest singular values, and the noise
information is contained in the those corresponding the smallest singular values. A different
formulation to the subspace approach is given in [Ephraim and Van Trees, 1995] where the
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decomposition is done by applying the Karhunen-Loeve transform (KLT). The estimation of the
speech signal aims to minimize a mathematically-derived speech distortion measure while keeping
the energy of the residual noise in each spectral component below a threshold, in that way that
the residual noise is masked by the speech signal. Listening tests demonstrate the improvement
of this approach in comparison to the spectral subtraction approach. The main limitation of this
method is that it was formulated under the assumption of white noise. The authors in [Hu and
Loizou, 2003] derived a generalized subspace approach with built-in prewhitening, making no
assumptions about the covariance matrix of the KLT-transformed noise vectors, hence obtaining
an optimal estimator. The estimator obtained in [Ephraim and Van Trees, 1995] is a special
case of this estimator when the noise is white.

Traditionally, more effort has been devoted to design speech enhancement algorithms capable
of improving speech quality rather than speech intelligibility. Speech quality is highly subjective
but intelligibility is related to the understanding of the underlying message. Unlike speech qual-
ity, which can be easily improved by removing the background noise (i.e. increasing the SNR),
intelligibility is only improved by suppressing the background noise without distorting the target
speech signal. The main factor that causes the absence of intelligibility improvement obtained
with traditional algorithms is that methods such as the PSS or the Wiener filter optimize a cost
function that correlates with speech quality but it does not necessarily correlate with speech
intelligibility, for instance, the aforementioned MSE metric. A subjective evaluation of 13 differ-
ent speech enhancement algorithms (including PSS, Wiener-type, and subspace algorithms) is
performed in [Hu and Loizou, 2007], evaluating speech quality in terms of signal distortion, noise
distortion and overall quality. Two important conclusions are drawn from this study: none of
the studied algorithms provides significant benefit to the overall quality compared to the noisy
(unprocessed) speech, and the algorithms that caused the lowest speech distortion were also
the algorithms yielding the highest overall quality. The latter conclusion suggests that listeners
are more influenced by speech distortions than by background noise. The recent work [Loizou
and Kim, 2011] studies the different effects of the common distortions introduced by tradi-
tional speech enhancement algorithms and demonstrates that large gains in intelligibility can be
achieved by controlling these distortions. Large amplification distortions (i.e over-estimation of
the amplitude spectrum) were found to bear the most detrimental effect on speech intelligibility,
and they can be avoided by imposing constraints on the estimated magnitude spectra.

Hearing-impaired people suffer an important reduction of speech intelligibility in noisy en-
vironments, which causes that algorithms that only improve speech quality have little benefit.
Consequently, traditional algorithms for speech enhancement are not suitable for the objective
of this thesis, and new approaches should be explored. An alternative to improve intelligibil-
ity is the design of enhancement algorithms that optimize objective measures correlated with
intelligibility. The work in [Ma et al., 2009] examines different objective measures for predict-
ing the intelligibility of speech in noisy conditions. A subjective quality assessment shows that
the frequency-weighted segmental SNR (fwSNRseg) [Hu and Loizou, 2008] and the perceptual
evaluation of speech quality (PESQ) [Recommendation, 2001] performed the best, obtaining a
Pearson’s correlation coefficient with intelligibility of 0.81 and 0.79, respectively. The modified
coherence speech intelligibility index (CSII) and the normalized covariance metric (NCM) mea-
sures incorporating signal-specific weighting information, as described in [Ma et al., 2009], have
been found to perform the best in terms of predicting speech intelligibility in noise. An example
of an algorithm that aims to improve intelligibility is found in [Loizou, 2005]. It proposes the
use of Bayesian estimators of the spectral magnitude of speech based on perceptually-motivated
cost functions. These cost functions are variants of speech distortion measures, such as the
Itakura-Saito and weighted likelihood-ratio distortion measures. The author proposes six dif-
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ferent estimators and finds that the estimators that emphasize spectral valleys more than the
spectral peaks performed the best in terms of having less residual noise and better speech quality.

In the last decade, and motivated in the auditory scene analysis (ASA), the computational
auditory scene analysis (CASA) has become relevant as a new concept for speech enhancement
and sound source separation with the aim to mimic the behavior of the human auditory system.
The CASA approach proposes to design machine learning algorithms based on the mechanisms
of the human auditory system to segregate mixtures of sound sources in the same way that
human listeners do. The mechanism for the perceptual segregation of sounds is amply studied
in [Bregman, 1994], and it is closely related to the cocktail party problem introduced in [Cherry,
1953]. The majority of the proposed CASA models ([Brown and Cooke, 1994]) are based on a
time-frequency representation of the input signal with a cochleagram, which is obtained with a
gammatone filterbank whose bandwidths are set according to the model of the human inner ear
[Glasberg and Moore, 1990]. The time-frequency representation is sometimes obtained with a
spectrogram based on the short-time Fourier transform (STFT) [Allen, 1977]. The separation of
sound sources in CASA systems is normally achieved by identifying and grouping spectrotem-
poral regions in the mixture belonging to the same source, which originates time-frequency
binary masks. The application of CASA to single-channel noise reduction consists in generating
time-frequency masks to weight the different time-frequency regions, emphasizing regions dom-
inated by the target speech and suppressing regions dominated by noise. The basic idea behind
time-frequency masking is not new, since the traditional PSS and the Wiener filter can be also
considered as real-valued time-frequency masks.

A different study that differs from the CASA approach but also leads to the use of time-
frequency binary masks is made in [Yilmaz and Rickard, 2004]. The authors observe that the
energy of a speech signal has a sparse distribution in time and frequency, which means that
the most part of the energy of the signal is contained in small and isolated regions of the time-
frequency representation. Due to this sparsity property, the overlap between different speech
sources is small within a high resolution time-frequency representation, and this sparsity is
quantitatively measured. If the speech sources were orthogonal (i.e. they do not overlap), they
could be perfectly separated with time-frequency binary masks. Despite the existing amount
of overlap, high quality separation can be obtained. The ideal binary mask (IBM) proposed in
[Hu and Wang, 2004] is defined as the one that takes values of zero or one by comparing the
local SNR in each time-frequency bin against a threshold, which is typically chosen as 0 dB. The
IBM is formally proposed as a criterion for evaluating a CASA system in [Wang, 2005]. This is
motivated by the auditory masking phenomenon where a louder sound masks a weaker sound
within a critical band. Several psychoacoustic studies ([Brungart et al., 2006; Li and Loizou,
2008; Loizou and Kim, 2011]) demonstrate that the application of the IBM to separate speech
in noisy conditions entails an improvement in speech intelligibility and improves notably the
performance of ASR. Furthermore, the work in [Li and Wang, 2009] provides a formal study of
the optimality of the IBM in terms of SNR. The IBM can be viewed as a quantified version of the
Wiener filter where each time-frequency value is rounded to the closest binary value. However,
this fact means that the IBM is only optimal in each local time-frequency unit. The study
establishes the conditions for the IBM to be optimal at the global level, as well as evaluates the
differences in the performance when these conditions are not met.

Unfortunately, the computation of the IBM needs to have access to the clean speech and
noise signals, information that is not available in practice. Hence, the IBM should be estimated
somehow from the corrupted signal, obtaining a binary mask that is just an approximation of
the IBM. The study in [Li and Loizou, 2008] evaluates the impact on intelligibility caused by
errors in the estimation of the IBM. Overall, there is a strong and negative correlation between



14 Chapter 1. Introduction and motivation

the amount of error introduced in the binary mask and the obtained intelligibility scores. If
the objective is to restore speech intelligibility, the error in the estimation should be lower than
10%, but if the objective is just to improve intelligibility, the error can be at most 20% or 30%,
depending on the type of masker noise. The performance is affected mainly when time-frequency
units dominated by noise are wrongly labeled as time-frequency units dominated by speech. The
study also examines the effect of varying the local SNR threshold utilized to generate the IBM,
finding a region that ranges from -20 to 5 dB where the intelligibility is almost invariable.

Two strategies have been followed for the estimation of the IBM. The first one is based on
the CASA principles of grouping and segmentation, using features such as periodicity across
frequency, common offsets and onsets, and common amplitude and frequency modulations. The
main problem of this approach is the estimation of the fundamental frequency and the detection
of onset/offset segments in noise. CASA techniques for noise reduction are inspired in speech
source separation, and they will be reviewed in detail in the coming sections. A conceptually and
computationally simpler procedure to estimate the IBM to isolate speech from noise is the use
of a classifier to identify time-frequency points as either speech-dominated or noise-dominated.
Some recent works based on this approach are:

� In [Ramı́rez et al., 2006] a support vector machine (SVM) is trained for speech/non-speech
discrimination, using sub-band SNRs as input features. Two different alternatives for the
calculation of the sub-band SNRs are proposed. The first alternative applies a noise reduc-
tion algorithm and passes the signal and the residual noise through a K-band filterbank to
reduce the dimensionality. In the second alternative, a measure of the contextual deviation
of the power spectrum from the background noise is defined. The measure is transformed
to a wide K-band spectral representation where the sub-band SNRs are calculated. Results
show that the second set of features obtain better results in terms of speech/non-speech
classification, improving the performance of standard voice activity detectors (VADs).

� The work in [Kim et al., 2009] designs an accurate binary Bayesian classifier to estimate
the IBM, capable of operating at negative SNR levels. Using amplitude modulation spec-
trograms (AMSs) as input features, Gaussian mixture models (GMMs) are trained to
represent the distribution of each class. The target binary mask is generated compar-
ing the local SNR to a frequency-variable threshold. The method is evaluated with low
SNRs (0 and -5 dB) and with different types of noise (babble, factory and speech-shaped).
Results indicate substantial improvements in intelligibility over the obtained by human
listeners with the unprocessed signals.

� The algorithm in [Kim and Loizou, 2010] introduces a new binary mask based on the
magnitude spectrum constraints proposed in [Loizou and Kim, 2011]. The algorithm
combines the classification schema in [Kim et al., 2009] with the new mask for improving
speech intelligibility. The algorithm is tested with low SNRs (0 and -5 dB) and with
different types of noise (babble, airport and speech-shaped), obtaining higher PESQ scores
than the previous algorithm.

1.3.1.2 Multi-channel noise reduction

Beamforming techniques achieve speech enhancement by using the principle of spatial filtering
provided by a microphone array, normally composed of omnidirectional microphones, and assum-
ing that the target source and the unwanted sources are physically separated in space. Spatial
filtering aims to boost the signal coming from a determined direction, attenuating the interfering
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signals coming from different directions. In theory, a microphone array allows reducing the noise
without distorting much the speech signal, in opposition to single-channel enhancement algo-
rithms, which usually introduce distortions. Conventional beamforming techniques were initially
developed for narrowband applications such as radar or communications, and later adapted to
wideband signal processing. However, microphone arrays have some remarkable differences in
comparison to the original beamforming applications: speech is a relative wideband signal, the
assumption of far-field is not always valid, there is a high multi-path interference due to room
reverberation in closed spaces, the signals and the environments are highly non-stationary, and
the number of sensors is usually restricted. These differences have motivated the formulation
of new techniques for microphone array applications. Beamforming techniques can be broadly
grouped into data-independent (fixed) and data-dependent (adaptive). Data-independent tech-
niques use fixed parameters during the processing of the input signal. On the other hand,
data-dependent techniques update their parameters constantly depending on the input signal,
adapting to changing noise conditions. Fixed techniques are simpler to implement, but they
are limited when rejecting highly directive noise and changing noise sources, specially in the
case of small arrays. Nevertheless, they are usually used in highly reverberant environments,
applications where the position of the target source is known or assumed to be known (e.g.
hearing aids or cars) and for creating multiple beams. An important factor to have into account
when selecting a determined beamforming technique is the type of noise field in which the array
is expected to work. The noise field is characterized by the degree of correlation between the
noise signals at different spatial locations, and it is typically classified into coherent, incoherent
or spatially white, and diffuse or spherically isotropic.

The simplest fixed beamforming technique is the delay and sum (DS) beamformer, in which
delayed versions of the channels are equally combined at the output. The delay applied to each
channel is an estimation of the time difference of arrival (TDOA) between each sensor and the
reference one. The amplitude of the desired signal, which comes from the steering direction, is
not modified, obtaining a distortionless response. The amount of noise attenuation increases as
the number of microphones and the array length increase. Once the array geometry and the
steering direction are established, the beam pattern of a DS beamformer is fixed, which is an
important limitation when removing directional noise. That is the reason why a DS beamformer
is usually combined with other techniques in real applications, for instance, in [Flanagan et al.,
1985]. The DS beamformer belongs to a more general class of beamformers known as filter and
sum, in which a different finite-impulse response FIR filter is applied to each channel. In fact,
most types of beamformers belong to this class. A filter and sum beamformer allows applying
a different complex weight to each channel, adjusting the beam pattern. The coefficients of
these FIR filters can be computed according to different criteria, originating different types of
beamformers. The most relevant are described next.

One of the first adaptations of beamforming techniques to microphone arrays was the con-
stant directivity beamformer (CDB). The frequency response of a narrowband-designed array
varies in a wide frequency range such as the speech range (i.e. 300 Hz to 3.4 kHz), which entails
that the interfering signals are not equally attenuated in the entire band, resulting in a disturb-
ing output speech. With the aim of overcoming this limitation, the CDB obtains an invariable
response in a wide frequency band. An extended approach is the use of harmonically-nested
subarrays, where each sensor may be used in more than one subarray. Each subarray is designed
as a narrowband array and their outputs combined by bandpass filtering. A two-dimensional
array based on a dual-beam analog system with scanning properties is described in [Flanagan
et al., 1985]. The main drawback of the CDB approach is that the size of the array depends
on the lowest frequency of operation (i.e. a several meters long array is required for 300 Hz.).
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Hence, its implementation in microphone array systems is limited for many applications. This
problem is solved using other design strategy such as superdirectivity.

The so-called superdirective beamformer (SDB) is inspired in the supergain that closely
spaced endfire arrays (i.e. linear array whose direction of maximum radiation is along the axis
of the array) show under diffuse noise conditions, when adjacent elements are separated by less
than one-half wavelength [Hansen and Woodyard, 1938]. In this case, the filter coefficients are
calculated to maximize the array gain, which is defined as the SNR improvement between the
reference channel and the system output. The array gain is maximized by minimizing the power
of the output signal, which is equivalent to reduce the noise variance, with the constraint that
the signal in the desired direction is undistorted. The traditional solution of this optimization
problem is the well-known minimum variance distortionless response (MVDR) beamformer, also
known as Capon filter [Capon, 1969]. The Capon filter was originally designed for narrowband
signals, but it was later adapted to wideband signals by splitting the signal into narrow frequency
bands and applying a different filter to each band. The MVDR solution involves the knowledge of
the noise covariance matrix. The classic SDB is defined for diffuse noise fields, which covariance
matrix is constant (i.e. it only depends on the distance between microphones), and in this
case the MVDR filter is considered a fixed beamformer. However, the solution is valid for any
well-defined noise field introducing its coherence noise matrix, and that noise field can be non-
stationary. In such a case, the noise covariance matrix can be recursively updated and the
MVDR would be an adaptive beamformer. A large number of works based on SDB and the
MVDR filter can be found in the literature. Some remarkable works are listed below.

� The initial solution of the SDB can lead to undesirable gain of incoherent noise due to
electrical sensor noise, channel mismatch and errors in microphone spacing. The work
in [Gilbert and Morgan, 1955] imposes a gain constraint to remove uncorrelated noise
originated by self noise and phase error in the microphones. This idea is implemented
in [Cox et al., 1986] to reduce uncorrelated white noise in a SDB, using a sensitivity
constraint.

� The MVDR filter achieves perfect dereverberation when the acoustic transfer functions
(ATFs) between the target source and the microphones are known. Unfortunately, the
blind estimation of ATFs is not easy. A tradeoff between noise reduction and reverbera-
tion cancellation is observed in [Benesty et al., 2007]. The work in [Habets et al., 2010]
provides a rigorous analysis of this tradeoff as well as analyzes the local and global behav-
ior and derive novel forms of the MVDR filter. The study is conducted for different noise
fields such as a mixture of coherent and non-coherent noise fields, entirely non-coherent
noise field and diffuse noise field. The results show that the amount of noise reduction sac-
rificed for complete dereverberation depends on the direct-to-reverberation ratio (DRR) of
the acoustic impulse response between the source and the reference microphone, and the
desired response. The amount of noise reduction sacrificed decreases when the number of
microphones increases.

� Additionally to the distortionless response constraint imposed by the MVDR, it is possible
to design a SDB with multiple linear constraints, which is known as linearly constrained
minimum variance (LCMV) beamformer [Er and Cantoni, 1983]. The MVDR beamformer
is a particular case of the LCMV beamformer where only one constraint is applied. The
work in [Habets et al., 2009] compares the noise reduction capability of the LCMV against
the MVDR. The constraints are modified to include relative ATFs rather that ATFs to
cancel coherent interferences. In a scenario composed by one desired source and one



1.3. State of the art of speech enhancement algorithms 17

undesired source in spatially white noise, the MVDR performs significantly better noise
reduction compared to the LCMV beamformer.

Adaptive beamforming techniques are able to adapt to changing acoustic environments,
obtaining higher noise reduction than fixed techniques, but being less robust due to their higher
sensitivity to errors in the steering vector. Most adaptive techniques rely on the minimization
of the MSE between a reference signal highly correlated to the desired signal, and the output
signal. However, the application of the classical LMS algorithm to minimize the MSE introduces
distortions in the target speech signal. This limitation is solved by the famous Frost’s algorithm
presented in [Frost, 1972], where the optimization of the filter coefficients is converted into a
constrained LMS minimization problem, where the constraint is given by a determined transfer
function for the target signal. This constraint is usually applied to speech signals ensuring
constant gain and linear phase. The Frost’s algorithm is an adaptive version of the MVDR
beamformer. An alternative to this adaptation is the generalized sidelobe canceller (GSC)
[Griffiths and Jim, 1982]. This structure creates a double path for the signal: a standard fixed
beamforming path (normally a MVDR filter), and an adaptive path composed of a blocking
matrix, which removes the desired signal from this path, and a set of adaptive filters that
minimize the output noise power. The filter coefficients are adapted with a LMS algorithm
and the output signal is obtained by subtracting the signals at the end of both paths. The
GSC structure is generalized to include multiple constraints in [Buckley, 1986], implementing a
LCMV broadband beamformer. A proof of the equivalence between the GSC and the LCMV
beamformer based on complementary subspaces is presented in [Breed and Strauss, 2002].

A problem associated with the GSC is the assumption that the received signals are simple
delayed versions of the source signal. However, real environments have arbitrary ATFs and
the performance of this method is seriously affected in reverberating rooms. In [Gannot et al.,
2001] the authors adapt the GSC to deal with any ATF, estimating ATF ratios instead of ATFs
exploiting the non-stationarity of speech. The algorithm is derived in the frequency domain
and can be also implemented in the time domain, but the latter increases the computational
burden. The method is experimentally evaluated using speech and noise signals recorded in a
real reverberating room. Nevertheless, the hard constraints imposed in LCMV techniques cause
a lack of freedom in the choice of the filters, limiting the achieved level of noise reduction. A
different approach for adaptive beamforming is the use of a soft constraint, allowing to introduce
some distortions in the target signal but controlling that these distortions are not perceived by
the human ear. The most important technique is the adaptive microphone array system for
noise reduction (AMNOR) introduced in [Kaneda and Ohga, 1986]. The method proposes
to control the tradeoff between minimizing the output noise power and reducing the signal
degradation by introducing a fictitious desired signal only during noise periods. The optimization
criterion proposed (AMNOR criterion) maintains the degradation of the frequency response of
the desired signal below a determined value. Subjective tests confirm the superiority of the
AMNOR criterion over conventional criteria for noise reduction. The main limitations of this
technique are the need for an accurate speech/noise detection and the knowledge of the ATFs
between the source and the microphones.

In practice, the filter and sum beamformer rarely exhibits the performance ideally expected,
mainly due to reverberations that arrive from nearly all directions caused by multipath room
reflections. The performance can be further improved introducing a single-channel noise suppres-
sion filter at the output of the array. The use of a time-varying post-filter allows incorporating
frequency filtering using the knowledge provided by the spatial filtering previously performed.
However, the non-uniform modification of frequency components can lead to signal distortions,
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in the same sense that the ones described in single-channel speech enhancement algorithms. The
solution provided by the MVDR beamformer is optimum in the maximum likelihood (ML) sense
and it maximizes the SNR for a narrowband signal. The multichannel Wiener filter (MWF) pro-
vides the optimum broadband filter in the MMSE sense, and its solution can be factorized into
a MVDR beamformer followed by a single-channel Wiener post-filter [Edelblute et al., 1967].
The Wiener post-filter technique uses the cross-spectral densities or coherence function between
the signals of the different channels to calculate the filter coefficients. The filter is derived under
the assumption of spatially uncorrelated noise and reverberation, but it also performs reason-
ably well in case of diffuse noise field. The approach was first applied in [Allen et al., 1977]
with the purpose of reducing reverberation. The algorithm applies the post-filter at the output
of a simple DS beamformer with only two microphones. The work in [Zelinski, 1990] extends
the algorithm to a higher number of microphones and tests it in a typical office room with a
two-dimensional 4-microphone array. The performance of the filter is drastically incremented,
with barely noticeable residual noise. Post-filtering techniques based on [Zelinski, 1990] assumes
zero cross-correlation between the noise on different sensors, which is inaccurate, especially at
low frequencies and for small arrays. The work in [McCowan and Bourlard, 2003] presents a
generalization of the post-filter technique, replacing the assumption of incoherent noise with the
assumption of a known noise field coherence function. The method is tested in a real reverberant
office environment, improving the performance of the original postfilter technique.

In recent years, speech models based on CASA have been successfully applied to single-
channel speech enhancement. The combination of spatial information with CASA techniques
allows improving the performance of traditional beamformers as well as performing SSS by fil-
tering the signals from different directions. A common approach based on the time-frequency
domain is to apply a binary time-frequency mask to the beamformer output. An useful ex-
ample is the algorithm presented in [Levi and Silverman, 2010] which applies a CASA-inspired
time-frequency binary mask to the output of a DS beamformer steered to the target direction.
Each time-frequency point of the beamformer output is labeled as target-dominated or noise-
dominated using a discriminator based on the steering response power with phase transform
(SRP-PHAT). The algorithm is successfully implemented in real-time in [Ayllón et al., 2011],
and the performance is improved in [Do and Silverman, 2011], using a null-steering MVDR
beamformer with phase transform (MVDR-PHAT). Special attention is paid to binaural speech
enhancement and separation systems, which are multichannel systems inspired in CASA that
takes advantages of the spatial resolution provided by two microphones placed at both sides of
the human head. In this case, the signals that arrive to the microphones are modified by the
so-called head-related transfer function (HRTF). This fact causes physical cues that the human
brain uses to localize sound sources coming from different spatial locations. The most important
cues are the interaural time difference (ITD) and the interaural level difference (ILD) [Rayleigh,
1907]. The works in [Hawley et al., 2004] evaluates the advantages of using binaural hearing in
detriment of monaural hearing to discriminate sources. In [Roman et al., 2001], time-frequency
binary masks are generated using spatial cues to separate sources, and the algorithm in [Roman
et al., 2006] estimates de IBM comparing each time-frequency point of the mixture signal with
the output of an adaptive beamformer that cancels the target source. The main application of
binaural beamforming is speech enhancement in binaural hearing aids. Some examples will be
discussed in detail in the following sections.
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1.3.2 Sound source separation

The SSS problem consists in estimating the original source signals from the mixture signals.
The complete estimation process involves also dereverberation, which is a complex problem that
is not considered in this thesis. SSS methods can be grouped according to different criteria:

1. Number of channels: multichannel or single-channel.

2. Type of mixture: instantaneous, anechoic or echoic.

3. Relative number of mixtures and sources: overdetermined, determined or underdeter-
mined.

4. Amount of information about the sources or the mixing process: blind or semi-blind source
separation (BSS), source-based models, CASA techniques.

In this review of the state of art, the different SSS techniques have been divided into single-
channel and multichannel. Multichannel techniques are generally based on statistical assump-
tions. The use of several observations makes possible to estimate several sources with very little
information about them. However, in single-channel mixtures, blind estimation of the origi-
nal sources from a single mixture is very difficult, and some a priori knowledge is necessary.
Single-channel mixtures are naturally underdetermined, and most techniques for SSS are based
on CASA, whereas multichannel techniques involves statistically-based BSS methods, as well as
beamforming techniques and binaural CASA models to exploit spatial information. The most
significative contributions in both cases are reviewed in this section.

A related problem that requires special attention is source enumeration. Most SSS algorithms
assume to know the number of sources in advance, assumption that is not usually met in real
situations. Hence, the problem of estimating the number of speech sources automatically from
a mixture is studied separately and a review of algorithms that aim to solve this problem is also
provided.

1.3.2.1 Single-channel source separation

CASA methods are psychoacoustically motivated techniques based on auditory perception that
try to separate sound sources in the same way that the human auditory system does. CASA
basis have been already described, and its application to single-channel SSS consists in identifying
and grouping those time-frequency regions belonging to each source to generate a time-frequency
mask for each original speech source. Two types of grouping can be distinguished: simultaneous
grouping that aims to group sounds that overlap in time (i.e. frequency components), and
sequential grouping that aims to put together successive speech sections from the same speaker
that are separated in time. CASA single-channel techniques can be roughly divided into feature-
based and model-based.

Feature-based methods make use of intrinsic sound properties such as proximity in frequency
and time, periodicity (harmonicity), amplitude modulation (AM) and frequency modulation
(FM), temporal continuity and onset/offset events. Many relatively simple algorithms have
been proposed for the extraction of these features from a single speech signal. Unfortunately,
the extraction of these features from a mixture of speech signals is more complex, and new
advanced algorithms for feature extraction have been proposed. The most relevant approaches
for feature extraction and speech separation algorithms that involves one of several of these
features are described below.
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� Pitch estimation: A big amount of algorithms that estimate the pitch of isolated speech
signals can be found in the literature. However, the estimation of multiple pitches in speech
mixtures is a harder task, mainly due to the mutual overlap between voices that weakens
the pitch cues. Algorithms that use pitch estimations to separate speech sources need to
estimate multiple pitches, but algorithms that estimate multiple pitches need to separate
the speech sources first. Single pitch estimation methods exist in both the time domain and
the spectral domain. There are many variants of both approaches, but most rely on the
same ideas. Most of spectral techniques are based on pattern matching, finding periodicity
in the sequence of peaks in the power spectrum, hence they are highly dependent on
frequency resolution. This idea was first applied in [Schroeder, 1968], and many variants
have been proposed, for instance, [Duifhuis et al., 1982]. Time domain methods try to
find periodic patterns in the time signal normally using the autocorrelation function. This
idea was introduced in [Rabiner, 1977] and variations are found, for instance, in [Klapuri,
2005].

In the case of multiple pitch estimation, there are two strategies. The first alternative
is to estimate a single pitch from the mixture, removing the speech source corresponding
to that pitch, and estimating again the pitch from the remaining mixture, repeating the
procedure until all sources are extracted. The previous estimations can be refined in
further iterations. The second and more elegant alternative is to jointly estimate all the
pitches at the same time. Again, methods exist in the spectral and temporal domain, but
the former are more common for multiple estimations. Spectral approaches are based on
the work in [Parsons, 1976] that seeks the harmonic series that best match the spectrum.
Another work based on the previous one is [Vincent et al., 2010]. Some works in the
time domain are [De Cheveigné, 1993; De Cheveigné and Kawahara, 1999]. The main
limitation of spectral domain methods is frequency resolution, which is limited by the size
of the analysis window, and it affects directly the accuracy of the pitch estimation. On
the other hand, time domain methods are limited by the sampling resolution and their
computational efficiency is lower than spectral techniques.

Multiple pitch estimations are useful to perform simultaneous grouping of voiced speech
segments, grouping harmonics that are scattered in the frequency spectrum. In [Parsons,
1976], voiced segments are separated using a comb filter with large responses at the funda-
mental frequency and its harmonics. This is a common solution adopted in many following
works, for instance, in the model proposed in [Brown and Cooke, 1994] which combines
pitch, FM and onset/offset detection. Early CASA models perform relatively well in low
frequencies where the harmonics are resolved, but their performance is reduced in high
frequencies where the harmonics are unresolved. The work in [Hu and Wang, 2004] groups
resolved and unresolved harmonics differently. Resolved harmonics are grouped according
their periodicity, and unresolved harmonics are grouped according to AM rates.

� Onset and Offset detection: The identification of sudden intensity changes (increase or
decrease) is easily achieved by finding the peaks and valleys of the first-order derivative of
the intensity function with respect to time. However, many peaks and valleys can be orig-
inated by background noise, hence the intensity function should be previously smoothed
applying a low-pass filter. An example of speech segmentation based on onset and offset
analysis is [Hu and Wang, 2007]. Onset/offset detection is usually combined with pitch
estimation to separate voiced segments, but they are very useful to segregate unvoiced
speech that lacks periodicity. A significative example is [Hu and Wang, 2008].
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� Amplitude modulation extraction: AM detection is a common problem in signal
processing which corresponds with the extraction of the envelope of the signal, which
variations are assumed to be much slower than the carrier frequency (i.e. the fundamental
frequency in the case of speech). Common methods are the Hilbert transform method
and the half-wave rectification following to low-pass filtering. The amplitude modulation
spectrum (AMS), which is the spectral representation of the signal envelope, is a very useful
feature for speech separation. Some examples of algorithms that use AMS for separation
are [Kim and Loizou, 2010; Kim et al., 2009].

� Frequency modulation extraction: FM corresponds with variations of the carrier
frequency, which occurs at rates much slower than the carrier frequency itself. The FM
feature used in CASA refers to a change in frequency of a sound component, and it can
be detected either from a two-dimensional cochleagram [Brown and Cooke, 1994] or from
the response of a band-pass filter [Kumaresan and Rao, 1999].

Model-based methods understand the problem of source separation as inference, where some
constraints should be included to be able to recover an approximation of the original signals.
The CASA approach uses a parametric model of the sources which parameters are estimates
from the mixture. The most common approach is the use of hidden Markov models (HMM)
for the sources. The constraints included in the model represent the prior knowledge about the
expected sources, and they can be either explicit or implicit. Explicit signal models typically
use a dictionary containing the possible signals, for instance, in [Roweis, 2001], or they consider
that the signals are contained in a subspace [Jang and Lee, 2002]. Feature-based models based
on periodicity can be considered implicit signal models.

Unsupervised learning algorithms have been also applied to single-channel source separation.
These methods usually apply a simple non-parametric model and use less prior information of
the sources, learning the information directly from the data. One of the most popular approaches
is based on non-negative matrix factorization (NMF). The work in [Virtanen, 2007] combines
NMF with a sparseness constraint for single-channel SSS based on minimizing a cost function
which is a weighted sum of three terms: a reconstruction error term, a temporal continuity term,
and a sparseness term.

1.3.2.2 Multichannel source separation

Multichannel SSS can be divided into two main approaches: one basically inspired in the inde-
pendent component analysis (ICA), and the other relies on sparse representations of speech in
which only a small number of the source components differs significantly from zero.

The first BSS techniques applied to SSS were based on ICA [Comon, 1994]. The ICA main
assumption is that the sources are statistically independent and non-Gaussian, and the separa-
tion problem is formulated as a mixing matrix estimation problem. Further assumptions about
the number of microphones and the mixing process are required. ICA tries to find the indepen-
dent components of the mixture by maximizing the statistical independence of the estimated
components either minimizing the mutual information or maximizing the non-Gaussianity. The
main limitations of ICA are: the original formulation is not valid for underdetermined mixtures,
the mixing matrix needs to be stationary during a period of time (i.e. the sources can not move),
the sources should come from different spatial directions, and the number of sources must be
known in advance. The algorithms based on ICA work very well when the signals are mixed
instantaneously, but they do not perform so well in a reverberant environment. Many efforts
have been carried out to adapt the original ICA to undetermined and reverberant mixtures.
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The work in [Hyvärinen and Oja, 1997] describes a fast implementation of the ICA algorithm,
which is denominated FastICA. The algorithm finds, one at a time, all non-Gaussian indepen-
dent components, regardless of their probability distributions. The convergence of the algorithm
is guaranteed, and the algorithm is 10 to 100 times faster than gradient-based ICA algorithms.
The work in [Parra and Spence, 2000] exploits the non-stationarity of speech to estimate the
multiple channels of echoic speech mixtures. The multi-path channels are identified using a LS
optimization to estimate a forward model. An efficient FastICA (EFICA) algorithm is described
in [Koldovsky et al., 2006], where the accuracy given by the residual error variance attains the
Cramer-Rao lower bound. The algorithm assumes that the PDFs of the independent signals are
generalized Gaussian distributions. The computation time is only three times higher than the
standard FastICA.

A more recent approach for SSS is based on the assumption that the sources are sparse
and the data do not overlap in the time-frequency domain. The sparsity based approach solves
the underdetermined separation problem and the algorithms can be further divided into two
categories: the first type of algorithms are based on MAP estimation of the sources, usually
performed by l1-norm minimization, after estimating the mixing matrix either by clustering or
by using the ML criterion; the second type of algorithms are based on extracting the signals by
means of time-frequency masking, which can be calculated using different criteria. A relevant
example of the first type of algorithms is the one described in [Bofill and Zibulevsky, 2001]. The
algorithm exploits the sparsity of speech and music signals when they are represented in the
STFT domain. The authors propose the use of a clustering algorithm to estimate the mixing
matrix from only two sensors, and a shortest path separation procedure based on the l1-norm
to recover the most sparse original signals from the mixtures. The algorithm also identifies the
number of sources in the mixture. Tests with speech and music mixtures show good separation
performance even in the case of separating 6 sources from only 2 mixtures. Another interesting
algorithm is the line orientation separation technique (LOST) algorithm described in [O’Grady
and Pearlmutter, 2008]. The algorithm considers that the problem of audio source separation is
equivalent to the separation of linear subspaces in a mixture of oriented lines and separates any
number of sources from any number of instantaneous mixtures by identifying lines in a scatter
plot. The orientation of each line is estimated using an EM procedure. The demixing procedure
in case of undetermined mixtures is performed using l1-norm minimization.

The best-known algorithm for SSS based on sparsity and time-frequency masking is the
degenerate unmixing estimation technique (DUET) [Rickard and Yilmaz, 2002; Yilmaz and
Rickard, 2004]. In these works, the authors introduce the concept of approximate W-disjoint
orthogonality (WDO) to measure the orthogonality of speech signals in the STFT domain.
The experiments carried out demonstrate that there exists a time-frequency binary mask that
allows separating each speech source from the mixtures, similar to the one inspired in CASA,
but the problem still remains in the estimation of the IBM from the observations. Unlike
traditional CASA approaches that use a single mixture, the DUET algorithm uses two mixtures
to estimate the IBM. The algorithm proposes to construct a weighted two-dimensional histogram
from estimations of the delay and level differences between the two microphones. The weighted
histogram shows peaks corresponding to each source. Unsupervised clustering is applied to
identify these peaks from the smoothed histogram, and these peaks are used to estimate the
mixing parameters of each source. The demixing procedure is performed via time-frequency
masking, generating binary masks based on a proximity criteria. Listening experiments show
that the WDO measure is fairly correlated with subjective separation performance. Hence, the
WDO measure is proposed as a good indicator of the separation performance for this type of
SSS methods. There are three main limitations of the DUET algorithm: the number of sources
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must be known in advance, its performance is reduced in echoic mixtures, and the use of time-
frequency binary masks introduces residual musical noise. Many methods based on DUET have
been proposed in the last decade, and some of the most relevant are listed below.

� A multichannel DUET algorithm is described in [Melia and Rickard, 2006], combining
the sparse assumption with the estimation of signal parameters via rotational invariance
technique (ESPRIT). The method, denominated DESPRIT, is limited to linear arrays.

� A new algorithm for SSS, denominated time-frequency ratio of mixtures (TIFROM), is
presented in [Abrard and Deville, 2005]. Using two microphones, it allows separating
speech sources from instantaneous linear mixtures even if the original signals almost fully
overlap in the time-frequency domain. The only condition required is the existence of
slight differences in the time-frequency distributions of the original signals, i.e. each source
only needs to occur alone in a small time-frequency area. The algorithm calculates time-
frequency ratios of the mixed signals to identify those small time-frequency areas and
estimates the mixing matrix. This approach is much less restrictive than ICA and sparsity-
based approaches.

� Music signals do not meet so well the WDO assumption as pure speech signals do, due
to their harmonic structure. The DUET algorithm is combined with CASA techniques
to perform stereo music source separation in [Woodruff and Pardo, 2006]. The algorithm
has three steps: a cross-channel histogram is performed using spatial cues (i.e. similar to
the DUET algorithm), the pitches of the original signals are estimated from the previous
histogram to generate harmonic masks, and the harmonic amplitude envelopes are obtained
from the pitch estimations.

� The method in [Araki et al., 2007] proposes a generalized multichannel DUET algorithm
that is valid for any number of sensors and geometry. The method performs k-means
clustering using normalized amplitude and time differences between sensors. The phase
differences are weighted to obtain a variance comparable to the one of the level differences.

The two main approaches, ICA and sparseness, have been also combined in order to overcome
their individual limitations. In [Araki et al., 2004] the authors combine both approaches with
the aim of reducing the distortions associated to time-frequency binary masking. The algorithm
estimates the time-frequency points where only one source is active, removes that source from the
observations and applies ICA to the remaining mixtures. The time-frequency source estimation
is inspired in DUET. Furthermore, the authors propose to reduce the distortions associated
to binary masking using a directivity pattern based continuous mask instead. The mask is
generated with a null beamformer. The use of a soft mask reduces distortions even in reverberant
rooms. On the other hand, ICA and time-frequency masking can be also combined the other
way around: a time-frequency mask can be applied to the ICA outputs, as a post-processing
technique. For instance, in [Kolossa and Orglmeister, 2004] the time-frequency masking is
applied to the output of two frequency domain ICA methods. The time-frequency masks are
determined from the ratio of the demixed signal energies. The approach notably increases the
output SNR.

1.3.2.3 Automatic speech source enumeration

Up to this point, no concern has been given to find the number of speech sources present within
a mixture. The original ICA and DUET algorithms, which are two of the main algorithms for
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multichannel SSS, assume to know the number of sources in advance, which is an important
limitation.

There are many different approaches to signal enumeration, and those based on information
theoretic criteria have largely been used in array signal processing [Krim and Viberg, 1996].
These algorithms are based on the estimation of a parametric model order for the observed
process. Two such criteria for order estimation of an observed process are the Akaike information
criterion (AIC) [Akaike, 1974] and the Rissanen’s minimum description length (MDL) principle
[Rissanen, 1978], which have inspired many algorithms to solve the aforementioned problem,
for instance, [Cheng et al., 2012; Krim and Cozzens, 1994; Valaee and Kabal, 2004; Wax and
Ziskind, 1989]. Unfortunately, most of those algorithms have been applied to problems where
the relative bandwidth of the signals is low, such as radar, sonar or mobile communications.
The wideband nature of speech requires a different approach. Furthermore, the information
theoretic approach is normally reduced to the over-determined case. In the last years, several
algorithms for speech enumeration have been proposed, some of them included as an initial step
in multichannel SSS and source localization algorithms. They are usually based on TDOA and
pitch estimations. Some relevant examples are listed below.

� The authors in [Luengo et al., 2003] extend the MDL information theoretic criterion to
estimate the number of sources in undetermined speech mixtures. The algorithm exploits
the sparsity of the sources to construct an autocorrelation matrix from the angles of the
observations to which the MDL criterion is applied.

� The method in [Klapuri, 2003] is based on an iterative search, where the fundamental
frequency of the most prominent sound is estimated, the sound is subtracted from the
mixture, and the process is repeated for the residual signal. The method stops when the
weight associated to a candidate fundamental frequency falls below a threshold.

� The algorithm in [Katmeoka et al., 2004] uses a mixture of tied Gaussian mixtures to
model the multiple harmonic structure of a speech mixture. The harmonic structure of
each source and the number of sources are estimated from that model combining an EM
algorithm with an information criterion.

� The method in [Gilbert and Payton, 2009] estimates the number of sources in instantaneous
and non-instantaneous linear mixtures containing additive white Gaussian noise, using two
sensors. The estimation combines TDOA and pitch estimates using a harmonic windowing
function.

� In [Arberet et al., 2010] the authors propose a method that counts (and locates) the
number of speech sources in underdetermined multichannel mixtures. The method is
based on a local confidence measure which detects the time-frequency regions where robust
information is available, and uses a technique similar to the generalized cross-correlation
with phase transform (GCC-PHAT) to estimate the delays associated to each source. The
method is valid for instantaneous and anechoic mixtures.

1.3.3 Speech enhancement algorithms for hearing aids

Directional microphones have been used in hearing aids for over 25 years and have proved to
significantly increase speech intelligibility in various noisy environments [Hawkins and Yacullo,
1984]. However, they are usually not applicable to small in-the-canal devices for reasons of size
and the assumption of a free sound field which is not met inside the ear canal. Nevertheless,
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directional microphones are not under the scope of this thesis. A comprehensive review is given
in [Chung, 2004].

Besides directional microphones, modern hearing aids include one or several omnidirectional
microphones combined with speech enhancement algorithms to improve intelligibility. The im-
plementation of algorithms for speech enhancement in hearing aids presents particular challenges:

� The requirement or real-time processing limits the processing delay to few milliseconds,
which in turns limits the algorithmic complexity.

� The reduced battery life limits the clock speed of the processor, which also limits the
computational capability of the device.

� The number of microphones in multichannel systems is reduced due to the dimensions of
the device.

� The number of frequency bands used for the analysis of the input signal is relatively small.

� Hearing-impaired listeners have greater susceptibility to interference from background
noise than normal listeners. They typically require a signal-to-interference ratio (SIR)
that is 5-10 dB higher than a normal hearing person in order to achieve the same level of
speech understanding [Plomp, 1986].

Bearing in mind the above limitations, this section discusses the suitability of the different speech
enhancement approaches for their implementation in hearing aids.

1.3.3.1 Single-channel algorithms

Single-channel noise reduction in hearing aids is even more challenging than in the general case.
As it was previously described, single-channel noise reduction algorithms tend to reduce noise
introducing distortions in the signal. Impaired listeners are more sensitive to speech distortions
than normal listeners. Consequently, the effect that these distortions have on intelligibility can
be minimized for normal listeners but it is magnified for hearing-impaired listeners. Among
the single-channel noise reduction algorithms previously described, those based on the Wiener
filter and the MMSE estimator have been traditionally implemented in hearing aids [Hamacher
et al., 2005]. Unfortunately, these methods may improve the SNR, but they could not yet prove
to enhance the speech intelligibility. Despite their limitations, single-channel noise reduction
systems are still implemented in modern hearing aids.

Concerning single-channel algorithms for speech separation inspired in CASA, they usually
are either too complex or the performance is too limited to be directly applicable to practical
hearing systems. These algorithms typically involve complex operations for feature extraction,
segregation and grouping, which makes a real-time implementation difficult. In addition, the
performance of such algorithms is not good enough for the implementation in a hearing aid
[Wang, 2008]. Nevertheless, the application of time-frequency masking is a promising approach,
as long as the mask computation is relatively simple.

1.3.3.2 Multichannel algorithms

Recently, high-end hearing aids including multiple microphones have demonstrated to provide
reasonable improvements in intelligibility and listening comfort. Multichannel SSS algorithms,
such as those based on ICA or clustering, have reduced application in hearing aids due to their
complexity. Hence, multichannel speech enhancement in hearing aids has been dominated by
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beamforming techniques. The design approach varies: some systems enhance the signal coming
from the target direction (usually straight-ahead), whilst other systems suppress the noise from
a specific direction (usually coming from the back). Both fixed and adaptive beamformers have
been successfully implemented in modern hearing aids. The required processing time of fixed
beamformers is relatively low, as long as the filter coefficients that satisfy the design constraints
can be previously computed and easily included as constant values in the embedded algorithm.
An additional advantage is that fixed beamformers are more robust than adaptive beamformers
to minor steering errors and reflections correlated with the desired signal. However, their per-
formance is reduced when rejecting directional interferences. The are several works that analyze
the effects of the array geometry and the number of microphones for several types of fixed beam-
forming techniques, evaluating the intelligibility improvement introduced for hearing-impaired
subjects. Some remarkable works are [Kates and Weiss, 1996; Liu and Sideman, 1996; Saunders
and Kates, 1997; Stadler and Rabinowitz, 1993]. A common and affordable approach is the
use of independent small endfire arrays, often integrated into behind-the-ear devices, with low
microphone distances of around 1-2 cm [Peterson and Zurek, 1987]. The use of external larger
arrays have been also proposed, for instance, with microphones placed in eyeglasses [Zwicker
and Beckenbauer, 1988], but this solution is not comfortable for hearing aid users. Adaptive
beamforming requires higher computational capability and it is more sensitive to steering direc-
tion errors, but it has better performance rejecting interferences. However, the evaluation of the
performance is highly influenced by the acoustic environment, which makes the measurement of
the benefit obtained over fixed beamforming difficult. An example that uses the MVDR filter
is found in [Spriet et al., 2005] where the filter is used to implement a MWF. One promising
approach is the application of a GSC structure. Some GSC-based algorithms for hearing aids
are [Berghe and Wouters, 1998; Greenberg, 1998; Greenberg and Zurek, 1994; Hoffman et al.,
1994].

Hearing loss usually affects to both ears and the hearing-impaired person is forced to wear
a hearing device in each side. Bilateral systems perform independent processing in the left and
right hearing aids, which originates that the spatial cues are distorted, decreasing the localization
ability of the user. A recent trend motivated by the availability of wireless data links between
the right and left hearing aids is the design of binaural beamformers. In such a case, the speech
is enhanced by combining the information from both ears. Binaural systems work with dual-
channel input-output signal, although more than one microphone could be placed in each device.
The main advantage of binaural processing is the availability of spatial cues (ILD and ITD) that
can be used to separate sounds. However, these cues must be preserved in the binaural output in
order to maintain the original spatial information. A simple example of binaural noise reduction
is found in [Wittkop et al., 1997], where the ILD and ITD estimates are compared with a
reference value for the frontal direction. Binaural fixed beamformers have low computational
complexity, but they only preserve the spatial cues of speech (i.e. the target signal). The work
in [Lotter and Vary, 2006] designs a dual-channel superdirective beamformer and obtains the
binaural output signal by applying adaptive spectral weights to the beamformer input channels.
The spectral weights are computed from the monaural output of the beamformer. The desired
signal is passed unfiltered. The performance is further increased applying a MWF.

Some examples of binaural adaptive beamforming based on the GSC structure are [Campbell
and Shields, 2003; Welker et al., 1997], which use a two-microphone sub-band adaptive GSC-
like structure to adaptively cancel out interfering sources. Beamforming combined with CASA
techniques allows preserving the binaural cues of speech and noise, but the use of time-frequency
masking introduces some distortions. In [Roman et al., 2006], a binaural adaptive beamformer
is trained to form a null in the front direction. A single time-frequency mask is then calculated
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comparing the responses from the front cardioid and the back cardioid. The binary masking
algorithm is very simple, making feasible its implementation in a hearing aid. The system
is designed using real measurements obtained from a KEMAR manikin. In [Rutledge, 2009]
an adaptation of the MVDR beamformer is combined with monaural CASA attributes. The
simultaneous and temporal grouping steps are performed with clustering and Kalman filtering.
Finally, the analysis of the robustness of different binaural speech enhancement systems in
hearing aids is carried out in [Rohdenburg et al., 2007], using objective perceptual quality
measures.

Binaural hearing aids require the exchange of information between the left and the right
devices. Due to aesthetic reasons, the best solution is the use of a wireless link for data trans-
mission, which notably increases the power consumption, one of the main limitations in these
devices. This fact opens a new area of research: how to reduce the amount of information
transmitted (bit-rate) without altering the performance of the enhancement system. One of the
first related works is [Roy and Vetterli, 2006] which evaluates the gain provided by collaborating
hearing aids as a function of the communication rate, using an information theoretic approach.
In [Doclo et al., 2007] the authors evaluate the decrement of noise reduction achieved by a bin-
aural MWF when reducing the bandwidth of the transmission link. The work in [Srinivasan and
Den Brinker, 2009] proposes two approaches to reduce data transmission. The first approach is
to transmit only an estimation of the undesired signal at a determined bit rate, and the second
approach is to transmit the complete received signal at the determined bit rate. The second
schema transmits more information, but it requires higher transmission rate. Furthermore, the
authors evaluate the transmission of only the low-frequency components.

1.4 Scope of the thesis

Speech enhancement is an extensive and active field of research, with applicability in a variety
of trending applications. The previous sections contain a thorough review of the state of the
art in this field, and it gives an idea of the broad range of solutions that have been proposed
during many years. However, due to the complexity of the problem and the higher requirements
demanded by new applications, the speech enhancement problem remains largely open and
unsolved. In this broad framework, the following objective is set as principal in this thesis:

To design speech enhancement algorithms based on source separation and spatial
filtering suited to audiological applications, with special emphasis on state-of-the-art
hearing aid devices.

The main objective establishes some constraints to the general speech enhancement problem.
In the case of audiological applications, it is primordial to increase the speech intelligibility
rather than the speech quality, due to the fact that people with hearing disorders suffer a lack
of understanding of speech in noise. Additionally, in the case of hearing aid devices, the signal
processing algorithms must work in real time. This fact, together with the low computational
resources available in hearing aids, force speech enhancement algorithms implemented in such
devices to be relatively simple.

The next particular problems, which arise from the main objective, are addressed in this
thesis:

� To improve the robustness of time-frequency SSS methods based on clustering, increasing
their performance in the separation of different types of sources and mixtures. Specifically,
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speech, noise and music sources will be considered, as well as anechoic, echoic and binaural
mixtures.

� To formulate solutions for the problem of automatic speech enumeration, which is necessary
as an initial step in most speech source separation algorithms.

� To design low-cost single-channel speech enhancement algorithms for monaural hearing
aids. The algorithms should increase the speech intelligibility and be feasible to be imple-
mented in a state-of-the-art commercial hearing aid.

� To design low-cost speech enhancement systems that increase the energy efficiency of
wireless-communicated binaural hearing aids. In addition to the requirements of monaural
devices, binaural systems should optimize the data transmission in order to reduce the
power consumption associated to the wireless link.

� To generalize the design of customized microphone arrays for speech enhancement in
monaural and binaural hearing aids. In order to maximize the enhancement provided
by a microphone array, the HRTF of the hearing aid user should be considered in the
computation of the beamformer filter coefficients. Unfortunately, the availability of this
information is limited in practice, and the array can not be fitted to a specific user. The de-
sign can be generalized to optimize the output speech quality of the array for any unknown
subject.

1.5 Structure of the thesis

This thesis has been divided in two main blocks, which are organized and presented as follows:

� The first block contains the preliminary study of the problem. It contains two chapters.
The first chapter, which is the current one, contains a global description of the problem,
a comprehensive review of the state of the art of the problem addressed in this thesis, as
well as a description of the main objectives of this thesis. The second chapter establishes
the theoretical basis necessary for the understanding of speech enhancement algorithms,
as well as the material used in the experiments carried out for the evaluation of these
algorithms.

� The second block, which is the main block, contains a description of the research conducted
to fulfill the objectives of this thesis, as well as it describes the experimental work and
results obtained. The chapters of this block correspond with each of the goals of the thesis,
and they are the next:

• In chapter 3, the performance of the so-called DUET algorithm is evaluated in a
variety of scenarios, demonstrating the need for more advanced clustering techniques
in such situations. A novel source separation algorithm that combines the mean shift
clustering technique with the basis of DUET is proposed in this chapter. Additionally,
an algorithm for automatic speech source enumeration is presented in this chapter.

• Chapter 4 tackles the problem of single-channel speech enhancement and its appli-
cation to monaural hearing aids, considering that the main goal is to improve the
intelligibility of speech in noise, rather than to improve the speech quality. A novel
algorithm that increases intelligibility is proposed. The algorithm is feasible to be
implemented in a state-of-the-art hearing device.
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• In chapter 5, different approaches to design low-cost speech enhancement algorithms
that increase the energy efficiency of the wireless-communicated binaural hearing
aid are proposed. The algorithms are feasible to be implemented in state-of-the-art
hearing aids.

• Chapter 6 deals with the design of superdirective beamformers for monaural and
binaural hearing aids considering the head shadow effect but assuming unavailable
head measurements of the subjects.

• Chapter 7 summarizes the main results obtained during this research and the main
contributions of the thesis. The chapter also contains a description of future research
lines that have been opened or broaden with the realization of this thesis. Finally, a
list of publications derived from this thesis is also included.

• The last section of the thesis includes the bibliography used in this thesis.
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Chapter 2

Background and materials

2.1 Introduction

This chapter pretends to formally describe the speech enhancement problem in the time-frequency
domain, as well as to provide the mechanisms to evaluate the quality of the algorithms proposed
in this thesis. First, the main properties of speech signals and their differences with other types
of sounds are established. The signals from different types of sound sources are usually mixed
together, existing different mixing models to describe the way the sources are mixed. The differ-
ent mixing models are formally presented in this chapter, providing a formal description of the
problem to solve. This thesis approaches the speech enhancement problem in the time-frequency
domain. Hence, the motivation for the use of such domain is presented, and the mathematical
basis used to transform the sound signals into the time-frequency domain are also described.
Finally, the last section of this chapter describes the material used to evaluate the algorithms
proposed in this thesis: objective measurements, sound databases and procedures to generate
different types of mixtures.

2.2 Sound sources and mixtures

2.2.1 Types of sound sources

Different types of sound sources can be mixed together: speech, music and noise from different
kind of sources (babble noise, ambient noise, narrow-band noise, etc.). According to the goal of
this thesis (i.e. speech enhancement), it is considered that the sound mixtures contain at least
one speech source which is the desired or target source. The temporal and spectral differences of
the different types of sources are essential for many speech enhancement algorithms. The basic
structure and main characteristics of speech, music and noise sources are briefly described.

2.2.1.1 Speech sources

Speech represents a sequence of sounds produced by the human vocal apparatus system to
convey a determined message. The nature of speech signals makes their analysis to differ from
the analysis of other types of signals. The main characteristics of speech are the following:

� Non-stationarity
Speech signals can be modeled as non-stationary stochastic processes. Fortunately, speech
is considered to be quasi-stationary over short periods of time (of the order of 20 ms).

31
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This fact enables the analysis of short-time signal segments as stationary processes, but it
involves a windowing process in the analysis and synthesis stages. The short-time Fourier
transform (STFT) is a powerful mathematical tool commonly applied to perform this
analysis. It will be described in more detail in the coming sections.

� Wideband signal
Speech signals have a bandwidth of approximately 7 kHz, but most of the information is
in the band up to 4 kHz. This is a relatively wide bandwidth compared to the sampling
frequency (usually 8 or 16 kHz). Hence, speech signals are considered wideband signals. It
is very important to consider this property in the design of speech enhancement algorithms,
specially in those based on filters in the frequency domain.

� Non-Gaussianity
Speech signals are highly non-Gaussian but they are closer to have a super-Gaussian PDF.
This property should be considered by statistical-based algorithms and can be advanta-
geous to perform speech enhancement.

� Speech production model
The commonly assumed speech production model decomposes speech into an excitation
signal and a vocal tract related filter. The excitation signal corresponds with the glottal
flow and it is represented by an impulse train generator with the same period as the speech
signal (the inverse of the fundamental frequency) for voiced segments, and a random noise
generator for unvoiced segments. The vocal tract filter can be approximated by an AR
model. A schema of this speech production model is represented in figure 2.1.

� Pitch
The pitch is the subjective perception of the fundamental frequency and it is a characteris-
tic property of each human voice. The pitch of voiced segments varies over time, but stays
within a range of about 40 Hz centered around an average of 140 Hz for male voices and
200 Hz for female voices. The pitch is an interesting property for speech source separation
due to the fact that it allows discriminating between different speakers.

2.2.1.2 Music sources

Music signals usually contain speech signals but also musical instruments that produce differ-
ences between the speech and music spectra. Speech tends to have a well-defined spectrum
with well established and predictable perceptual characteristics. In contrast, musical spectra
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Figure 2.1: Speech production model.
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(a) Speech signal
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(b) Babble noise
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(c) Train noise
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(d) White Gaussian noise

Figure 2.2: Spectrograms of clean speech (a) and different types of noise: babble noise (b), train
noise (c) and white Gaussian noise (d).

are highly harmonic, and the spectral characteristics strongly depend on the instrument being
played. Furthermore, the fundamental frequencies in music vary in an wide range that goes
from 30 Hz to 4 kHz. Nevertheless, music signals will be considered as interfering signals in this
thesis.

2.2.1.3 Noise sources

There is a wide variety of noise sources that usually interfere with the desired speech: aircraft,
bus, cafe, car, kindergarten, living room, nature, school, shops, sports, traffic, train, train station,
etc. Noise sources can be divided into stationary or non-stationary. Stationary noise is produced
in homogeneous noisy environments, for instance, the aircraft cabin noise or a factory noise.
Non-stationary noise refers to other non-homogeneous noises, for example, children shouting in
a kindergarten or babble noise. The spectra of the different types of noise differ, thus affecting in
a different way to speech intelligibility: non-stationary noise affects more the speech intelligibility
than stationary noise as well as it is more difficult to remove. The spectral differences of different
types of noise are clearly appreciated in figure 2.2, which represents the spectrograms of a clean
speech signal (a), a babble noise (b), a noise recorded in a train car (c), and white Gaussian
noise (d).

2.2.2 Mixing models

There exist different mixing scenarios where the sound signals described in the previous sec-
tion are mixed together. A mixing model is described by a mathematical expression of the
observations generated by the mixing process, which are the mixture of signals received by the
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microphones of the system. Prior to describe the different mixing models, it is worth clarifying
the notation used in this thesis. In signal processing, it is common to assume that the variable
(t) represents continuos time and the variable [n] discrete time (i.e. [n] = (nTs) where Ts is the
sampling period). In this thesis, all the signals are defined in discrete time, and the variable
(t) is adopted to represent the discrete time signals. Henceforth, x(t) represents a discrete time
signal, where t = 0, ..., T − 1 are T observations of the signal.

Let us consider a set of M microphones that receive the signals coming from N different
sources, sn(t), n ∈ {1, · · · , N}, to generate M mixtures, xm(t), m ∈ {1, · · · ,M}. The general
expression for the additive mixing model is given by

xm(t) =
N∑

n=1

sn(t) ∗ hmn(t), m = 1, ...,M, (2.1)

where hmn(t) is the impulse response of a linear time-invariant (LTI) filter that describes the
acoustic channel between the n-th source and them-th microphone, and the operator ∗ represents
linear convolution. The filter hmn(t) is commonly denominated acoustic impulse response, and
its transformation into the frequency domain is known as acoustic transfer function (ATF). The
signals received by the microphones are the result of the convolution between the original sources
sn(t) and the filter hmn(t) (i.e. sn(t) ∗ hmn(t)). The type of the mixing model depends on the
assumptions made about the ATF.

2.2.2.1 Instantaneous mixing model

The instantaneous or linear mixing model is the simplest model and it assumes that the signals
received by the microphones are just a scaled version of the original signals, and it is expressed
as

xm(t) =
N∑

n=1

amn · sn(t), m = 1, ...,M, (2.2)

where amn are the scaling factors. In this case, hmn(t) = amn·δK(t), where δK(t) is the Kronecker
delta function.

2.2.2.2 Anechoic mixing model

The anechoic or delayed mixing model introduces into the previous model different delays be-
tween the sources and the microphones, and it is given by

xm(t) =
N∑

n=1

amn · sn(t− δmn), m = 1, ...,M, (2.3)

where amn and δmn represent the attenuation and delay respectively, introduced by the channel
in the signal that travels from the n-th source to the m-th microphone. The impulse response
of the acoustic channel filter is hmn(t) = amn · δK(t− δmn). The sampling frequency is assumed
to be high enough to allow delays δmn lower than one sample.

2.2.2.3 Echoic mixing model

The echoic or convolutive mixing model also considers the reflections produced by the envi-
ronment, that is, the microphones receive several delayed and attenuated versions of the same
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source signal. The process is described by

xm(t) =
N∑

n=1

Np∑

p=1

amnp · sn(t− δmnp), m = 1, ...,M, (2.4)

where Np is the number of different paths that the signals take from the sources to the micro-
phones, and amnp and δmnp are the attenuations and delays introduced in the p-th path. In this
case, the acoustic impulse response is given by hmn(t) =

∑Np
p=1 amnp · δK(t− δmnp).

2.2.2.4 Noisy model

The observations of the three mixing models previously described are noise free, but they can
easily include an additive noise term that reflects uncorrelated noise. This term contemplates
acoustic noise (e.g. isotropic noise), and inaccuracies in the measurements performed by the
sensors. The general expression of the mixing model with additive noise is given by

xm(t) =
N∑

n=1

hmn(t) ∗ sn(t) + nm(t), m = 1, ...,M, (2.5)

where nm(t) represents the noise at the m-th sensor.

2.2.2.5 Matrix notation

The mixing models are usually expressed in matrix notation to simplify their formulation. Let
us define x = [x1(t), ..., xM (t)]T as an M × 1 vector of mixtures and s = [s1(t), ..., sN (t)]T as
an N × 1 vector of sources, where the operator (.)T denotes matrix transposition. The mixing
matrix is defined according to

A =



h11(t) ... h1N (t)

...
. . .

...
hM1(t) ... hMN (t)


 , (2.6)

and the general mixing model is given by x = A ∗ s + n, where n = [n1(t), ..., nM (t)]T is the
M × 1 noise vector and ∗ denotes the element-wise convolution operation (note that in case of
instantaneous mixtures the operation becomes a simple matrix product).

2.3 Time-frequency representation of speech

The non-stationary nature of speech motivates the analysis of speech signals in both the time
and frequency domains simultaneously. The classical Fourier analysis represents the frequency
content of a signal, but it do not provide information about the time of appearance of frequency
components or sudden changes of energy. The statistics of speech signals vary with time, and
their frequency content can only be considered stationary in short-time segments around 20 ms.
In a time-frequency representation, the frequency domain only reflects the behavior of a short-
time segment of the signal. The most used time-frequency representations of speech signals
are the short-time Fourier transform (STFT) [Allen, 1977] and the discrete wavelet transform
(DWT) [Akansu and Haddad, 2000]. The algorithms described in this thesis are only based on
the STFT, which is described in depth in this section.
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The super-Gaussian PDF associated to speech signals causes the sparse representation of
speech in certain domains. Sparsity refers to the property by which most of the sample values
of a signal are zero or close to zero. Speech signals show a certain level of sparsity when they
are represented in the time or in the frequency domain, but this property is increased when they
are represented in the time-frequency domain. This property is very useful for speech source
separation due to the fact that the probability of two of more sources being simultaneously
active is low in sparse representations. Sparsity is formally described in this section.

2.3.1 Discrete short-time Fourier transform

The discrete STFT is a time-localized spectral transformation based on the discrete Fourier
transform (DFT). The DFT is an orthogonal transformation which uses complex exponentials
as basis functions. The DFT coefficients X(k) of a discrete time signal x(t) composed of T
samples are calculated according to

X(k) =
T−1∑

t=0

x(t)e−j
2π
T
kt, k = 0, ..., T − 1, (2.7)

where the variable k represents frequency. Note that the coefficients X(k) are complex values
that comprise the magnitude spectrum |X(k)| and the phase spectrum ∠X(k). The inverse
discrete Fourier transform (IDFT) is given by

x(t) =
1
T

T−1∑

k=0

X(k)ej
2π
T
kt, t = 0, ..., T − 1. (2.8)

The DFT is a frequency localized transformation, where the analog frequencies equivalent to the
normalized frequency of the basis functions are fixed and given by fk = kfs

T , with k = 0, ..., T−1,
where fs is the sampling frequency. The samples of speech signals are real numbers, which
causes that the DFT is symmetric. Due to this fact, only K =

⌊
T
2 + 1

⌋
frequency bands are

considered. The DFT provides a spectral analysis of the signal, but it lacks of the temporal
information required for speech analysis.

The STFT can be viewed as a two-dimensional transformation (i.e. frequency and time)
which is calculated by splitting the input signal into segments using a sliding time-limited window
and then calculating the DFT of each of the segments. The complex DFT coefficients of each
frame are stored as a column in a matrix. The segments (frames) usually overlap with each
other to avoid artifacts at the boundaries. Considering a discrete time input signal x(t), it is
segmented into frames according to

xl(r) = w(r)x(r + lD), r = 0, ..., R− 1, (2.9)

where xl(r) is the windowed l-th frame of the signal, r is a local time index, R is the window
length, and D is the hop size which represents the number of samples that the sliding window
moves between two consecutive frames. The STFT is obtained by calculating the DFT of each
windowed segment of the signal, and it is given by the expression

X(k, l) =
R−1∑

r=0

w(r)x(r + lD)e−j
2π
T
kr, k = 0, ..., T − 1, (2.10)

where X(k, l) is the STFT point corresponding to the k-th frequency bin of the l-th frame.
The squared magnitude of the STFT, usually in dBs, yields the spectrogram of the signal,
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SPG = 20 log10 |X(k, l)|, which is a visual representation of the variation of the energy of the
spectral components with time (see figure 2.2 for some examples). The STFT is invertible under
some conditions, which means that the original signal could be perfectly reconstructed from its
transform by applying the inverse STFT (ISTFT) if these conditions are fulfilled. The synthesis
process is basically the opposite of the analysis: compute the IDFT of each spectral segment
and perform an overlap-add method using a synthesis window. The choice of the window is
important to obtain perfect reconstruction. Some widely used windows are the Hamming and
Hanning windows [Harris, 1978; Nuttall, 1981], which have into account frequency resolution
and sidelobe behavior.

The frequency resolution provided by the STFT is the same that the one provided by the
DFT, but it also provides a fixed time resolution of tm = D

fs
seconds. Both time and frequency

resolutions depend on the window length R: when the width of the window increases the fre-
quency resolution increases, but it implies a decrement in the temporal resolution; on the other
side, if the window length is smaller, the time resolution is higher, but the frequency resolution
is poorer. In the analysis of speech signals, the window length should guarantee stationarity
(i.e around 20 ms.), and that value depends on the sampling rate. For instance, if the sampling
rate is 8000 Hz, a window of 128 samples provides a time resolution of 16 ms. Additionally,
the maximum processing delay allowed in real-time systems such as hearing aids restricts the
window length.

2.3.2 Sparsity of speech signals in the time-frequency domain

Let sj(t) ∈ s, j ∈ {1, · · · , N}, to be the equivalent discrete-time version of a set of square
integrable bandlimited functions and suppose that there exist a linear transformation U that
maps the set s into another family of signals S, U : sj → Sj , with the following properties:

1. U is invertible on s, i.e. U−1(U(sj)) = sj , ∀sj ∈ s.

2. Λj ∩ Λk = Ø for j 6= k, where Λj represents the set of non-zero values of Sj .

If the two previous conditions are met, the transformation projects the signals to a domain on
which they have disjoint representation (i.e. they do not overlap), and consequently the signals
can be perfectly separated in that domain. In practice, the second condition is difficult to be
fulfilled, and can only be satisfied in some approximate sense. Transforms that result in sparse
representations of the signals of interest, which are representations where a small percentage of
the signal coefficients capture a large percentage of the signal energy, can lead to satisfy the
second condition approximately.

The discrete STFT has proved to be an approximate sparse representation of speech signals.
Let consider S1(k, l) and S2(k, l) to be the STFT of two speech signals. The signals would be
completely disjoint in the transformed domain only if

S1(k, l)S2(k, l) = 0, ∀ k,m. (2.11)

Unfortunately, condition (2.11) will not be satisfied for simultaneous speech signals because the
time-frequency representation of active speech is rarely zero. However, speech is sparse in the
time-frequency domain in the sense that a small percentage of the time-frequency coefficients of
the STFT contain a large percentage of the overall energy. This fact implies that the magnitude
of most of the coefficients is small, and it is unlikely that the large magnitude coefficients of
different sources coincide, which leads the signals to be disjoint in an approximate sense. Figure
2.3 shows the spectrogram of two speech signals, 20 log10(|S1(k, l)|) and 20 log10(|S2(k, l)|), and
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(a) 20 log10(|S1(k, l)|)
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(b) 20 log10(|S2(k, l)|)
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(c) 20 log10(|S1(k, l)S2(k, l)|)

Figure 2.3: Spectrogram of two speech signals, 20 log10(|S1(k, l)|) and 20 log10(|S2(k, l)|), and the
spectrogram of their product in the time-frequency domain, 20 log10(|S1(k, l)S2(k, l)|). The signals
are sampled at 16 kHz and a Hamming window of 256 points with 50% of overlap is used to calculate
the STFT.

the spectrogram of their product in the time-frequency domain, 20 log10(|S1(k, l)S2(k, l)|). The
signals are sampled at 16 kHz and a Hamming window of 256 points with 50% of overlap is
used to calculate the STFT. It is clear that the product signal (c) contains less energy than the
original speech signals in (a) and (b).

2.4 Time-frequency masking methods for speech enhancement

The application of SSS methods for speech enhancement is straightforward: the desired speech
source can be separated from the remaining sources in the mixture (speech, music or noise),
which are considered interfering sources, obtaining a cleaned version of the desired source. The
SSS methods explored in this thesis are based on time-frequency masking, which exploits the
sparsity property of speech when it is represented in the time-frequency domain. In this section,
the mechanisms to perform sound separation via time-frequency masking are formally described.
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2.4.1 W-disjoint orthogonality

Two signals are considered to be W-disjoint orthogonal (W-DO) if their STFT transformations
do not overlap [Yilmaz and Rickard, 2004]. Assuming that this property is strictly met, in a
mixture Xm(k, l) of N speech sources at most one of them will be non-zero for a given time-
frequency point. In such a case, it is possible to perfectly demix the signals by identifying the
active source in each time-frequency point. Defining a time-frequency binary mask, Mn(k, l),
for the separation of the n-th source, Sn(k, l), according to

Mn(k, l) :=
{

1, Sn(k, l) 6= 0
0, otherwise

, (2.12)

Sn(k, l) can be demixed according to

Ŝn(k, l) = Mn(k, l)Xm(k, l), (2.13)

where Ŝn(k, l) is the estimated n-th source, which is expected to be a perfect estimation of
the original source Sn(k, l), in case of complete sparsity. Clearly, the hard restriction for W-
DO sources is not strictly met by speech signals. However, if the restriction is relaxed to the
assumption that the probability of two sources having large energy in the same time-frequency
point is low, the speech sources are considered to be approximate W-DO sources. In spite of this
assumption, good separation of speech sources can be achieved using time-frequency masking.

It is established in [Yilmaz and Rickard, 2004] that the performance of a given time-frequency
mask depends on two properties: the amount of preserved target source and the amount of
suppressed interfering sources. These two conditions are measured by the preserved-to-signal
ratio (PSR) and the signal-to-interference ratio (SIR), respectively. The PSR indicates the
amount of the energy of the target source preserved by the mask after separation. For the n-th
source of the mixture, it is calculated as

PSRn =
||Mn(k, l) · Sn(k, l)||2

||Sn(k, l)||2 , (2.14)

where Mn(k, l) is the time-frequency mask computed for the separation of the n-th source
Sn(k, l). If the sources are W-DO, the mask defined in (2.12) preserves all the energy of the
desired signal, obtaining the maximum value PSRn = 1.

On the other hand, the SIR is an indicator of how the mask suppresses the interfering signals.
For the n-th source it is given by

SIRn =
||Mn(k, l) · Sn(k, l)||2
||Mn(k, l) · Yn(k, l)||2 , (2.15)

where Yn(k, l) is the STFT of the signal interfering with the n-th source, which is composed of
the addition of all signals of the mixture except the desired signal:

Yn(k, l) =
N∑

j=1

j 6=n

Sj(k, l). (2.16)

When the sources are W-DO, the mask in (2.12) completely suppresses the energy of the inter-
fering signals, and then the SIR is infinite, SIRn =∞. Both the PSR and the SIR are combined
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into the WDO factor to measure the approximate W-DO associated with a time-frequency mask.
The WDO factor for the n-th source is calculated using the following expression

WDOn =
||Mn(k, l) · Sn(k, l)||2 − ||Mn(k, l) · Yn(k, l)||2

||Sn(k, l)||2 = PSRn −
PSRn
SIRn

. (2.17)

It is clear that W-DO sources perfectly separated with the mask defined in (2.12) have a value
of WDO=1, which is the maximum value. However, this value is only achievable by perfect
W-DO sources and it obviously decreases (i.e. WDO ≤ 1) with approximate W-DO sources,
due to the fact that a small part of the source signals overlap, which implies that the mask
is not able neither to preserve all the energy of the desired signal nor to reject all the energy
of the interfering signals. Therefore, the WDO factor is a good indicator of the quality of the
separation achieved by a time-frequency binary mask for approximate W-DO sources.

2.4.2 Ideal binary mask for approximate W-DO sources

The binary mask in (2.12) is defined for strictly W-DO sources, but it is not valid for approxi-
mate W-DO sources due to their mutual overlap. Nevertheless, the relaxed assumption that the
probability of two sources having large energy in the same time-frequency point is low, moti-
vates the application of time-frequency binary masks that assign each time-frequency bin to the
predominant source. According to this, the binary mask associated to the n-th source is defined
as

Mn(k, l) :=

{
1, 20 log( |Sn(k,l)|

|Yn(k,l)| ) ≥ x
0, otherwise

, (2.18)

which means that a time-frequency bin is associated to the source that has x dB more energy
than its interfering sources. The effect of varying the energy threshold x is analyzed in [Yilmaz
and Rickard, 2004], finding that a value of 0 dB maximizes the WDO. Hence, the 0 dB binary
mask defined in (2.18) represents an upper bound of WDO for any other mask, and it will be
useful to measure and compare the quality of the separation obtained by methods based on
time-frequency masking.

The majority of CASA algorithms have also applied a time-frequency binary mask for sound
separation. The ideal binary mask (IBM) defined in [Hu and Wang, 2001, 2004] is the same
that the one defined in (2.18) for 0 dB, and it has been widely applied to the separation of
not only speech sources, but also speech from noise and music. It has been proven in [Loizou
and Kim, 2011] that the IBM maximizes the articulation index (AI), a metric known to highly
correlate with speech intelligibility. Additionally, the work in [Li and Loizou, 2008] demonstrates
that speech intelligibility is almost invariable when the energy threshold varies in the range
that goes from -20 to 5 dB. The IBM defined in (2.18) is the optimal time-frequency mask in
terms of WDO and it has also been established as a goal for CASA systems. Unfortunately,
the computation of the IBM requires access to the desired speech and interfering signals, but
this information is not available in practice. Hence, one of the main tasks to be performed
by time-frequency masking SSS algorithms is the estimation of the IBM from the mixtures to
separate the sound sources with enough quality. Figure 2.4 shows an example of the application
of the 0 dB IBM in a mixture of two speech signals. The figure contains the spectrograms of the
target speech signal (a), the mixture of the target signal with other speech signal with the same
power (b), and the estimated target signal (c) using the IBM shown in (d). The spectrogram of
the original target signal (a) and the estimated signal (c) are closely similar, which means that
the desired signal is separated with high quality.



2.5. Evaluation of speech enhancement algorithms 41

Time (s)

Fr
eq

ue
nc

y 
(H

z)

0 1 2 3 4
0

1000

2000

3000

4000

5000

6000

7000

8000

(a) Target speech signal
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(b) Mixture signal
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(c) Estimated target signal
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(d) Ideal binary mask

Figure 2.4: Application of the 0 dB IBM in a mixture of two speech signals added with the same
power. The target speech signal (a) is mixed with other speech signal with the same power (b),
and estimated (c) using the IBM in (d). The spectrogram of the original target signal (a) and the
estimated signal (c) are closely similar.

Finally, despite the good performance achieved by the application of binary masking for
source separation, it has an important drawback that affects the quality of the separated signals:
the introduction of a nonlinear distortion called musical noise. The assignation of the energy
of each time-frequency bin to a single source causes spurious peaks in the processed spectrum.
When the enhanced signal is reconstructed in the time domain, these peaks result in short
sinusoidals whose frequencies vary from frame to frame. This type of noise is specially annoying
during speech pauses and in cases of low SNR, where the noise is not masked by the speech signal.
The musical noise can be reduced either performing temporal smoothing by using relatively
smaller frame shifts or using soft masks instead of binary masks.

2.5 Evaluation of speech enhancement algorithms

The material used to evaluate the speech enhancement algorithms proposed in this thesis is
described in this section. First, different objective measurements of speech quality are defined.
The measurement of intelligibility is quite subjective but there are some indicators highly cor-
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related with it. In order to generalize the obtained results, the algorithms must be evaluated
against an extended set of mixtures containing a variety of different sources. These mixtures are
generated in a controlled way, using the sound sources available in some public databases. Those
databases used in this thesis are described in this section. Finally, the procedure to simulate
different types of mixtures is also described.

2.5.1 Objective measurements

2.5.1.1 Signal-to-noise ratio (SNR)

The well-known SNR is a measure that compares the power of the desired signal with the
power of background noise, and it is usually expressed in logarithmic scale (dB). Its application
to evaluate speech enhancement algorithms is straightforward in situations where speech is
corrupted by stationary background noise. In such a case, it is calculated according to

SNR(dB) = 10 log10(
Psignal
Pnoise

), (2.19)

where Psignal is the power of the enhanced speech signal and Pnoise is the power of the acoustic
background noise.

2.5.1.2 Signal-to-interference ratio (SIR)

The SIR is also a widely used measure that represents the ratio between the power of the desired
signal and the power of a set of interference signals. The SIR is applicable to measure the ability
of speech enhancement algorithms to reject other spatially localized sound sources that interfere
with the desired speech source. The SIR in dB is expressed as

SIR(dB) = 10 log10(
Psignal
Pinterf

), (2.20)

where Pinterf is the addition of the power of all interference sources. The SIR is very useful to
evaluate the quality of source separation algorithms, and its application to time-frequency SSS
algorithms has been already described in section 2.4.1.

2.5.1.3 WDO factor for time-frequency masking

The WDO factor defined in expression (2.17) is useful to measure the quality of the separation
achieved by time-frequency masking SSS algorithms. A high SIR value means that most of the
energy of the interference signals has been rejected, but it says nothing about the power of the
desired signal, which may have been also supressed, resulting in a non-intelligible separated sig-
nal. This fact is considered by the WDO factor, which measures both the amount of interference
signal rejected and the amount of desired signal preserved. Subjective listening tests performed
in [Yilmaz and Rickard, 2004] demonstrated that there is a fairly relationship between the WDO
measure and the subjective intelligibility of the separated sources: WDO > 0.8 leads to perfect
intelligibility, 0.6 < WDO < 0.8 implies minor artifacts, 0.4 < WDO < 0.6 means distorted but
intelligible, 0.2 < WDO < 0.4 corresponds with very distorted and barely intelligible signals,
and WDO < 0.2 results in signals that are not intelligible at all.
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2.5.1.4 Perceptual evaluation of speech quality (PESQ)

The PESQ is a standard measure recommended by [ITU-T, 2001] to evaluate the speech quality
of handset telephony and narrowband speech codecs, although it has been also adapted for
perceptual evaluation of voice quality in speech enhancement algorithms. The PESQ algorithm
compares the enhanced signal with the clean signal, producing a score between 1.0 and 4.5,
with high values indicating better quality. Several works report high correlation between PESQ
and subjective listening tests, [Hu and Loizou, 2008; Ma et al., 2009; Rix et al., 2001], which
demonstrates that the PESQ score is also a good indicator of speech intelligibility.

2.5.1.5 Frequency-weighted segmental SNR (fwSNRseg)

The frequency-weighted segmental SNR (fwSNRseg) proposed in [Hu and Loizou, 2008] is a
measure highly correlated with speech intelligibility and defined as

fwSNRseg =
10
L

L−1∑

l=0

∑K
k=1W (k)log10

|S(k,l)|2

(|S(k,l)|−|Ŝ(k,l)|)2∑K
k=1W (k)

, (2.21)

where S(k, l) and Ŝ(k, l) are the clean signal spectrum and the estimated signal spectrum re-
spectively, W (k) is a weight applied to the k-th frequency band, K is the total number of
frequency bands and L is the total number of time frames. The weighted magnitude spectra
S(k, l) and Ŝ(k, l) is obtained by multiplying the DFT magnitude spectra by 25 overlapping
Gaussian-shaped windows spaced according to the critical bands. The weights W (k) are taken
from table B.1 of the [ANSI, 1997] standard to compute the articulation index.

2.5.2 Public databases of sound sources

2.5.2.1 TIMIT database

The TIMIT database [Fisher et al., 1986] is a corpus of read speech designed to provide speech
data for acoustic-phonetic studies and for the development and evaluation of ASR systems. The
database contains a total of 630 recordings from American English speakers of different sexes
and dialects (a single speaker in each file). The speech signals are sampled at 16 kHz and saved
in 16 bits PCM format. The signals of this database will be used to generate different types
of mixtures according to the mixing models defined in section 2.2.2, in order to evaluate the
algorithms proposed in this thesis.

2.5.2.2 NOIZEUS database

The NOIZEUS database [Hu and Loizou, 2007] is a noisy speech corpus developed to facilitate
comparison of speech enhancement algorithms among research groups. The database contains
30 IEEE sentences [Rothauser et al., 1969] produced by three male and three female speakers,
corrupted by 8 different real-world noises at different SNRs (0dB, 5dB, 10dB, and 15dB). The
noise signals belong to the AURORA database [Hirsch and Pearce, 2000] and include suburban
train noise, babble, car, exhibition hall, restaurant, street, airport and train-station noise. The
signals are sampled at 8 kHz and saved in wave format (16 bits PCM).
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2.5.3 Generation of synthetic mixtures

2.5.3.1 Anechoic mixtures

This type of mixtures only requires to add an attenuated and delayed version of each original
source, according to the mixing parameters (see expression (2.3)). The attenuations and delays
of the mixing model will be generally expressed with respect to the reference sensor, i.e. the
attenuation in the reference sensor is 1 and the delay 0, the successive being calculated with
respect to this sensor.

2.5.3.2 Echoic mixtures

Echoic mixtures, which are described by expression (2.4), are simulated using a room impulse
response generator (RIRG). The acoustic impulse response between two points inside a defined
room is calculated by using the simple image method described in [Allen and Berkley, 1979].
This method considers the dimensions of the room, the reflection coefficient and the number of
virtual sources, to calculate the impulse response of the acoustic channel associated to each pair
of source and microphone, both located in any point inside the room. The original method has
been completed to consider also the attenuation due to distance and the directivity pattern of
the microphones. Henceforth, this method is labeled as RIRG.

2.5.3.3 Binaural mixtures

Binaural mixtures are two-channel mixtures in which the microphones are situated in both
human ear canals. It is well known that any kind of sound is modified by the anatomy of
the body before entering the eardrum. Such modifications consist of a series of reflections,
attenuations and time delays originated by the shape of the outer ear (pinna), the shape of the
head and of the body (torso and shoulders) and some spatial characteristics. These effects, which
are highly dependent on the DOA, introduce variations in the amplitude and phase of the original
signal, originating monaural and binaural spatial cues that allow the human auditory system
to localize sounds in the space. The amplitude variations are due to the so-called head shadow
effect. The time variations are caused by the different paths that signals coming from different
directions travel around the head until they reach the eardrum. Such modifications introduced
in the signals that arrive at the eardrum are characterized by the head-related impulse response
(HRIR), which can be obtained either by mathematical models or experimental measurements.
Its transformation into the frequency domain is known as head-related transfer function (HRTF).
It is important to clarify that the HRTF varies significantly from person to person, because it
is strongly related to anatomy. Therefore, there will be a different HRTF for each subject, ear,
and DOA. In this thesis, the HRTF’s are labeled as HLs and HRs, for the left (L) and right (R)
ear of the s-th subject, respectively.

Several mathematical models for simulating the head effects can be found in the literature.
A 3D-model considering three independent models for the head, the pinna and the room is
proposed in [Brown and Duda, 1997]. The head is assumed to be spheric, introducing time
delays according to the DOA and shadowing by a one-pole/one-zero filter. The pinna model is
a 5-th order FIR filter bank and the reflections due to the room are modeled by introducing
delays and weights to the input signal. The model is improved in [Duda et al., 1999] with a
more realistic model for the time differences based on an ellipsoid head model. However, none
of the existing models is very accurate due to the use of physical approximations. In addition,
they need anthropometric body measurements in any case. Moreover, experimental databases
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exist, measuring the HRIR with a microphone placed in the eardrum of different subjects or
dummies, and varying the position of the source covering all possible directions.

In this thesis, binaural mixtures are generated using the CIPIC database [Algazi et al.,
2001], which comprises recordings of the HRIR with in-the-canal microphones in 43 different
human subjects and 2 KEMAR mannequins. The recordings are performed for different spatial
directions, splitting the space in 50 angles corresponding to elevation and 25 angles corresponding
to azimuth, having a total of 1250 different source directions along the sphere. The database also
provides a set of 27 anthropometric measurements of the head, torso and pinna of the subjects.
The generation of binaural mixtures can be performed either in the time domain, filtering the
discrete time source signal with the corresponding HRIR, or in the frequency domain, multiplying
each frame of the STFT of the source signal by the corresponding HRTF.
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Chapter 3

Time-frequency sound source
separation for general purpose
applications

3.1 Introduction

One of the most successful algorithms for source separation based on time-frequency masking
is the so-called DUET algorithm. This algorithm performs good separation in case of anechoic
mixtures of speech sources using only two microphones, but its performance drops with other
types of mixtures and sound sources. The DUET algorithm is based on clustering estimates of
the mixing parameters under the assumption of an anechoic mixing model. However, in some
situations, for instance, echoic or binaural mixtures, these clusters are not well defined and the
identification of the mixing parameters fails. In this chapter, a novel time-frequency masking
algorithm for SSS that combines a generalization of the mean shift clustering technique with the
DUET algorithm is presented. The proposed method aims to overcome the limitations of DUET
and it is further generalized for any number of sensors, which is practical for many applications
based on microphone arrays where more than two microphones are available, for instance, in
multi-conference systems, police surveillance, vehicles or aircrafts, room monitoring system, etc.
In such applications the separation can be improved using the information collected by more
than two microphones.

A different problem associated to SSS algorithms is the automatic enumeration of speech
sources in a mixture. Most SSS algorithms assume to know the number of sources in advance. A
novel algorithm for source enumeration of speech sources based on information theoretic criteria
is also presented in this chapter.

3.2 The DUET algorithm for SSS

The degenerate unmixing estimation technique (DUET) [Rickard and Yilmaz, 2002; Yilmaz and
Rickard, 2004] is a SSS algorithm that allows recovering any number of sources from only two
mixtures, thus solving the undetermined problem. The algorithm assumes an anechoic mixing
model (i.e. attenuated and delayed sources) and exploits the approximate W-DO property of
speech sources when they are represented in the time-frequency domain. The mixing parameters
are estimated by clustering the relative attenuation-delay pairs between the two microphones.
The estimation of the mixing parameters is used to generate time-frequency binary masks. The

49
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details of the algorithm are explained in this section.

3.2.1 Local estimates of the mixing parameters

The anechoic mixing model given by expression (2.3) can be rewritten in the time-frequency
domain. In this section, X1(k, l) and X2(k, l) are the STFT of the signals received by the two
microphones, and Sn(k, l), with n = 1, ..., N , are the attenuated and delayed version of the
original sources received by the first microphone, which is assumed to be the reference sensor.
According to this, the mixing model can be expressed by

[
X1(k, l)
X2(k, l)

]
=
[

1 · · · 1 · · · 1
a1e
−iωδ1 · · · ane

−iωδn · · · aNe
−iωδN

]



S1(k, l)
· · ·

Sn(k, l)
· · ·

SN (k, l)



, (3.1)

where an and δn are the level and time differences between both microphones for the n-th source,
respectively, and ω = πk

K−1 with k = 0, · · · ,K−1. With the further assumption of W-DO sources
(i.e. only one source is active at every (k, l) point), the previous mixing process becomes into

[
X1(k, l)
X2(k, l)

]
=
[

1
aje
−iωδj

]
Sj(k, l), (3.2)

where Sj(k, l) is the active source at each (k, l) point. According to this, the ratio of the STFT
of the two mixtures does not depend on the sources but only on the mixing parameters related
to the active source Sj(k, l):

R(k, l) =
X2(k, l)
X1(k, l)

= aje
−iωδj . (3.3)

According to this, the local mixing parameters for each time-frequency point are easily estimated
from

â(k, l) = |R(k, l)| (3.4)

δ̂(k, l) = − 1
ω

∠(R(k, l)). (3.5)

When the sources are strictly W-DO, the previous estimators can only take the values of the
mixing parameters. In practice, the W-DO assumption is only approximated, and the local
mixing parameter estimates are not exactly the mixing parameters, but they will cluster around
the mixing parameters. When these clusters are well defined and sufficiently separated, they
can be identified, and the true mixing parameters can be estimated from their centers.

Spatial aliasing can affect the delay estimator in (3.5) when the distance between microphones
is relatively large. The phase is unique only when |ωδj | < π, which yields the condition for the
distance between microphones to avoid spatial aliasing d < c

2fmax
. For example, considering

that the highest frequency of interest is 4 kHz and the speed of sound is 340 m/s, the maximum
distance between microphones to avoid aliasing is 4.25 cm, which can be a problem in some
applications such as binaural mixtures. This limitation is overcome by analyzing the phase
difference between adjacent time-frequency points, according to

R′(k, l) =
X2(k, l)
X1(k, l)

(
X2(k + ∆k, l)
X1(k + ∆k, l)

)∗
= a2

je
i∆ωδj , (3.6)
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Figure 3.1: DUET two-dimensional weighted histogram of the symmetric attenuation (α̂) and the
delay (δ̂) estimators, for a mixture of three speech sources. The peaks of the histogram have been
smoothed using a two-dimensional FIR filter.

where the operator (.)∗ represents complex conjugation. The constraint to avoid phase ambiguity
in (3.6) has been relaxed to |∆ωδj | < π, and the value of ∆ω, which is controlled by ∆k, can be
made arbitrarily small by oversampling along the frequency bands. Hence, the delay estimator
for large microphone distances becomes

δ̂′(k, l) = − 1
∆ω

∠(R′(k, l)). (3.7)

3.2.2 Clustering the local mixing parameter estimates

The clustering process is performed by a two-dimensional smoothed weighted histogram moti-
vated by the form of the ML estimators deduced in [Yilmaz and Rickard, 2004]. First, instead
of using the attenuation estimator â(k, l) directly, a symmetric attenuation estimator α̂(k, l) is
proposed to avoid problems in case that the microphone signals are swapped:

α̂(k, l) = â(k, l)− 1
â(k, l)

. (3.8)

The local symmetric attenuation and delay estimators (α̂(k, l), δ̂(k, l)) are weighted by a time-
frequency dependent weight, usually being |X1(k, l)X2(k, l)|, to construct a two-dimensional
weighted histogram. Different clusters centered on the actual mixing parameters will appear
in the histogram. Assuming that these clusters are reasonably separated, the histogram can
be further smoothed. The number of clusters corresponds with the number of sources in the
mixture, and the centers (peaks) of the clusters are the mixing parameters associated to each
source. Figure 3.1 represents the two-dimensional weighted histogram of the local symmetric
attenuation and the delay estimators, for a mixture of three speech sources. The figure has
been generated according to the description of the DUET algorithm, using a two-dimensional
FIR filter to smooth the histogram. The three clusters are clearly identified and their centers
represent the mixing parameters associated to each source.
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3.2.3 Separation of the sources

The sources are separated via time-frequency masking, generating time-frequency binary masks
from the estimated mixing parameters. The mixing parameters for each source are obtained by
locating the centers of the clusters in the histogram. The DUET algorithm does not propose
any automatic peak identification method, and it performs this task manually assuming to know
the number of sources in advance. Once these peaks have been identified, the generation of the
binary masks is straightforward: each time-frequency point of the mixture is assigned to the
peak (i.e. source) which is closest to the local mixing parameter estimate of that point. The
proposed measure of closeness is based on the likelihood function [Yilmaz and Rickard, 2004].
Let (α̂n, δ̂n) to be the estimated center of the n-th cluster, hence ân and δ̂n are the n-th source
mixing parameter estimates where ân is obtained through

ân =
α̂n +

√
α̂2
n + 4

2
. (3.9)

Each time-frequency point is assigned to a source according to

J(k, l) := argmin
n

|âne−iωδ̂nX1(k, l)−X2(k, l)|2
1 + â2

n

, (3.10)

and the time-frequency binary mask for the n-th source is generated according to

Mn(k, l) :=
{

1 J(k, l) = n
0 otherwise.

(3.11)

Finally, the original sources are demixed combining the binary masks in (3.11) and the ML
source estimators deduced in [Yilmaz and Rickard, 2004]:

Ŝn(k, l) = Mn(k, l)

(
X1(k, l) + âne

−iωδ̂nX2(k, l)
1 + â2

n

)
. (3.12)

3.3 The weighted-Gaussian kernel mean shift (WG-MS) algo-
rithm for SSS

The key step of the DUET algorithm resides in the clustering stage, which is performed by a two-
dimensional weighted histogram, and allows estimating the mixing parameters by identifying
the peaks of the clusters. The performance of the algorithm directly depends on the correct
estimation of the mixing parameters, which is conditioned to have well defined and separated
clusters. This situation happens in the example shown in figure 3.1, which represents an anechoic
mixture of speech sources of the same power. However, there are different situations where
the clusters are not so well defined and the mixing parameters are not estimated with good
accuracy, for instance, in echoic and binaural mixtures or in mixtures of speech with different
types of sources such as music and noise. In these cases, the use of more sophisticated clustering
techniques may improve the mixing parameter estimation and thus the performance of the
separation algorithm. By way of illustration, figure 3.2 represents the densities obtained by
the two-dimensional weighted histogram of DUET in the case of an anechoic linear mixture
(a), anechoic binaural mixture (b), speech-noise mixture (c), speech-music mixture (d), echoic
mixture with reflection coefficient of 0.1 (e) and echoic mixture with reflection coefficient of 0.5
(f) of three sources. In (a), (b), (e) and (f) the three sources are speech, in (c) the mixture
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(a) Linear mixture (b) Binaural mixture

(c) Linear mixture of speech and noise (d) Linear mixture of speech and music

(e) Echoic mixture with r=0.1 (f) Echoic mixture with r=0.5

Figure 3.2: Clusters obtained by the two-dimensional weighted histogram of DUET in the case of
an anechoic linear mixture (a), anechoic binaural mixture (b), speech-noise mixture (c), speech-music
mixture (d), echoic mixture with reflection coefficient of 0.1 (e) and echoic mixture with reflection
coefficient of 0.5 (f) of three sources. In (a), (b), (e) and (f) the three sources are speech, in (c) the
mixture contains two speech sources and one noise source and in (d) the mixture contains one speech
source, one vocal music source and one instrumental music source. The echoic mixtures in (e) and
(f) have been generated with the RIRG. The peaks of the histogram have been smoothed using a
two-dimensional FIR filter.
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contains two speech sources and one noise source, and in (d) the mixture contains one speech
source, one vocal music source and one instrumental music source. The binaural mixture in (b)
has been generated with the HRTFs of the CIPIC database, and the echoic mixtures in (e) and
(f) have been generated with the RIRG. The peaks of the histogram have been smoothed using a
two-dimensional FIR filter. The well defined three peaks that appear in the case of the anechoic
linear mixture in (a) are not so easily identifiable in the case of the binaural mixture in (b), were
many peaks of appreciable amplitude appear. Additionally, in the case of mixing speech with
noise and music, which are sources that fulfill in a less degree the W-DO condition, the peaks
are closer, and hence their identification becomes more difficult. The effect of reverberation is
noticeable comparing subfigures (e) and (f). When reverberation increases, the mixture contains
reflected signals that are copies of the originals but with different amplitudes and delays, which
originates a considerable number of small peaks that can interfere with the clusters of the original
signals if they are relatively close (see subfigure (f)).

In this section, the mean shift method for clustering is modified to be combined with the
DUET algorithm to improve its performance. The first and last stages of the DUET algorithm,
which are the extraction of the local estimates of the mixing parameters (see section 3.2.1) and
the separation of the sources via time-frequency masking (see section 3.2.3), are unaltered. The
clustering step for the estimation of the mixing parameters (see section 3.2.2) is replaced by a
modified version of the mean shift algorithm that is deduced next.

3.3.1 The mean shift algorithm for clustering and mode seeking

Mean shift is a non-parametric clustering and mode seeking technique of an unknown proba-
bility density of a multidimensional feature space without calculating the probability density
itself [Cheng, 1995]. The method is based on kernel density estimation (also known as Parzen
window technique [Parzen, 1962; Rosenblatt, 1956]) and its main advantage is that it performs
independently of the number of modes and shape of the clusters.

The mean shift algorithm was first introduced in [Fukunaga and Hostetler, 1975]. Considering
a finite set of Q data points x = [c1, · · · ci, · · · , cQ], on a N -dimensional euclidean space, ci ∈ <N ,
the mean shift vector m(x) is formulated as

m(x) =
∑Q

i=1 cik(‖x−ci
h ‖2)

∑Q
i=1 k(‖x−ci

h ‖2)
− x, (3.13)

where k(x) is a kernel function (i.e a symmetric but not necessarily positive function that
integrates to one) and h > 0 is a smoothing parameter called bandwidth. The mean shift vector
represents the difference between a weighted mean, using the kernels for weights, and x, which
is the center of the kernel (window). This fact yields the mean shift vector is an estimate of
the ascendent gradient of data density, which means that the vector always points towards the
direction of maximum increase in density [Comaniciu and Meer, 2002]. Hence, the mean shift
vector define a path leading to a maximum of the estimated density, and the modes of the
density are such maxima. The mean shift algorithm evaluates iteratively the mean shift vector
m(x) shifting the kernel along its direction, xp+1 ← m(xp), where p is the iteration counter.
Iterations halt when the shift is smaller than a threshold, considering that a stationary point
has been reached. Since the shift direction is an estimate of the ascendent gradient, the result is
that the point approximates to the closest mode (i.e. local maxima) of the distribution. When
this procedure is applied to all data points simultaneously, they are grouped together forming
clusters around the modes.
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The bandwidth parameter h is used by the kernel function to control the radius of candidate
points to be neighbors in space of the evaluated point. This parameter plays an important
role in the convergence of the algorithm: a large bandwidth considers more points, hence the
convergence is slower, and, in the other hand, a small bandwidth considers fewer points and the
convergence is faster. However, the use of a small bandwidth increases the risk of prematurely
converging to a false local extreme. The bandwidth selection problem is analyzed in [Comaniciu
et al., 2001].

3.3.2 Mean shift vector with Gaussian kernel

The original expression of the mean shift vector in (3.13) is first reformulated introducing a Gaus-
sian kernel, which shape adapts appropriately with the modes of the actual distribution. The
multivariate Gaussian kernel probability density estimator is given by [Parzen, 1962; Rosenblatt,
1956])

f̂(x) =
1

Q(2π)N/2hN

Q∑

i=1

e−
(x−ci)

T (x−ci)

2h2 , (3.14)

where ci corresponds with the centers of the kernels. In order to determine the mean shift
vector, it is necessary to evaluate the gradient of the probability density estimator. The n-th
dimension of the gradient of the density function evaluated in x can be expressed as [Fukunaga
and Hostetler, 1975]

∂f̂(x)
∂xn

=
f̂(x)
h2



∑Q

i=1 cnie
− (x−ci)

T (x−ci)

2h2

∑Q
i=1 e

− (x−ci)
T (x−ci)

2h2

− xn


 . (3.15)

The n-th component of the mean shift vector m(x) evaluated in the point x, i.e. mn(x), is given
by

mn(x) =
∑Q

i=1 cnie
− (x−ci)

T (x−ci)

2h2

∑Q
i=1 e

− (x−ci)
T (x−ci)

2h2

− xn. (3.16)

3.3.3 Definition of the input feature space

The DUET algorithm clusterizes the two-dimensional feature space composed of the local sym-
metric attenuation estimator α̂(k, l) and the local delay estimator δ̂(k, l), which are defined in
expressions (3.8) and (3.5) (or (3.7) for large microphone distances) respectively. They represent
the estimates of the level and time differences between microphones for the k-th frequency bin
and the l-th time frame. The two time-frequency matrixes (α̂(k, l) and δ̂(k, l)) originates the Q
input data samples, where Q = K · L (K is the number of frequency bins and L the number of
time frames). The bidimensional input data set x is given by

x =
[
α(1, 1) · · · α(1, L) α(2, 1) · · · α(K,L)
δ(1, 1) · · · δ(1, L) δ(2, 1) · · · δ(K,L)

]
. (3.17)

3.3.4 Mean shift vector with weighted-Gaussian kernel

The fact that the energy of each time-frequency point of one mixture of sound sources varies from
point to point must be considered when separating the signals in the time-frequency domain:
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the information provided by high-energy time-frequency points is more relevant that the one
provided by low-energy time-frequency points. However, the expression of the mean shift vector
with Gaussian kernel deduced in (3.16) does not allow introducing such weighting. In order to
adapt the mean shift algorithm to the SSS problem, a generalized expression of the mean shift
vector is inferred, in which the smoothing parameter varies in function of the dimension and the
kernel, and a weighted average of the kernels is used instead of the standard averaging.

Let us define a weighted version of the generalized multivariate Gaussian kernel as

f̂(x) =
1

Q(2π)N/2
∑Q

i=1 pi

Q∑

i=1

pi|Hi|−
1
2 e−

1
2

(x−ci)
TH−1

i (x−ci), (3.18)

where pi is a weighting factor that is applied to each kernel and Hi = diag([h2
1i, ..., h

2
Ni]), where

hni is the smoothing parameter of the i-th kernel in the n-th dimension. The n-th dimension of
the gradient of the density estimator given by (3.18) results in

∂f̂(x)
∂xn

=
1

Q(2π)N/2
∑Q

i=1 pi

Q∑

i=1

pi
cni − xn
h2
ni

|Hi|−
1
2 e−

1
2

(x−ci)
TH−1

i (x−ci). (3.19)

Considering equation (3.18), equation (3.19) can be rewritten obtaining

∂f̂(x)
∂xn

= f̂(x)

∑Q
i=1 pi

cni−xn
h2
ni
|Hi|−

1
2 e−

1
2

(x−ci)
TH−1

i (x−ci)

∑Q
i=1 pi|Hi|−

1
2 e−

1
2

(x−ci)TH−1
i (x−ci)

. (3.20)

This expression can only lead to a mean shift like expression if the bandwidth parameter hni
does not depend on the current kernel, and therefore Hi = H. Using this consideration and
rearranging terms, expression (3.20) becomes into

∂f̂(x)
∂xn

=
f̂(x)
h2
n

(∑Q
i=1 cnipie

− 1
2

(x−ci)
TH−1(x−ci)

∑Q
i=1 pie

− 1
2

(x−ci)TH−1(x−ci)
− xn

)
=
f̂(x)
h2
n

mW
n (x), (3.21)

where mW
n (x) is the new expression for the n-th dimension of the weighted Gaussian kernel

mean shift vector. This expression allows implementing a weighted generalized version of the
mean shift algorithm, in which each kernel influences the result in a different way, depending on
the corresponding value of pi. Furthermore, the shape of each kernel can be varied along each
dimension using different values of hn. Note that in the special case in which the bandwidth
parameter hn is the same in all dimensions, (hn = h), and the weighting factor pi is the same
for all the kernels, equation (3.21) becomes into the standard mean shift expression shown in
equation (3.16).

The proposed algorithm for sound separation replaces the clustering step of the original
DUET algorithm by the mean shift iterative algorithm introducing the weighted-Gaussian mean
shift vector deduced in expression (3.21), and using different smoothing parameters for each of
the two dimensions of the input feature space. The best values for the smoothing parameters
were obtained experimentally: h1 = 0.5 for the attenuation dimension and h2 = 0.8 for the
delay dimension. According to the purpose of the weighting values pi, which is to give more
importance to high-energy points and less to low-energy points, their values must be directly
related to the energy of every time-frequency point. The weighting function proposed in this
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Figure 3.3: Algorithm overview.

algorithm is the squared geometric average of the absolute values of the STFT of the signals at
both microphones, which is calculated from the two mixtures as

p(k, l) = |X1(k, l)||X2(k, l)|. (3.22)

The time-frequency matrix p(k, l) is merged into a vector of length Q = K · L, resulting in the
weighting vector pQ. This weighting allows including energy related information in the mean
shift clustering algorithm. Experimental results show that weighing the different kernels that
compose the mean shift vector improves the performance of the algorithm when estimating
the mixing parameters. The centroids of the clusters originated by the mean shift algorithm
are obtained by a simple ad-hoc algorithm that searches iteratively for maximum values in the
clustered feature space, only considering local maxima that are separated a minimum distance
from each other. The centroids provide an estimation of the mixing parameters of each source.
The separation step is carried out according to the described in the DUET algorithm.

Figure 3.3 contains an overview of the whole algorithm, which is labeled as WG-MS algo-
rithm. The signals x1(t) and x2(t) are the two mixtures containing N sources sn(t). The local
symmetric attenuation and delay estimates as well as the weighting factor are extracted from
the STFT decomposition of both mixtures, and the KxL matrixes are merged to compose the
input data set according to (3.17). The mean shift algorithm obtains clusters using the previ-
ous estimates and weighting values, and it estimates the mixing parameters from the centers of
the clusters. The estimates of the mixing parameters are used to generate binary masks that
are applied to the mixtures to estimate the original sources, Ŝn(k, l). The ISTFT is applied
to convert the estimated signals into the time domain ŝn(t). In addition, figure 3.4 shows the
probability density function estimated from an anechoic mixture of three speech sources using
the weighted-Gaussian kernel estimator in (3.18). The three modes corresponding to each source
are clearly identified.

3.3.5 Experimental work

Different tests have been carried out for the assessment of the proposed WG-MS algorithm.
Since the algorithm performs time-frequency masking, the quality of the separated sources is
measured by means of the SIR defined in expression (2.15) and the WDO factor defined in
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Figure 3.4: Probability density function estimated from an anechoic mixture of three speech sources
by the weighted-Gaussian kernel estimator.

expression (2.17). The performance achieved by the proposed algorithm (labeled as WG-MS) is
compared with the one obtained by an implementation of the original DUET algorithm described
in [Rickard, 2007] (labeled as DUET) and a modification thereof replacing the clustering step by
the so-called k-means technique [MacQueen, 1967] (labeled as DUET-KM). The time-frequency
decomposition is performed by a STFT with a 256-DFT Hamming window and 50% of overlap.
All sound signals are sampled at 16 kHz and normalized and mixed with the same power.

In order to generalize the results, the algorithm is evaluated with several types of mixtures:

� Linear anechoic mixtures of 2, 3 and 4 speech sources. The time and level differences
introduced in the mixtures for the three cases are summarized in table 3.1.

� Binaural anechoic mixtures of 2, 3 and 4 speech sources. The binaural signals are generated
in the time domain, filtering the original signals with the HRTF’s from the CIPIC database.
The DOA of each source, which is described by the azimuth and elevation angles, is
randomly selected among the available directions in the database for each mixture.

� Linear mixtures of 2 sources mixing speech with noise and speech with music. The position
of the sources is the one shown in table 3.1 for N = 2.

� Echoic mixtures of 2, 3 and 4 speech sources, generated with the RIRG, varying the
reflection coefficient from 0 to 0.5. The microphones are placed in the center of the room
and the sources are randomly located around the microphones.

All the speech signals have been randomly selected from the TIMIT database. The noise and
music signals have been randomly selected from a database that contains a wide variety of
different types of noise and both vocal and instrumental music signals.

Table 3.2 contains a comparison in terms of SIR and table 3.3 in terms of WDO between the
three separation methods for linear and binaural mixtures of 2, 3 and 4 speech sources. The SIR
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Table 3.1: Level differences (LD) and time differences (TD) between microphones introduced in
linear mixtures of 2, 3 and 4 sources.

Sources LD TD
N = 2 [1.1, 0.9] [-2, 2]
N = 3 [1.1, 1, 0.9] [-2, 0, 2]
N = 4 [1.1, 0.9, 1, 1.1] [-2, -1, 0, 2]

and WDO values have been averaged over 400 mixtures in the case of 2 sources, 200 mixtures
in the case of 3 sources, and 100 mixtures in the case of 4 sources. Additionally, both tables
show the average values of the mean SIR and WDO for all sources. Considering linear mixtures,
the proposed WG-MS method obtains slightly lower SIR than DUET but slightly higher than
DUET-KM, on average. Nevertheless, the WDO value is increased by 1.91% on average when
compared to the DUET algorithm, and by 3.78% on average when compared to the DUET-KM
algorithm. Results shown are quite similar between the DUET and the WG-MS methods in
the case of 2 sources, where the WDO values are very high, which means that both algorithms
separate 2 sources very well. In the case of 3 and 4 sources, the WG-MS algorithm obtains
better results than the other two, getting an average increase of the WDO of 3.63% and 1.98%
respectively, when compared to DUET, and an average increase of the WDO of 2.1% and 6.66%
respectively, when compared to DUET-KM.

Concerning binaural mixtures, the SIR and WDO values obtained are notably lower than in
the linear case, in general, due to the higher complexity entailed by the use of binaural mixtures.
The proposed WG-MS algorithm increases the SIR by 20.9% on average compared to the DUET
algorithm, and by 7.29% on average when compared to the DUET-KM algorithm. In addition,
the WG-MS obtains an average increase of the WDO of 6.16%, 12.74% and 25.43%, for the 2, 3
and 4 sources cases respectively, when compared to DUET algorithm, and an average increase
of the WDO of 3.25%, 10.95% and 16.93% respectively when compared to the DUET-KM
algorithm.

Moreover, table 3.4 and table 3.5 contain the SIR and WDO values, respectively, obtained
by the three methods in the case of mixtures of speech and noise and of speech and music. In
both cases the SIR and WDO values have been averaged over 500 mixtures. Furthermore, the
tables show the average values of the two sources. In the case of mixing speech with noise, the
proposed WG-MS method improves the SIR by 11.16% on average when compared to DUET,
and by 0.37% when compared to DUET-KM, as well as improves the WDO by 7.81% on average
average when compared to DUET, and by 7.17% when compared to DUET-KM. In the case of
speech and music mixtures, the WG-MS method improves the SIR by 14.21% and 5.45%, on
average, when compared to DUET and DUET-KM respectively, and the WDO by 7.43% and
2.97%, on average, respectively.

Finally, table 3.6 shows the SIR and the WDO values obtained in the separation of echoic
mixtures of 2, 3 and 4 speech sources with the DUET, DUET-KM and WG-MS algorithms,
for reflection coefficient values of 0, 0.1, 0.3 and 0.5. The values shown are the average of the
N sources of the mixture. The WG-MS algorithm increases the SIR obtained by the DUET
algorithm in 40%, 24.7%, and 329% on average, for the 2, 3 and 4 sources cases respectively.
Comparing the SIR obtained by the WG-MS and DUET-KM algorithms, the former increases in
39%, 22.7% and 93% on average, for 2, 3 and 4 sources respectively, the values of the DUET-KM.
The SIR increments are so large in this case due to the extremely low SIR values obtained by
the DUET and the DUET-KM algorithms in the 4 sources case. Concerning the WDO values,
the WG-MS algorithm obtains an average increase of 11.7%, 10.2% and 19.7% for the 2, 3 and
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Table 3.2: Averaged SIR (dB) values obtained in the separation of linear and binaural mixtures of
2, 3 and 4 speech sources with the DUET, DUET-KM and WG-MS algorithms.

Sources Linear mixtures Binaural mixtures
DUET DUET-KM WG-MS DUET DUET-KM WG-MS

N = 2
S1 14.77 12.49 14.12 8.87 9.03 10.32
S2 12.59 12.18 12.68 9.10 9.19 9.61

Average 13.68 12.34 13.40 8.98 9.11 9.97

N = 3

S1 10.17 8.20 9.15 5.26 5.39 5.04
S2 10.03 9.08 10.36 4.49 4.64 4.93
S3 8.52 8.47 8.70 5.79 5.23 6.04

Average 9.57 8.58 9.40 5.18 5.09 5.34

N = 4

S1 7.50 5.78 6.43 3.18 6.03 6.21
S2 7.05 6.96 7.32 4.15 6.02 5.94
S3 6.53 7.69 6.62 3.37 4.23 4.95
S4 6.15 6.50 5.06 3.94 3.97 4.65

Average 6.81 6.73 6.36 3.66 5.06 5.44

Table 3.3: Averaged WDO values obtained in the separation of linear and binaural mixtures of 2,
3 and 4 speech sources with the DUET, DUET-KM and WG-MS algorithms.

Sources Linear mixtures Binaural mixtures
DUET DUET-KM WG-MS DUET DUET-KM WG-MS

N = 2
S1 0.939 0.896 0.933 0.776 0.803 0.824
S2 0.895 0.894 0.903 0.782 0.799 0.830

Average 0.917 0.895 0.918 0.779 0.801 0.827

N = 3

S1 0.837 0.797 0.840 0.612 0.609 0.649
S2 0.820 0.833 0.845 0.611 0.626 0.697
S3 0.737 0.801 0.795 0.636 0.656 0.751

Average 0.798 0.810 0.827 0.620 0.630 0.699

N = 4

S1 0.740 0.671 0.746 0.509 0.583 0.672
S2 0.724 0.671 0.738 0.536 0.583 0.679
S3 0.689 0.702 0.705 0.535 0.529 0.633
S4 0.675 0.658 0.693 0.514 0.550 0.640

Average 0.707 0.676 0.721 0.523 0.561 0.656

4 sources cases respectively, in comparison to the DUET algorithm, and an average increase
of 2.3%, 6.7% and 14.8% for the 2, 3 and 4 sources cases respectively, in comparison to the
DUET-KM algorithm.

3.3.6 Discussion

The analysis of the results obtained in this section demonstrates that the WG-MS algorithm
clearly outperforms the original DUET and its modification using k-means, specially when sep-
arating more than two sources. This improvement is reduced in the case of linear mixtures of
speech sources, where the clusters generated by the DUET histogram are well defined, and the
DUET algorithm already obtains almost perfect separation. On the other hand, the improve-
ment is amply noticeable in case of binaural and echoic mixtures and when speech is mixed
with non-speech sources. The reason is that the binaural and echoic mixing models as well as
the nature of noise and music sources originate local mixing parameter estimates much more
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Table 3.4: Averaged SIR (dB) values for the separation of linear mixtures of speech-noise and
speech-music with the DUET, DUET-KM and WG-MS algorithms. S1 is the speech source and S2

the noise/music source.

Sources Speech-Noise Speech-Music
DUET DUET-KM WG-MS DUET DUET-KM WG-MS

S1 24.28 21.65 26.99 14.82 12.25 15.81
S2 14.62 21.51 16.32 8.54 13.05 10.86

Average 19.45 21.58 21.66 11.68 12.65 13.34

Table 3.5: Averaged WDO values for the separation of linear mixtures of speech-noise and speech-
music with the DUET, DUET-KM and WG-MS algorithms. S1 is the speech source and S2 the
noise/music source.

Sources Speech-Noise Speech-Music
DUET DUET-KM WG-MS DUET DUET-KM WG-MS

S1 0.940 0.839 0.966 0.884 0.837 0.922
S2 0.724 0.835 0.828 0.731 0.850 0.814

Average 0.832 0.837 0.897 0.808 0.843 0.868

Table 3.6: Averaged SIR (dB) and WDO values obtained in the separation of echoic mixtures of 2,
3 and 4 speech sources with the DUET, DUET-KM and WG-MS algorithms, for reflection coefficient
values of 0, 0.1, 0.3 and 0.5. The values shown are the average of the N sources of the mixture.

Sources SIR (dB) WDO
DUET DUET-KM WG-MS DUET DUET-KM WG-MS

N = 2

r = 0.0 12.19 12.16 15.60 0.787 0.823 0.844
r = 0.1 11.66 11.78 15.54 0.759 0.819 0.840
r = 0.3 9.57 9.75 14.02 0.703 0.781 0.807
r = 0.5 7.56 7.59 11.59 0.659 0.745 0.752

N = 3

r = 0.0 4.42 4.08 5.92 0.582 0.600 0.674
r = 0.1 3.97 4.23 5.45 0.579 0.591 0.657
r = 0.3 3.55 3.79 4.41 0.564 0.589 0.610
r = 0.5 3.18 3.27 3.29 0.557 0.575 0.575

N = 4

r = 0.0 1.46 1.68 2.77 0.481 0.499 0.535
r = 0.1 1.32 1.44 2.19 0.461 0.492 0.524
r = 0.3 0.77 1.21 1.96 0.409 0.419 0.511
r = 0.5 0.15 0.56 1.66 0.381 0.398 0.491

scattered in the feature space than in the case of linear mixtures of speech sources, causing that
the clusters obtained by the DUET histogram are not as well defined as in the linear case. The
replacement of the DUET histogram by a simple clustering technique such as k-means clearly
improves the results, which are largely outperformed by the proposed WG-MS algorithm. Nev-
ertheless, despite the improvement obtained by the WG-MS algorithm in echoic mixtures in
comparison to DUET and DUET-KM, the algorithm does not show a solid robustness against
reverberations, and its performance drops when reverberation increases. The use of microphone
arrays with more than 2 microphones may improve the results.
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3.4 Generalization of the WG-MS algorithm for any number of
sensors

In this section, the WG-MS algorithm for source separation proposed in the previous section,
originally using only 2 microphones, is generalized to consider the signals recorded by a micro-
phone array of any number of sensors and geometry. In such a case, different level and time
differences can be estimated from each pair of sensors, thus increasing the dimension of the input
feature space for clustering. This fact does not require to derive a new expression of the mean
shift vector, since the weighted-Gaussian mean shift vector proposed in the previous section
is valid for any dimension of the input data. However, in this case the mean shift algorithm
provides a different estimation of the source mixing parameters from each pair of microphones.
Consequently, the decision rule to decide whether a time-frequency point belongs to a source
or to another (expression (3.10)) should be modified to consider the different source mixing
parameter estimations and the different mixtures. The demixing step (expression (3.12)) should
be also adapted to consider all the mixtures.

3.4.1 Mixing model

Let consider Xm(k, l), m = 1, · · · ,M , to be the STFT of M mixtures of sound signals (M being
now any number) and Sn(k, l), n = 1, · · · , N the STFT of the N original signals. Assuming
the first element as reference signal, the anechoic mixing model in the time-frequency domain is
given by




X1(k, l)
· · ·

Xm(k, l)
· · ·

XM (k, l)




=




1 · · · 1 · · · 1
· · ·

Am1 · · · Amn · · · AmN
· · ·

AM1 · · · AMn · · · AMN







S1(k, l)
· · ·

Sn(k, l)
· · ·

SN (k, l)



, (3.23)

where Amn = amne
−iωδmn is now defined as the relative complex difference of the m-th micro-

phone with respect to the reference one, for the n-th source, amn and δmn being the level and
time differences respectively (i.e. the mixing parameters). Assuming W-DO sources, the mixing
model becomes into




X1(k, l)
...

Xm(k, l)
...

XM (k, l)




=




1
...
Amj
...
AMj



Sj(k, l), (3.24)

where Sj(k, l) is the active source at each (k, l) point. Let define now Bmn = abmne
−iωδbmn as

the relative complex difference between the m-th and the (m− 1)-th microphones, for the n-th
source, with abmn and δbmn being the time and level differences respectively. Note that Amn can
be expressed as Amn =

∏m
i=2Bin. Hence, the signal received by the m-th microphone of the

array can be expressed as a function of signal received by the (m− 1)-th microphone according
to

Xm(k, l) = Bmn ·Xm−1(k, l). (3.25)
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3.4.2 Estimation of the sources from multiple mixtures

Considering an array of M elements, there exist M − 1 pairs of consecutive microphones. Ac-
cording to expression (3.25), the signal at each microphone can be expressed as the signal at
the previous microphone multiplied by the relative complex differences between them (Bmn).
Consequently, there now exist M − 1 different estimates of the local mixing parameters, one
from each pair of microphones. This fact makes that the input feature space for the mean shift
algorithm has a dimension of 2(M − 1) in this case. The mean shift vector derived in expression
(3.21) is valid for any dimension of the input space, but the algorithm provides M − 1 different
estimates of the source mixing parameters, Âmn = âmne

iωδ̂mn , with m = 1, · · · ,M − 1. Conse-
quently, expressions (3.10) and (3.12) are not further valid, and a new expression for the ML
source estimator is inferred below.

Let us consider a source sj . In the time-frequency points where that source is dominant,
the mixtures can be modeled as Xm(k, l) = AmjSj(k, l) + Nm(k, l), m = 1, · · · ,M , where the
variables Nm(k, l) are independent and identically distributed (i.i.d) white complex Gaussian
noise signals with zero mean and variance σ2. These noise signals represent the contributions
of other sources at the time-frequency points where sj is the dominant source. Assuming that
each time-frequency point of the observations Xm(k, l), m = 1, · · · ,M , is an independent and
Gaussian variable, the likelihood function Lj for the source sj , obtained from the observations
Xm(k, l), is given by

Lj =
1

2πσ2
e−

1
2σ2

PM
m=1 |Xm(k,l)−AmjSj(k,l)|2 . (3.26)

Maximizing expression (3.26) is equivalent to minimizing

L′j =
M∑

m=1

|Xm(k, l)−AmjSj(k, l)|2. (3.27)

To minimize expression (3.27), the system of equations ∂L′j/∂Si = 0, with i = 1, · · · , N , must
be solved, having

∂L′j
∂Si(k, l)

= −
M∑

m=1

(Xm(k, l)−AmiSi(k, l))∗Ami. (3.28)

Solving this system of equations leads to the ML estimator of Sj(k, l) given by

ŜML
j (k, l) =

∑M
m=1Xm(k, l)A∗mj∑M

m=1 |Amj |2
. (3.29)

The new measurement of closeness is obtained by replacing Sj(k, l) in (3.27) by its estimation in
(3.29). According to this, each time-frequency point is assigned to a source using the closeness
function defined by

J(k, l) := argmin
n

M∑

m=1

∣∣∣∣∣Xm(k, l)− Âmn
∑M

m=1Xm(k, l)Â∗mn∑M
m=1 |Âmn|2

∣∣∣∣∣

2

, (3.30)

where Âmn are the M −1 estimates of the source mixing parameters obtained by the mean shift
algorithm. The time-frequency binary masks Mn(k, l) are obtained with expression (3.11), and
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Table 3.7: Averaged SIR (dB) and WDO values obtained in the separation of echoic mixtures of 2,
3 and 4 speech sources with the generalized WG-MS algorithm with 2, 3 and 4 microphones, and for
reflection coefficient values of 0, 0.1, 0.3 and 0.5. The values shown are the average of the N sources
of the mixture.

Sources SIR (dB) WDO
M=2 M=3 M=4 M=2 M=3 M=4

N = 2

r = 0.0 15.60 20.51 21.63 0.844 0.856 0.860
r = 0.1 15.54 20.53 21.82 0.840 0.858 0.849
r = 0.3 14.02 19.41 17.67 0.807 0.841 0.837
r = 0.5 11.59 15.90 15.55 0.752 0.789 0.786

N = 3

r = 0.0 5.92 10.51 9.51 0.674 0.699 0.697
r = 0.1 5.45 10.33 9.48 0.657 0.698 0.686
r = 0.3 4.41 9.18 8.32 0.610 0.687 0.671
r = 0.5 3.29 5.41 4.97 0.575 0.640 0.634

N = 4

r = 0.0 2.77 3.50 3.71 0.535 0.567 0.575
r = 0.1 2.19 3.79 3.70 0.524 0.569 0.571
r = 0.3 1.96 2.84 3.14 0.511 0.551 0.564
r = 0.5 1.66 2.52 2.78 0.491 0.534 0.541

the original sources are demixed by multiplying the binary masks with the ML source estimator
in (3.29), resulting in

Ŝn(k, l) = Mn(k, l)

(∑M
m=1Xm(k, l)Â∗mn∑M

m=1 |Âmn|2

)
. (3.31)

3.4.3 Experimental work

The generalized version of the WG-MS algorithm has been tested with the same echoic mixtures
evaluated by the original WG-MS algorithm, increasing the number of microphones to 3 and 4.
That means that the algorithm has been evaluated when separating echoic mixtures of 2, 3 and
4 speech sources, generated with the RIRG, varying the reflection coefficient from 0 to 0.5. The
microphones are placed in the center of the room and the are sources randomly located around
the microphones.

Table 3.7 contains the averaged SIR (dB) and WDO values obtained in the separation of
echoic mixtures of 2, 3 and 4 speech sources with the generalized WG-MS algorithm with 2, 3
and 4 microphones, and for reflection coefficient values of 0, 0.1, 0.3 and 0.5. The values shown
are the average of the N sources of the mixture. The values corresponding to 2 microphones are
the same that the ones contained in table 3.6 for the WG-MS algorithm. The increment in the
number of microphones from 2 to 3 always leads to higher SIR and WDO values, the difference
being larger when the reflection coefficient is higher. Thus, the WDO value is incremented by
3.7% in the case of r = 0 and by 8.3 % in the case of r = 0.5, on average, for the different number
of sources. An additional increment of the number of microphones from 3 to 4 does not always
bring better results in terms of SIR and WDO. The WDO values in the case of separating 2
and 3 sources are quite similar, and the use of 4 microphones only increments the WDO values
obtained in the case of using 3 microphones when separating 4 sources.
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3.4.4 Discussion

This section describes a generalization of the proposed WG-MS algorithm for speech separation,
using a microphone array of any number of elements. In this case, the dimension of the input
feature space is increased to 2(M − 1), but the WG-MS clustering proposed in the previous
section is valid for any dimension. However, the ML source estimator derived in case of two
mixtures is not further valid, and a new one has been inferred.

The performance of the method has been evaluated in echoic mixtures generated with the
RIRG, varying the reflection coefficient from 0 to 0.5. The microphones have been placed in a
fixed position in the center of the room, and the sources have been placed around the microphones
at random positions. Results show that the increment in the number of elements of the array
usually entails an increment in the performance of the separation, in terms of WDO. Finally,
although the results support the robustness of the proposed method against reverberations, more
experiments should be carried out in this direction.

3.5 Source enumeration of speech sources based on information
theoretic criteria

Speech source enumeration is a problem that remains largely open and unsolved. Determining
the number of speech sources is a critical first step for SSS algorithms, such as the DUET
algorithm and the proposed WG-MS algorithm, which assumes to know the number of sources
in advance. In this section, a novel method for speech source enumeration based on information
theoretic criteria is proposed.

The proposed algorithm considers a microphone array composed of two sensors and assumes
a different DOA for the speech sources, which implies that each source causes a different relative
delay between the two microphones. Under the assumption of approximate W-DO sources, a
local delay estimator is computed. The PDF of this estimator shows peaks associated to each of
the sources. Consequently, the problem of speech source enumeration is equivalent to count the
number of peaks in this PDF. The proposed method fits an autoregressive (AR) model to the
local delay estimator in order to estimate its PDF, and then applies the Rissanen’s minimum
description length (MDL) principle [Rissanen, 1978] to minimize the length of the code required
to describe the data, finding the model that best fits the data with the lowest possible order.
Unlike other algorithms that apply the MDL principle to the observed data, the proposed method
applies it to the prediction error of the AR model, as proposed in [Krim and Cozzens, 1994].

3.5.1 Consistent local delay estimator

Let us consider the mixing model described in expression (3.1) and the local delay estimator
given in (3.5). The fact that the delay estimator changes with the position of the sources
together with the assumption of approximate W-DO sources, causes that the PDF of the delay
estimator presents peaks associated to each of the sources. Figure 3.5 shows a histogram-based
PDF estimate of the PDF of the local delay estimator δ̂(k, l) in the case of a linear mixture of
three speech sources causing a delay of [-1, 0, 1] samples between microphones. The correlation
between the number of modes of the PDF and the number of sources is clear, hence the problem
of speech source enumeration is equivalent to count the number of modes in that PDF.

It was mentioned before that the local delay estimator given by expression (3.5) can be
ambiguous due to the periodicity of the phase, and it is reliable only if |ωδj | < π, condition that
is guaranteed when ωmaxδjmax < π, which means that for relative delays between microphones
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Figure 3.5: Histogram-based PDF estimate of δ̂(k, l) in the case of a linear mixture of 3 speech
sources mixed with microphone time differences of [-1, 0, 1] samples.

3 2 1 0 1 2 3
0

0.005

0.01

0.015

0.02

0.025

0.03

 [samples]

PD
F 

es
tim

at
e

Figure 3.6: Histogram-based PDF estimate of δ̂(k, l) with unresolved phase ambiguity (blue line)
and with the phase unwrapped (red line), in the case of a linear mixture of 3 speech sources mixed
with microphone time differences of [-2, 0, 2] samples.

larger than one sample, the estimated phase will be inaccurate. In order to overcome this
limitation, the phase ωδj is unwrapped by changing absolute phase jumps greater or equal to π
to their 2π complement. This operation is performed along the frequencies of each frame. Once
the angular frequency term is removed from the unwrapped phase, the local delay estimator
δ̂(k, l) reflects the true values even if they are larger than one sample. An example of this
situation is found in figure 3.6, where the source delays in a linear mixture of three speech
sources are set to two samples. In the PDF estimate represented with a blue line, the phase
ambiguity has not been resolved, and the peaks corresponding to sources with delays of two
samples are barely perceived, whereas the peak located at 0 has notably larger amplitude due
to phase wrapping. However, in the PDF estimate represented with a red line, where the phase
has been unwrapped, the three peaks are clearly identifiable and have similar amplitude.

Finally, the local delay estimations that have been made from time-frequency points with low
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Figure 3.7: Histogram-based PDF estimate (blue line) and 4th-order AR-model estimate (red
line) of δ̂(k, l) in the case of an anechoic mixture of 4 speech sources mixed with microphone time
differences of [-1, 0, 1, 2] samples.

energy are not consistent, and they are consequently removed. The energy of a time-frequency
point is measured here by the geometric mean of the energy of the signals in both microphones

E(k, l) = 10 log10(|X1(k, l)||X2(k, l)|), (3.32)

rejecting those delay estimations made from points where E(k, l) < Th, where Th is an ad-hoc
threshold. The number of delays rejected is R.

3.5.2 Parametric model-based PDF estimation

Let us define the random variable δ = [δ1, · · · , δQ] containing the local delay estimations corre-
sponding to every valid time-frequency point (i.e. the matrix δ̂(k, l) is merged into a vector),
where Q = K · L − R is the number of data samples. The information regarding the number
of sources is contained in the PDF of the random variable δ, which is denoted by f(δ). Due to
the fact that the PDF of a random variable has similar properties to a power spectral density
(PSD), the PDF can be estimated using parametric spectral density estimation techniques [Kay,
1998]. Using an autoregressive (AR) model, the PDF is estimated fitting the model

f̂(δ) =
G∣∣∣1−

∑P
p=1 γpe

−i2πpδ
∣∣∣
2 (3.33)

to the available observations, where γp are the AR model coefficients, P is the order of the
model, and G is a constant related to the minimum square prediction error. In the case of PSD
estimation, the Yule-Walker equations allow obtaining the AR coefficients from an estimation
of the autocorrelation of the original data. However, the PSD and the autocorrelation function
form a Fourier transform pair. This fact helps to solve the problem at hand, in which, under
the assumption that f(δ) = 0 if |δ| > π, the role of the autocorrelation function is played by the
sequence φδ[m], defined as

φδ[m] =
1

2π

∫ π

−π
eiδmf(δ)dδ =

1
2π
E{eiδm}. (3.34)
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Figure 3.8: Histogram-based PDF estimate (blue line) and 3th-order AR-model estimate (red line)
of δ̂(k, l) in the case of an echoic mixture of 3 speech sources. The left image corresponds with
a mixture without reverberation and the right image corresponds with a mixture with a reflection
coefficient of 0.4.

Using the sample mean as an estimator of the probabilistic expectation, the sequence φδ[m] can
be estimated as

φ̂δ[m] =
1

2πQ

Q∑

q=1

eiδqm, m = 0, 1, ...P. (3.35)

When this sequence is known, the AR model coefficients are estimated using the Yule-Walker
equations. If the previous assumption (f(δ) = 0 if |δ| > π) is not fulfilled, the delays should be
normalized before applying this method.

Figure 3.7 shows an example of this method estimating the PDF of the local delay estimators
in a linear mixture of 4 speech sources, introducing source delays of [-1, 0, 1, 2] samples. The
blue line represents the histogram-based PDF estimate and the red line represents the AR model
estimation with P = 4, which clearly fits the four peaks contained in the PDF. The fact that the
AR model provides an smoothed estimation of the PDF is very useful to apply the method in
echoic mixtures. By way of illustration, figure 3.8 contains the histogram-based PDF estimate
(blue line) and 3th-order AR model estimate (red line) of δ̂(k, l) in the case of an echoic mixture
of 3 speech sources obtained with the RIRG. The left figure corresponds with a mixture without
reverberation and the right figure corresponds with a mixture with a reflection coefficient of 0.4.
In case of reverberation, the peaks of the histogram-based PDF are clearly worse identifiable in
comparison to the case without reverberation. Nevertheless, the AR model performs a perfect
estimation in both cases with the same model order.

3.5.3 Application of the MDL principle for enumeration

The prediction error related to fitting the AR model to the data is a monotonically decreasing
function of the order model P . However, from a certain value of P , the AR model fits with
enough accuracy the true PDF. In this context, the MDL principle suggests choosing the model
that provides the shortest description of the data, and it considers that the order of that model is
an estimation of the number of sources. Additionally, encoding the prediction error is equivalent
to encode the best representation of the data [Krim and Cozzens, 1994].
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In the AR model described in (3.33), the coefficients can be calculated using the Yule-Walker
equations, obtaining the estimation

φ̂δ[m] =
P∑

p=1

γpφ̂δ[m− p] + σ2
ε δK [m], 0 ≤ m ≤ P, (3.36)

where φ̂δ[m] represents the values estimated with expression (3.35), σ2
ε is the variance of the

model input random process (ε(n)), and δK is the Kronecker delta. For m = 0, the value of σ2
ε

can be easily obtained. The model input random process is assumed to be a Gaussian random
process with zero mean and variance σ2

ε :

f(ε) =
1

σε
√

2π
e
− ε2

2σ2
ε . (3.37)

Rissanen in [Rissanen, 1978] proposed the minimal code length required to describe the observed
data and the free parameters (model parameters) as a general criterion for model order deter-
mination. The number of bits needed to encode the data judges the model selected. He chooses
the estimator that achieves a short total code length, and the MDL criterion is formulated as

MDL(p) = −log(f(y|a) +
p

2
log(Q), (3.38)

where y is the vector composed of the data with the autocorrelation sequence (related to the
delays). Considering the fact that f(y|a) = f(ε(n)), introducing (3.37) into (3.38), and after
some manipulations, the MDL criterion is expressed as

MDL(p) = Qlog(π) +Qlog(
1
Q
||εp||2) +

p

2
log(Q), (3.39)

where εp is the prediction error associate to the AR model of order p. Finally, the number of
speech sources is given by

N̂ = min
p∈{1,...,P}

MDL(p). (3.40)

In summary, the steps of the algorithm for source enumeration are the following:

1. Compute the STFT of the signals recorded at the two microphones, X1(k, l) and X2(k, l).

2. Unwrap the phase of the ratio of the two mixtures and calculate the local delay estimator
for each time-frequency point.

3. Remove the local delay estimations that have been made from time-frequency points with
low energy.

4. Construct the sequence φ̂δ[m] according to expression (3.35).

5. Estimate the AR model parameters γp using the Yule-Walker equations and evaluate the
prediction error εp, varying the order of the model P .

6. Evaluate the MDL for each model order, using expression (3.39). The minimum value of
the MDL is the estimation of the number of sources.

Finally, figure 3.9 contains a graphical description of the algorithm.
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Figure 3.9: Source enumeration algorithm overview.

Table 3.8: Source delays for linear mixtures

N Delays (samples)
2 [-1, 0]
3 [-1, 0, 1]
4 [-1, 0, 1, -2]
5 [-1, 0, 1, -2, 2]

3.5.4 Experiments

The proposed source enumeration algorithm is evaluated for anechoic mixtures of 2, 3, 4 and
5 speech sources. A total of 50 different mixtures are generated for each number of sources,
selecting the speech sources randomly from the TIMIT database. The time-frequency decompo-
sition is performed by a STFT with frames of 256 samples and 50% of overlap, using a Hamming
window. The sampling rate is 16 kHz. All signals have been normalized and mixed with the
same power, and the threshold value to remove low-energy time-frequency points is set to 0 dB.
The source delays introduced in the mixtures are summarized in table 3.8.

Figure 3.10 plots the enumeration accuracy rate averaged over 50 mixtures, for each number
of sources evaluated. The enumeration in the cases of 2 and 3 sources is almost perfectly
performed, but when the number of sources increases, the error in the estimation also increases,
as it was expected. Nevertheless, the accuracy rate in the 5 sources case is still 80%, which is a
noticeable good value for speech enumeration.

3.5.5 Discussion

This section describes a novel method to solve the problem of speech source enumeration, based
on AR modeling of the PDF of the local delay estimations. It is demonstrated that the number
of sources is equivalent to the order of the AR model when it is selected with the MDL criterion.
The proposed algorithm obtains excellent results in the enumeration of sources in anechoic
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Figure 3.10: Averaged accuracy rate (%) obtained in the estimation of the number of sources in
anechoic mixtures of 2, 3, 4 and 5 sources.

speech mixtures. Additionally, it has been shown that the proposed AR model also estimates
with accuracy the PDF of the source relative delays in the case of echoic mixtures. In this type
of mixtures, due to reverberation, the width of the peaks that appear in the PDF is larger, hence
the peaks are not so well defined. Fortunately, the smooth estimation of the PDF performed
by the AR model overcomes this problem. Further investigations should be carried out in this
direction.

Finally, is is worth highlighting that this technique is specially useful in source separation
applications, where the number of sources is an input parameter for the algorithms. The pre-
sented results are promising, but further research must be done to check the robustness in noisy
environments, the dependence with the relative positions of the speech sources and the energy
of the sources.

3.6 Summary of contributions

The main contributions described in this chapter of the thesis are the following:

� The performance of the so-called DUET algorithm has been evaluated in a variety of
scenarios including linear and binaural anechoic mixtures, echoic mixtures, and mixtures
of speech with other types of sources such as noise and music. It has been demonstrated
the need for more advanced clustering techniques in such situations.

� A novel source separation algorithm that combines the mean shift clustering technique with
the basis of DUET has been proposed. The clustering step in DUET, which is based on
a weighted histogram, is replaced by a generalized version of the mean shift algorithm. A
weighted-Gaussian kernel mean shift vector has been inferred and included in an iterative
process to clusterize the bidimensional feature input space composed of the level and
time differences between the two microphones. The proposed WG-MS algorithm has been
tested in different scenarios: linear and binaural anechoic speech mixtures, echoic speech
mixtures with different reverberation coefficients, and anechoic mixtures of speech with
noise and speech with music. The WG-MS algorithm has been compared to the original
DUET algorithm and a modification thereof which introduces the k-means algorithm in
the clustering step. The analysis of the results obtained demonstrates that the WG-MS
algorithm clearly outperforms the original DUET and its modification using k-means.
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� The WG-MS algorithm, which was originally proposed for two microphones, has been
extended to the case of any number of microphones and array geometry. The mean shift
algorithm allows clustering a feature space of any dimension. A new ML source estimator
that considers any number of microphones has been inferred. Several experiments varying
the number of microphones support the suitability of the method, which shows a special
robustness in the case of echoic mixtures.

� A novel speech source enumeration algorithm has been proposed. The algorithm is based
on information theoretic criteria and the estimation of the source delays between the signals
received by two microphones. The algorithm has obtained very good results and it has
shown good robustness in the enumeration of anechoic mixtures up to 5 speech sources.
Additionally, the potential of the algorithm to enumerate sources in echoic mixtures has
been demonstrated.

The contributions obtained in this chapter have originated the publications [Ayllón et al.,
2010], [Ayllón et al., 2011a], [Ayllón et al., 2012a], [Ayllón et al., 2012b] and [Ayllón et al.,
2013d].



Chapter 4

Single-channel speech enhancement
for monaural hearing aids

4.1 Introduction

This chapter tackles the problem of single-channel speech enhancement and its application to
monaural hearing aids, considering that the main goal is to improve the intelligibility of speech in
noise. Single-channel speech enhancement can be performed from two different approaches: noise
reduction and source separation. A comprehensive review of single-channel speech enhancement
algorithms has been carried out in sections 1.3.1.1 and 1.3.2.1. Nevertheless, single-channel
source separation algorithms inspired in CASA are either too complex or the performance is too
limited to be applicable in hearing aids. These algorithms typically involve complex operations
for feature extraction, segregation and grouping, which makes difficult a real-time implemen-
tation. Nevertheless, the time-frequency masking approach inspired in CASA can be useful in
hearing aids, as long as the mask computation is relatively simple.

The main problem associated to single-channel noise reduction algorithms resides in the
fact that they are commonly designed to improve the speech quality rather than to improve
the speech intelligibility, which is the final purpose for hearing impaired people. The correct
approach is to design the algorithms to optimize an objective measure correlated with speech
intelligibility instead of correlated with speech quality. It has been demonstrated in [Ma et al.,
2009] that the fwSNRseg and the PESQ are two good objective measures highly correlated with
speech intelligibility. The other alternative, originated in the field of CASA, is time-frequency
masking. This approach is based on the application of a gain function or mask to the time-
frequency representation of a corrupted speech signal, removing portions of the signal that are
considered noise and allowing the remaining signal to pass through unaltered. The mask may
be either a binary mask (i.e. takes values of 0 and 1) or a soft mask (i.e. takes continuous values
between 0 and 1). The ideal binary mask (IBM) commonly defined in CASA systems [Hu and
Wang, 2001, 2004] is the one that takes values of zero or one by comparing the local SNR in
each time-frequency point against a threshold, which is usually set to 0 dB. It is demonstrated
in [Loizou and Kim, 2011] that the IBM maximizes the articulation index (AI), a metric highly
correlated with speech intelligibility [Kryter, 1962]. Consequently, the use of the IBM for noise
reduction also entails an improvement in speech intelligibility. Unfortunately, the computation
of the IBM needs to have access to the clean speech and noise signals, information that is not
available in practice.

The design of a speech enhancement algorithm based on time-frequency masking consists

73
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in estimating the IBM from the corrupted observations of the signal. The CASA approach
performs this estimation using features inspired in the human auditory system (pitch, amplitude
and frequency modulation, onset/offset, etc.). However, it is conceptually and computationally
simpler to use machine learning techniques to identify each time-frequency point as speech-
dominated or noise-dominated.

In this chapter, a time-frequency masking algorithm is proposed for single-channel speech
enhancement in monaural hearing aids. The algorithm is designed bearing in mind the reduced
computational resources available in state-of-the-art commercial hearing aids. The system uses
a soft mask and is designed to maximize the output PESQ, which is an objective measure
correlated with intelligibility.

4.2 Evaluation of different time-frequency masks in terms of
PESQ

Several works have evaluated the intelligibility gain associated to the IBM inspired in CASA.
However, the use of a different mask may lead to a higher intelligibility improvement. In this
section, three time-frequency masks (one binary mask and other two soft masks) are proposed
and compared to the IBM. The comparison is made in terms of PESQ, which maximization
is the final objective of the algorithm proposed in this chapter. Additionally, the influence of
varying the frequency resolution of the time-frequency decomposition is examined. The best
mask will be used as starting point in the speech enhancement algorithm.

4.2.1 Definition of the time-frequency masks

Let us consider X(k, l) = S(k, l)+N(k, l) to be the STFT of a speech signal S(k, l) contaminated
by other noise and interfering signals denoted as N(k, l). The magnitude of the complex values
S(k, l) and N(k, l) are used to determine whether a time-frequency point is dominated by speech
or noise, thus generating a time-frequency mask M(k, l). The clean speech signal is estimated by
applying the mask to the mixture, i.e. Ŝ(k, l) = M(k, l) ·X(k, l). The criterion to assign a time-
frequency point to speech or noise may vary, originating different types of masks. In this section,
four time-frequency masks are evaluated: the CASA IBM, a binary mask that maximizes the
fwSNRseg, another soft mask that also maximizes the fwSNRseg, and a Wiener soft mask.

4.2.1.1 CASA IBM

The IBM proposed in CASA systems has been already discussed, and in the case of a threshold
of 0 dB, it is defined as

M(k, l) :=
{

1, if |S(k, l)| > |N(k, l)|
0, otherwise

. (4.1)

This binary mask assigns all the energy of a determined time-frequency point to the signal with
higher energy (speech or noise).

4.2.1.2 Maximum fwSNRseg binary mask

The time-frequency mask proposed here is a binary mask that tries to maximize the fwSNRseg
value. The local signal-to-residual spectrum ratio (SNRESI) is defined in [Loizou and Kim, 2011]
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as

SNRESI(k, l) =
|S(k, l)|2

(|S(k, l)| − |Ŝ(k, l)|)2
, (4.2)

and, for each frequency band, it can be calculated by

SNRESI(k) =
1
L

L−1∑

l=0

|S(k, l)|2
(|S(k, l)| − |Ŝ(k, l)|)2

. (4.3)

According to this, the fwSNRseg defined in expression (2.21) can be expressed as

fwSNRseg =
∑K

k=1W (k)SNRESI(k)
∑K

k=1W (k)
. (4.4)

As W (k) ∈ R+, the maximization of the SNRESI implies the maximization of the fwSNRseg.
Consequently, the SNRESI also correlates with speech intelligibility. The binary mask proposed
here maximizes the local SNRESI . Considering that the estimated amplitude spectrum is given
by |Ŝ(k, l)| = M(k, l) · |S(k, l) +N(k, l)|, the local SNRESI (expression (4.2)) is obtained by

SNRESI(k, l) =

{
|S(k,l)|2

(|S(k,l)|−|S(k,l)+N(k,l)|)2 if M(k, l) = 1,
1 if M(k, l) = 0.

(4.5)

In order to maximize somehow the SNRESI (and consequently the fwSNRseg), its value needs
to be higher than 1 (SNRESI > 0 dB) in the case of M(k, l) = 1. Otherwise, if the value
SNRESI is lower than 1, the mask should be M(k, l) = 0. This is equivalent to the next
inequality:

|S(k, l)|2
(|S(k, l)| − |S(k, l) +N(k, l)|)2

M(k,l)=1
≷

M(k,l)=0
1. (4.6)

Solving (4.6) in the case of M(k, l) = 1 leads the next relationship:

|S(k, l)| > |S(k, l) +N(k, l)|
2

. (4.7)

Finally, the binary mask that maximizes the SNRESI is defined as

M(k, l) :=
{

1, if |S(k, l)| > |S(k,l)+N(k,l)|
2 ,

0, otherwise.
(4.8)

4.2.1.3 Maximum fwSNRseg soft mask

Let us consider now a soft time-frequency mask that can take any value between 0 and 1. In
such a case, the SNRESI is given by

SNRESI(k, l) =
|S(k, l)|2

(|S(k, l)| −M(k, l) · |X(k, l)|)2
. (4.9)

In order to maximize the previous expression, the denominator should be equal to 0, that is,
|S(k, l)| −M(k, l) · |X(k, l)| = 0, which yields the soft mask defined by

M(k, l) :=
|S(k, l)|

|S(k, l) +N(k, l)| . (4.10)

To avoid amplification distortions, the values are bounded between 0 and 1.
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4.2.1.4 Wiener soft mask

The transfer function of the non-causal Wiener filter is given by [Wiener, 1949]

H(ω) =
Ps(ω)

Ps(ω) + Pn(ω)
, (4.11)

where Ps(ω) is the PSD of the clean speech signal and Pn(ω) the PSD of the noise signal.
According to this, the next time-frequency soft mask is defined

M(k, l) :=
|S(k, l)|2

|S(k, l)|2 + |N(k, l)|2 , (4.12)

which takes continuous values between 0 and 1.

4.2.2 Evaluation of the time-frequency masks

The four time-frequency masks defined in the previous section are now evaluated in terms
of PESQ. The masks are generated assuming that the original speech and noise sources are
known. Additionally, the masks are evaluated using different numbers of frequency bands for
the computation of the STFT.

4.2.2.1 Experimental setup

Speech and noise mixtures of different SNRs are generated, using the speech and noise signals
contained in the NOIZEUS database. The procedure to generate the mixtures is the next:

1. The 30 clean speech signals are normalized and linked together, one after the other, ob-
taining a speech segment of 80 seconds length.

2. The 30 noise signals of each type of noise are also normalized and linked together, one
after the other, obtaining 8 different segments of 80 seconds length, one for each noise.

3. The clean speech segment is repeated 8 times, generating a speech segment of 640 seconds
length.

4. The 8 different noise signals are linked together, generating a noise segment of 640 seconds
length.

5. The clean speech and noise segments are normalized and then mixed with the desired SNR.

Figure 4.1 shows graphically the database setup procedure.
The four proposed masks are generated from the original clean speech and noise signals and

applied to the mixture to estimate the clean signal. The PESQ of the estimated speech signal
is evaluated, using the original clean speech signal as reference. The frequency resolution of the
time-frequency decomposition is modified varying the number of frequency bands of the STFT,
with values of 32, 64, 128 and 256 (the sampling rate is 8 kHz, so higher values correspond to
very long analysis windows). A Hamming window with 50% of overlap is used.
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Figure 4.1: Database setup procedure.

4.2.2.2 Results and discussion

Figure 4.2 represents the PESQ obtained by the different time-frequency masks when varying
the number of frequency bands of the STFT. The speech and noise mixtures are generated with
a SNR of -5 dB in (a), 0 dB in (b), and 5 dB in (c). The three graphs confirm that the PESQ
obtained by time-frequency masking depends on the frequency resolution. As it was expected,
an increment of the number of frequency bands implies a notable increment of the PESQ values
(whenever the length of the time window guarantees stationarity). Comparing the different
time-frequency masks, the two soft masks clearly improve the PESQ values obtained by the
binary masks. The Wiener mask obtains the best results for 32, 64 and 128 frequency bands
and the soft mask that maximizes the fwSNRseg obtains the best results for 256 frequency
bands. Concerning the two binary masks, the one that maximizes the fwSNRseg obtains higher
PESQ values than the IBM in any case.

The DSP embedded in digital hearing aids works with adjustable sampling rates that usually
vary between 8 and 16 kHz, with short analysis windows of 128 or 64 points to ensure low
latency. Hence, the DFT-based time-frequency analysis only contains 64 or 32 frequency bands.
According to this, the Wiener soft mask seems to be the most suitable mask among the evaluated
to improve intelligibility in hearing aids.

4.3 Computational resources available for speech enhancement
in hearing aids

The implementation of speech enhancement algorithms in hearing aids is strongly restricted by
the reduced computational capability and the memory available in the DSP embedded in such
devices. The processor is forced to work at-low clock frequencies in order to minimize the power
consumption and thus to maximize the battery life. The time-frequency analysis is based on a
DFT filterbank and usually implemented in a specific processor, hence it does not imply any
extra consumption of computational resources. Nevertheless, a considerable part of the compu-
tational capabilities of the DSP is already dedicated to the algorithms that aim to compensate
hearing losses (i.e. the multi-band compression-expansion algorithm). Therefore, the design
and implementation of speech enhancement algorithms in hearing aids are constrained by the
remaining resources of the DSP, resources that other signal processing algorithms also demand
to perform other tasks such as acoustic feedback cancellation or automatic sound classification.
Consequently, an efficient speech enhancement algorithm should only use a small part of the
available computational resources, allowing to run other types of algorithms simultaneously.

Let us now restrict the computational cost available for speech enhancement quantitatively,
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Figure 4.2: PESQ obtained with the different time-frequency mask when varying the number of
frequency bands of the STFT. The speech and noise mixtures are generated with a SNR of -5 dB in
(a), 0 dB in (b), and 5 dB in (c).
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considering the characteristics of a state-of-the-art commercial device. Common DSPs embed-
ded in hearing aids have a processor with a selective clock speed that usually goes from 5.12
MHz down to 1.28 MHz. They have a Harvard architecture containing a multiplier-accumulator
(MAC) with a set of instructions completed in a clock cycle, hence the number of mega instruc-
tions per second (MIPS) is the clock speed value. The sampling rate fs is usually adjustable but
limited by the output frequency range of the loudspeaker, 16 kHz normally being the allowed
maximum sampling rate. The analysis and synthesis windows have a length of LWIN sam-
ples working with 50% of overlap, and the DFT-based frequency analysis contains K frequency
bands. According to this, the number of instructions available to process each frequency band
(IPF) of a frame is calculated using the next expression:

IPF =
MIPS

K
· LWIN/2

fs
. (4.13)

In the special case of a processor with a clock speed of 5.12 MHz (5 MIPS), working with a
sampling rate of 8 kHz, an analysis window of 64 samples, and 32 frequency bands, the number
of instructions available to process each frequency band of a frame is 625. These instructions
are shared between the multi-band compression-expansion algorithm, which is an indispensable
algorithm, and the algorithms dedicated to feedback cancellation, automatic sound classification,
and speech enhancement. Henceforth, the IPF calculated in this section is used as reference value
and the speech enhancement algorithm proposed in this chapter will be constrained to use only
a part of the total number of available instructions.

4.4 Proposed algorithm to improve the intelligibility of speech
in noise for monaural hearing aids

Figure 4.3 shows a block diagram of the enhancement algorithm proposed in this chapter. It
is divided into two parts, the training stage (top) and the enhancement stage (bottom). The
frequency analysis is performed by a 64-points DFT for each time frame, using a Hamming
window with an overlap of 50%.

The main goal is to obtain a low-cost system that maximizes the output PESQ score. This
is obtained in different steps. The first one is the estimation of the Wiener soft mask defined
in expression (4.12) with a generalized linear least squares estimator (GLSE), minimizing the
MSE between the estimated mask and the Wiener mask. The weights obtained with the GLSE
are labeled as vMSE. The estimator combines a set of simple features, included in matrix Q,
which are extracted from the spectrum of the mixture. Note that the Wiener soft mask does not
maximize the PESQ score and the estimated mask with the GLSE will obtain a lower PESQ
score that the one obtained by the Wiener mask due to estimation errors. This fact motivates
the next step of the algorithm. In the second step, the weights vMSE are improved to increase
the output PESQ value, obtaining vopt. The third step is to reduce the computational cost
of the system using a feature selection algorithm that selects the subset of features that best
approximates the mask estimated in the case of using all features. In the last step, the weights
selected vsel are finally re-improved to increase the output PESQ value, obtaining vselopt.

In the enhancement stage, the weights vselopt calculated in the training stage are used to
generate the mask from the features extracted from the mixture signal. The clean speech signal
is estimated by applying the estimated mask M̂(k, l) to the spectrum of the mixture. The
different parts of the algorithm are detailed in the next subsections.

Finally, it is worth clarifying that all the algorithms included in the training stage are carried



80 Chapter 4. Single-channel speech enhancement for monaural hearing aids

T-F Analysis

50% overlapped 
Hann window

 64-points DFT
Wiener 

Soft Mask

Feature 
extraction GLSE 

Nfeatures

x[n]

s[n]

X(k, l)

S(k, l)
M(k, l)

Q

T-F Analysis

50% overlapped 
Hann window

 64-points DFT

x[n] X(k, l) Feature 
extraction

Q
Time-domain

waveform
synthesis

50% overlapped 
Hann window

Training Stage

Enhancement Stage

n[n] N(k, l)

VoptPESQ 
Improvement

VMSE Feature
Selection

PESQ 
Improvement

Vsel

Vselopt

M(k, l)
logsig(vT

seloptQ)
s[n]

Figure 4.3: Algorithm overview. Training stage (top) and speech enhancement stage (bottom)

out offline on a computer. Only when the design has been completed, the optimum solution is
then implemented on the digital hearing aid.

4.4.1 Generalized least squares estimator (GLSE)

The least squares estimation (LSE) is an approach that fits a parametrized mathematical model
to the observed data by minimizing the MSE between the observed data and their expected
values. In the case that the model combines linearly the unknown parameters, the method is
known as linear least squares.

Let us consider the pattern vector xi (i.e. the observations of the model) containing P input
features, xi = [x1, x2, . . . , xP ]T , which are extracted from the mixture signal in the problem at
hand. The pattern matrix P of size PxL is defined as a matrix that contains the patterns xi of
a set of L data samples, P = [x1, ...,xL], and the matrix Q is defined as

Q =
[
1
P

]
, (4.14)

where 1 is a row vector of length L. The output of the linear estimator is obtained as a linear
combination of the input features (i.e. observations) according to

y = vTQ, (4.15)
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where the vector v = [v0, v1, v2, . . . , vP ]T contains the bias v0 and the weights applied to each of
the P input features and y is a vector of size 1xL containing the output of the LSE for the L input
patterns. In the problem at hand, there are a different vector v and matrix Q for each frequency
band, which are denominated vk and Qk respectively, and the L data samples correspond with
each of the time frames. Hence, the vector yk is a vector of size 1xL containing the output of the
LSE for the L input patterns in the k-th frequency band, yk = [y(k, 1), ..., y(k, l), ..., y(k, L)]T ,
which is calculated as yk = vk

TQk . The estimation of the binary mask corresponds with the
output of the LSE, i.e. M̂(k, l) = y(k, l).

The design of the estimator consists in finding the best value of vk in order to minimize the
error between the obtained output and its desired value. In the case of supervised learning, the
desired output values are available and used for training. The desired output values for each
data sample are contained in the target vector defined as tk = [t(k, 1), t(k, 2), · · · , t(k, L)]T . In
the proposed enhancement algorithm, the target values are those corresponding to the Wiener
soft mask previously calculated. The estimation error is defined as the difference between the
output value of the estimator (4.15) and the desired value

ek = yk − tk = vk
TQk − tk, (4.16)

and the MSE for the k-th frequency band is computed according to

MSEk =
1
L
‖yk − tk‖2 =

1
L

∥∥vk
TQk − tk

∥∥2
. (4.17)

In the least squares approach, the weights are adjusted in order to minimize the MSE. The
minimization of the MSE is obtained by deriving the expression (4.17) with respect to every
weight of the linear combination and setting the result equal to zero, which yields the next
expression

vk = tkQk
T
(
QkQk

T
)−1

. (4.18)

The performance of the linear least squares estimator can be improved by introducing non-
linear transformations of the input features, which are still linearly combined, unlike the non-
linear least squares approach. The simplest example is the use of a quadratic transformation of
the input features, which leads to the quadratic least squares estimator. In the general case, the
matrix Q can be defined as

Q =




1
f1(P)
. . .

fNT (P)


 , (4.19)

where f1, . . . , fNT are NT linear or non-linear transformations performed over the original input
features contained in P. The weight vector is then defined as v = [v0, v1, . . . , vNT ·P ]T , and it
can be also obtained using expression (4.18). Henceforth, this is denominated generalized least
squares estimator (GLSE).

The estimation of each time-frequency point of the Wiener soft mask is obtained by expres-
sion (4.15), using the features proposed in the next section.

4.4.2 Proposed features for estimation

The DFT-based analysis filterbank included in the hearing aid provides the input to calcu-
late the energy of each frequency band of the mixture signal for each time frame, |X(k, l)|2.
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This information can be used as input feature, but, according to the aforementioned GLSE,
further transformations of this feature can be included as input features. Specifically, the log-
arithm and the square logarithm of the energy of the time-frequency point, log(|X(k, l)|2) and
log2(|X(k, l)|2), have been experimentally found to provide the most meaningful information to
the GLSE. Additionally, the information of neighbor time-frequency points is also included as
input features. The logarithm and the squared logarithm of all frequency bands of the current
time frame are included as input features. The information about the previous time frames is
also included, considering two different alternatives:

1. The logarithm and the squared logarithm of the energy of the (D−1) previous time frames
of all frequency bands are directly included as input features.

2. An exponentially-weighted moving average (EWMA) of the logarithm and the squared
logarithm of the energy of the previous time frames is calculated for each frequency band.
The EWMA is a type of infinite impulse response filter that applies weighting factors
which decrease exponentially. In this work, the values are calculated according to

pm(k, l) = (1− 2−α) · pm(k, l − 1) + 2−α · x(k, l), α ∈ Z+, (4.20)

where pm(k, l) is the EWMA for the k-th frequency band in the l-th time frame, x(k, l)
here represents the input value (i.e. the logarithm or the squared logarithm of the energy),
and α is a smoothing factor that controls the degree of weighting decrease. A lower value
of α discounts older observations faster. The EWMA is calculated with (D − 1) different
values of α, then having (D − 1) different averages for each frequency band, which are all
included as input features. From the computational point of view, the use of exponential
values (2−α) as filter coefficients is equivalent to shift a value α bits in memory, which
reduces the computational cost associated to the computation of the EWMA.

In summary, each time-frequency point has a total of P = 2KD input features for its classi-
fication, considering two options, the use of instantaneous values of the previous time frames
(INST) or the use of EWMA values of the previous time frames (EWMA).

4.4.3 Optimization algorithm to increase the output PESQ score

The weights vMSE obtained by the GLSE are calculated to minimize the MSE between the
estimated mask and the Wiener soft mask. Nevertheless, the estimated Wiener soft mask is not
the one that maximizes the output PESQ score and it is only used as a first approximation. The
fact that the time-frequency mask that maximizes the PESQ score is unknown motivates the
use of a heuristic optimization method to approximate the unknown global solution. Stochastic
optimization (SO) methods are iterative optimization methods that generate and use random
changes in the parameters of the optimization process [Spall, 2005]. According to this approach,
and considering the weight vector vMSE as starting point, the proposed optimization method
consists in modifying iteratively the weight vector using a random factor, using the PESQ
score as fitness (cost) function. The vector is either scaled or shifted alternatively in each
iteration. The vector is scaled according to vi+1 = µ · vi, where i is the iteration counter. The
vector is shifted according to vi+1 = vi + µ · S, where S is a zero-mean unit-variance Gaussian
random vector with the same size of v, which represents the shift direction. The parameter µ
is a value that controls the modification (scale or shift) introduced into the weighting vector,
and its best value is searched iteration by iteration. Additionally, the output is smoothed by
using a log-sigmoid function, i.e., y = logsig(vTQ). The log-sigmoid function is defined as
logsig(x) ≡ 1

1+e−x .
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The steps of the proposed iterative optimization algorithm are the next:

1. The weights vMSE calculated with the GLSE by expression (4.18) are taken as initial
values.

2. A set of candidate µ values is generated. The algorithm scales the vector every third
iteration, shifting the vector the other two intermediate iterations:

� When the vector is scaled (i.e. vi+1 = µ · vi) the set of candidate scaling values is
generated according to µ = 10x/i, where x contains linearly equally spaced points
between -2 and 2. The use of logarithmic values allows exploring a wider range using
a lower number of points. Dividing the values of x by the iteration counter refines
the search.

� When the vector is shifted (i.e. vi+1 = vi + µ · S) the set of µ values is generated
considering logarithmically distributed values between -10 and 10. In this case, the
µ value varies the variance of the Gaussian matrix S, which controls the size of the
shift.

3. Evaluate the output PESQ with each of the µ candidate values of the generated set.
The output is obtained according to y = logsig((µv)TQ) in case of scaling and y =
logsig((v + µ · S)TQ) in case of shifting. The µ value that achieves higher PESQ score is
selected as the best candidate.

4. The weights are then updated (scaled or shifted) according to the best µ value.

5. Repeat steps 2 to 4 a total of 100 times.

The number of iterations and the number of candidate µ points have been found to obtain a
good tradeoff between design time and performance. The optimized weights obtained in this
step are labeled as vopt.

4.4.4 Feature selection algorithm

In the enhancement stage, the estimation of the time-frequency soft mask only involves the
operation logsig(vTQ) using the weights calculated in the training stage. The implementation
of the proposed estimator is relatively simple, its computational cost being directly related to
the number of features. Considering that the MAC operation is executed in a single instruction,
the number of instructions required by the estimator can be reduced to 2P , P being the number
of input features included in Q (i.e. P = 2KD). Assuming that the output of the time-
frequency analysis is |X(k, l)|2, and according to the standard assembler language used in this
type of DSPs, the number of instructions required for the computation of the input features is
14 + 4(D−1), as shown in figure 4.4. According to this, the number of instructions necessary to
process each frequency band is IPF = 4KD + 14 + 4(D − 1). Considering K = 32 and D = 5,
the IPF is 670, value that exceeds the reference value calculated in section 4.3.

The computational cost of the algorithm (i.e. the IPF) can be reduced by decreasing the
number of features used for the estimation of the mask. For this purpose, a feature selection
algorithm is proposed. Considering K=32 and D=5, the number of features available to estimate
the mask of each time-frequency point is P = 2KD = 320, which leads to a huge number of
possible combinations. Consequently, to perform an exhaustive search is not affordable, and a
feature selection algorithm based on evolutionary computation is proposed.
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Figure 4.4: Number of instructions associated to the computation of the proposed features. The
output of the time-frequency analysis block is the squared modulus (energy) of the STFT.

Evolutionary algorithms (EA) exhibit a great potential to solve certain problems that oth-
erwise would be intractable. This type of algorithms are inspired in natural evolution laws such
as selection, mutation and crossover, to iteratively search for the optimum solution from the
solutions obtained in previous iterations [Haupt and Haupt, 2004]. EA are commonly used in
engineering to solve optimization and search problems in a wide range of applications, for in-
stance, automatic speech/music discrimination [Ruiz-Reyes et al., 2010], antenna array design in
[Chabuk et al., 2012], mobile robot localization [Kwok et al., 2006], or feature selection for sound
classification in hearing aids [Alexandre et al., 2007]. The three main parts of an evolutionary
algorithm are the generation of the candidate solutions of the population, the evaluation of a
fitness function, and the evolution of the population [Alexandre et al., 2007]. The candidate
solutions are defined for each specific problem, and they are composed of a set of elements
that may be binary or continuos values. The fitness function is defined as the cost function
to optimize, and it also depends on the specific problem to solve. The evolution is based on
the crossover and mutation operators which characteristics can be also adapted to each specific
problem. The common steps of the evolutionary algorithms implemented in this thesis are listed
below.

1. Generation of an initial population of candidate solutions. The size of the population
NP is a crucial issue for the EA performance. On the one hand, a large population could
cause more genetic diversity (and thus, a higher search space) and consequently suffer from
slower convergence. On the other hand, with a very small population, only a reduced part
of the search space could be explored, thus increasing the risk of prematurely converging
to a local extreme. In each specific problem, the population size should be chosen as a
tradeoff between computational complexity and performance. The candidate solutions of
the initial population can be either generated at random or initialized with a determined
set of values, for instance, to accelerate the convergence of the algorithm.

2. In some cases, it is necessary to validate the new population in order to check if all can-
didate solution fulfill some constraints applied to the possible solutions. Those candidates
that do not fulfill the constraints are iteratively regenerated until they are valid.

3. Evaluation of the fitness (cost) function for each candidate in the population.

4. A selection process is performed, using the results of the evaluation of the fitness function
as ranking. It consists in selecting a subpopulation of NSP candidate individuals that
best fit the fitness function. These elite individuals are those that will survive to the next
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generation. In some cases, not all of the worst individuals in the current generation are
replaced, in other cases they are. The first replacement strategy, called the “steady state
approach”, prevents the algorithm from prematurely converging to a local minima.

5. Breed the new generation by recombining the parents by using a crossover operator. A
number of NP − NSP novel candidates for the next generation are generated by ran-
dom crossover of the previously selected NSP best candidates. The probability that the
crossover operator is applied to each individual is called crossover probability, PC < 1. The
crossover operator implemented in the EAs included in this thesis is an uniform crossover
(UX) operator with PC = 0.5. The offspring has approximately half of the elements from
the first parent and the other half from the second parent, and these elements are randomly
selected.

6. To mutate or randomly change the offspring. The main purpose of a mutation opera-
tor is to maintain diversity within the population and inhibit premature convergence to
local extreme. Not all the offspring elements are mutated: the probability that the mu-
tation operator is applied is called mutation probability, PM < 1, and its value is usually
found empirically. The mutation operator depends on the characteristics of each candidate
solution.

7. To iterate steps 2 − 6 until a maximum number of generations is reached or if the best
value of the fitness function remains unchanged for a given number of iterations.

The values of the parameters of the EA (population size, crossover rate, mutation probability,
mutation scheme, and number of generations) should be chosen in each specific problem to
obtain a good tradeoff between design time and performance.

The goal of the EA proposed in this section is the selection of determined number of features
(Nfeatures) among the whole set with the aim of obtaining the maximum output PESQ value,
trying to approximate the value obtained by the system when the classifier uses all features.
Each candidate solution of the EA contains the indexes of the selected input features. The ideal
feature selection algorithm would first compute the weights with the GLSE (vMSE) to estimate
the Wiener mask using the selected subset of features (i.e. the candidate solution), optimize
that weights to maximize the output PESQ value (vopt), and use that value as cost function to
select the best candidate solution. This process would have to be repeated for each candidate
solution and iteration. Unfortunately, the evaluation of the PESQ function is computationally
expensive. Using a powerful computer with a 2 x 2.96 GHz 6-core processor and 32 GB of RAM,
the evaluation of the PESQ function for the design set takes around 19 s. Assuming a population
of 100 candidate solutions and 1000 iterations, the time required by the EA is approximately
528 hours. This implementation is not affordable and an efficient alternative is proposed.

The proposed feature selection algorithm, rather than searching for the subset of features
that maximizes the output PESQ, it searches for the subset of features that best approx-
imates the time-frequency mask estimated in the case of using all the input features, i.e,
y = logsig(vopt

TQ). In this case, the weights vopt are taken as input values and they are
not recalculated for each candidate solution. Instead, only the weights corresponding to the
selected features of each candidate solution are considered, setting the remaining weights to
zero. The selected weight vector is labeled as vsel, and each candidate solution is a vector of
the same size of v containing values of one in the positions of the selected features and zero in
the remaining positions. The cost function considered by the feature selection algorithm is the
MSE between the mask estimated using all features, y = logsig(vToptQ), and the mask obtained
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using only the weights of the selected features, y = logsig(vTselQ). Hence, dropping the logsig
function, the cost function is MSE = vToptQ− vTselQ.

The complete steps of the feature selection algorithm are the next:

1. An initial population of 100 candidate solutions is generated. Each candidate solution
contains P random binary values (0 or 1).

2. The candidates of the population are validated to fulfill the constraint of total number of
features. If a candidate solution exceeds the maximum number of features (Nfeatures),
random positions are decreased by one (avoiding negative values). The process iterates
until the candidate solution fulfills the requirement.

3. The cost function is evaluated for each candidate solution of the population. It consists of
the computation of the MSE between the mask estimated using all features and the mask
obtained using the weights of the features selected by each candidate solution.

4. A selection process is applied, using the MSE of each solution as ranking. It consists in
selecting the best 10% of the solutions of the population, removing the remaining solutions.

5. The remaining 90% solutions of the new generation are then generated by uniform crossover
of the best candidates.

6. Mutations are applied to the candidate solutions of the new population that are repeated,
excluding the best solution. Mutations consist of changing the values of random positions
of the candidate solution.

7. The process is repeated from step 2 to 6 until 1000 generations are evaluated.

The features contained in the best solution obtained in the last iteration are considered to be the
optimized solution. The weights corresponding to that features are labeled as vsel. The values of
the parameters of the evolutionary algorithm (population size, crossover rate, mutation scheme
and number of generations) have been found to obtain a quite good tradeoff between design
time and performance for the experiments carried out.

Finally, the weights obtained in this step vsel are optimized again to increase the output
PESQ, using the algorithm described in the previous section. The optimized selected weights
are labeled as vselopt, and they are the output weights of the training stage.

4.5 Experimental work and results

4.5.1 Database setup

Speech and noise mixtures of different SNRs are generated, using the speech and noise signals
contained in the NOIZEUS database described in section 2.5.2.2. The procedure to generate the
mixtures is the next:

1. The 30 clean speech signals are normalized and linked together, one after the other, ob-
taining a speech segment of 80 seconds lenght.

2. The 30 noise signals of each type of noise are also normalized and linked together, one
after the other, obtaining 8 different segments of 80 seconds length, one for each noise.
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3. The clean and noise signals are split into two different parts, one for training and another
for testing. The training set consists of the 60% of the signals and the test set consists of
the 40% of the signals. Hence, the training speech and noise signals are 56 seconds length
and the test speech and noise signals are 24 seconds length.

4. The training and test clean speech segments are repeated 8 times, generating a signal of
448 seconds length in the case of training and 192 seconds length in the case of test.

5. The 8 different noise segments are linked together, for the training and test sets separately.

6. The clean and noise signals of both sets are normalized and mixed with the desired SNR.

Figure 4.5 shows graphically the database setup procedure.

4.5.2 Experiments and results

The training stage has been executed 6 times, varying the maximum number of features selected
for all frequency bands (Nfeatures) in the feature selection algorithm, among the values 1024,
512, 256, 128, 64 and 32. These values correspond with an average of 32, 16, 8, 4, 2 and 1
features selected for each frequency band. The best value of D, which represents the previous
time frames in the case of instantaneous features and the number different averages in the case
of EWMA features, has been obtained experimentally, finding that D = 5 represents a good
tradeoff between speech improvement and computational cost. The α values used to calculated
the EWMA are -8, -4, -2, -1 and 0. With this value of D, the IPF values associated are 94, 62,
46, 38, 34 and 32, for each value of Nfeatures, respectively. These IPF values represent only a
reduced part of the total computational resources available for signal processing, specifically, a
15%, 9.9%, 7.4%, 6.1%, 5.4% and 5.1%, respectively.

Figure 4.6 represents the averaged PESQ values obtained by the proposed algorithm, as a
function of the number of features (Nfeatures), using instantaneous features with D = 5 (blue
color) and using EWMA features with D = 5 (red color). The solid line represents the values
obtained in the training set and the dashed line represents the values obtained in the test set.
The SNR is -5 dB in (a), 0 dB in (b), and 5 dB in (c). Comparing the PESQ values obtained
in the design set, the EWMA option shows higher PESQ values for any SNR and number of
features. The PESQ values decrease as the number of features decreases, as it is expected.
Considering the values obtained in the test set, the EWMA option obtains higher PESQ values
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Figure 4.5: Database setup procedure.
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Figure 4.6: Averaged PESQ values obtained by the proposed algorithm, as a function of the
number of features (Nfeatures), using instantaneous features with D = 5 (blue color) and using
EWMA features with D = 5 (red color). The solid line represents the values obtained in the training
set and the dashed line represents the values obtained in the test set. The SNR is -5 dB in (a), 0 dB
in (b), and 5 dB in (c).
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Figure 4.7: PESQ values averaged over the test set, with the different number of features (Nfea-
tures), in the case of EWMA features and D = 5, using the proposed feature selection algorithm
(solid line) and the T-shaped footprint (dashed line). The different colors represent different SNRs.

in the cases of 0 and 5 dB of SNR for any number of features, except for the lowest value
(Nfeatures=32), in which case the INST option slightly improves the PESQ values obtained by
the EWMA option. In the case of a SNR of -5 dB, the INST option outperforms the EWMA
option for any number of features, except in the case of 1024, where the values obtained by the
two options are practically the same. A noticeable observation deduced from these results is
the fact that the PESQ values obtained in the test set do not always decrease with the number
of features. In the case of EWMA, the PESQ score obtained when all features are used for
classification is lower than the one obtained when only 1024 features are selected and, in the
cases of 0 and 5 dB of SNR, it is even lower than the values obtained when only 512 and 256
features are selected. This fact suggests that the generalization of the trained estimator is worse
when a excessively high number of features is considered.

In order to assess the validity of the feature selection algorithm, the results are compared
to the case of selecting a constant T-shaped pattern of input features. For each time-frequency
point, the T-shaped footprint selects the PT upper adjacent frequencies, PT lower adjacent
frequencies, and the PT previous time frames, which corresponds with a total number of selected
features of P = 3PT + 1. Figure 4.7 contains the PESQ values averaged over the test set with
the different number of features (Nfeatures), in the case of EWMA features and D = 5, using
the proposed feature selection algorithm (solid line) and the T-shaped footprint (dashed line).
The different colors represent different SNRs. From this plot it is deduced that the proposed
feature selection algorithm outperforms the feature selection based on a T-shaped footprint, and
the difference between both solutions increases when the number of features decreases. Hence,
the PESQ values obtained by both methods in the case of selecting 1024 features is the same for
all SNRs, but in the case of selecting only 32 features, the difference between the PESQ values
obtained by both methods is approximately a 10%.

With the goal of providing more meaning to the results of the experiments obtained in this
chapter, which are represented in terms of PESQ scores, a relationship between PESQ and SNR
is established, calculating the PESQ scores associated to the current database generated with
different SNR values. The mixtures are generated in the same way that the one described in
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Figure 4.8: Relationship between the PESQ score and the input SNR.

figure 4.1, with SNR values that go from -10 to 10 in steps of 1. The PESQ is calculated compar-
ing the mixture signal with the original clean speech signal. Figure 4.8 shows the relationship
between the PESQ score and the input SNR. From this graph it is deduced that an improvement
of 0.2 in the PESQ score corresponds with an increment of approximately 5 dB in the SNR.

Finally, table 4.1 contains the PESQ values corresponding to the unprocessed mixture (UN)
and the obtained by the proposed algorithm in the test set using different number of features
(Nfeatures), with the best option (EWMA or INST). The increment in the PESQ scores obtained
by the proposed algorithm is clearly demonstrated for all input SNRs, even in the case of using
only 32 features. The results show an average increment in the PESQ value of 17% in the case
of selecting all features, 19% in the case of selecting 1024 and 256 features, and 12% in the case
of selecting only 32 features, with respect to the values obtained in the unprocessed signal. In
the case of using 256 features, the absolute increment in the PESQ score is 0.31 on average,
which corresponds to an increment in the SNR of approximately 6 dB. And, in the case of using
the lowest number of features, i.e. 32, the absolute increment in the PESQ score is still 0.19 on
average, which corresponds to an increment in the SNR of approximately 4.5 dB.

4.6 Discussion

This chapter deals with the problem of single-channel speech enhancement for monaural hearing
aids, using a time-frequency masking approach. The proposed algorithm has been designed to
work in low SNRs and bearing in mind the reduced computational resources available in hearing
aids. The three time-frequency masks proposed in this work outperforms the results obtained
by the CASA IBM, in terms PESQ score, which has been demonstrated to correlate with speech

Table 4.1: PESQ values corresponding to the unprocessed mixture (UN) and the obtained by the
proposed algorithm in the test set using different number of features (Nfeatures), with the best
option (EWMA or INST).

SNR UN Nfeatures
All 1024 256 32

- 5 dB 1.35 1.59 1.62 1.61 1.55
0 dB 1.61 1.90 1.92 1.92 1.82
5 dB 1.92 2.23 2.26 2.27 2.14
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intelligibility. The benefits associated to the use of soft masks instead of binary masks for single
channel noise reduction are clearly demonstrated. The speech enhancement algorithm has been
designed to maximize the output PESQ score, estimating the proposed Wiener soft mask with a
low-cost linear estimator and re-optimizing its weights to increase the PESQ score. In order to
reduce the computational cost, a feature selection algorithm has been proposed. According to
the results obtained with the experiments carried out in this work, the proposed system clearly
improves the output speech quality, even for a low SNR of -5 dB. An average improvement of
0.31 in the output PESQ score is obtained using only 7.4 % of the computational resources
available for signal processing, which is equivalent to an increment of 6 dB in the SNR. The
computational cost can be further reduced to only a 5.1% obtaining an average improvement of
0.19 in the output PESQ score, which is still a good value equivalent to 4.5 dB. Regarding the
two alternatives to incorporate the information of the previous time frames, the EWMA option
is recommended for normal and low SNRs (down to 0 dB) but the INST option is more suitable
for extremely low SNRs (-5 dB).

In summary, the speech enhancement system presented in this chapter represents a real fea-
sible solution to be implemented in monaural hearing aids, obtaining good noise reduction levels
even for low SNRs, and consuming a minimum part of the computational resources available for
signal processing.

4.7 Summary of contributions

The main contributions included in this chapter are listed below.

� Three different time-frequency masks have been proposed and compared to the CASA
IBM for single-channel noise reduction. One of them is also a binary mask and the other
two are soft masks. The experiments carried out have demonstrated that the use of soft
masks instead of binary masks is beneficial for single-channel speech enhancement.

� It has been proved that the performance of the time-frequency masks depends on the
frequency resolution of the STFT used to compute the time-frequency representation of
the signals.

� A study of the computational resources available for signal processing in state-of-the-art
commercial hearing aids has been carried out. The result of this study has been used to
limit the computational cost of the proposed algorithm.

� A generalization of the least squares estimator, the GLSE, is introduced. The estimator
is adapted to use any transformation of the input features.

� A novel set of features to estimate the mask associated to each time-frequency point has
been proposed. The main novelty resides in the fact that the information of neighbor time-
frequency points is included as input features. Additionally, two different alternatives to
introduce the information regarding to the previous time frames have been proposed: the
use of instantaneous values and the use of different EWMA.

� A low-cost algorithm for single-channel speech enhancement in monaural hearing aids has
been proposed. The algorithm aims at maximizing the output PESQ score with a tailored
optimization algorithm that uses a previous estimation of the proposed Wiener soft mask,
which is estimated with the GLSE. In order to reduce the computational cost, a feature
selection algorithm based on evolutionary computation has been also proposed. The results
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obtained with the algorithm have shown good intelligibility increase using a small part of
the available computational resources.

� A relationship between the PESQ score and the SNR has been obtained, using the NOIZEUS
database.

The contributions of this chapter have originated the publication [Ayllón et al., 2013b].



Chapter 5

Design of speech enhancement
algorithms for binaural hearing aids

5.1 Introduction

Many hearing-impaired people, basically the elderly, have bilateral hearing loss and they are
forced to wear two devices. When hearing aids are worn at both ears, these devices usually
operate independently. However, there is a new trend of binaural hearing aids that connects both
devices in order to exchange information between them. Binaural hearing provides considerable
benefits over using a single ear, incrementing the ability of localizing sounds and consequently
improving the speech intelligibility. Binaural listening takes advantage of the use of the so-called
spatial cues. The interaural time differences (ITDs) and interaural level differences (ILDs) are
two of the most important spatial cues for the estimation of the source azimuth angle, that is
the location of the interesting sound source in the horizontal plane, which is the main priority
for hearing aid users. ITD basically refers to the difference in arrival time of a sound between
two ears. For instance, if the sound source is nearer to the right ear than to the left one, then
the signal entering the right ear will arrive sooner than the one entering the left ear. Similarly,
ILD is related to the different attenuation that the signals at both ears suffer from, depending
on the location of the sound source. Binaural hearing aids obviously require a communication
link between both hearing devices. The simplest solution would be to connect them by using a
wire. However, most users do not like this approach because of the non-aesthetic aspect of the
wire linking both hearing aids from one ear to the other. This enforces to use a wireless link
between both devices, what unavoidably increases the power consumption and, consequently,
reduces the battery life, one of the most important limiting factors for implementing signal
processing algorithms on digital hearing aids. Quantizing the parameters to be transmitted
will cut down the number of bits used to represent such parameters to be transmitted (which
are related in some sense to the power consumption), but at the expense of degrading the
ability of the system to enhance the desired speech. This fact opens a new problem: how to
reduce the bit rate transmitted between both devices without decreasing the performance of the
speech enhancement algorithm. In this respect, data coding can be applied to the signals before
transmission in order to reduce the data rate, which includes a number of additional design
tradeoffs such as the transmission latency that can be tolerated, and the acceptable decrease in
battery life in the hearing aid.

The goal in this chapter is the design of low-cost speech enhancement algorithms that in-
crease the energy efficiency of the wireless-communicated binaural hearing aids, improving the

93
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performance in comparison to monaural systems. In this context, there are two problems to
solve. The first problem is the design of low-cost speech enhancement algorithms for binaural
hearing aids, which are designed combining time-frequency masking and supervised machine
learning techniques. The second problem is to increase the energy efficiency of the wireless-
communicated binaural hearing aids for speech enhancement. The proposed approach is based
on quantizing some of the parameters to be transmitted (and avoiding the transmission of others
found to be unnecessary), the number of quantization bits being computed by means of evo-
lutionary computation techniques aiming at finding a balance between low bit rate and good
speech enhancement.

5.2 Designing speech-centered separation systems with quan-
tized transmission for speech enhancement in binaural hear-
ing aids

The assumed acoustic scenario and the binaural speech enhancement system proposed in this
chapter are represented in figure 5.1. In this scenario, the hearing aid user who wears two
hearing aids wants to understand the speech produced by an interlocutor. Assuming that the
user is looking at the desired interlocutor, the sound arriving at both devices is a mixture of the
desired source coming from the straight ahead direction (the green circle) and a combination
of undesired sound sources coming from other directions (the gray cloud). The origin of the
undesired sources may vary: different speakers, babble, music, traffic noise, TV, etc. Hence, the
signals entering the left and the right hearing aids, xL(k, l) and xR(k, l), can be expressed as

xL(t) = sL(t) + nL(t)
xR(t) = sR(t) + nR(t),

(5.1)

where sL(t) and sR(t) are the signals coming from the target source that arrive at the left
and right hearing aids respectively, and nL(t) and nR(t) represent the combination of undesired
sources (noises coming from other directions) entering the left and right hearing aids respectively.
The filterbank of each device computes the STFT of each frame, obtaining XL(k, l) and XR(k, l)
for the left and right ear, respectively. The amplitude (in dB) of the STFT is represented by
AL(k, l) and AR(k, l) for the left and right hearing aids respectively, and it is calculated according
to

AL(k, l) = 20 log10 |XL(k, l)|
AR(k, l) = 20 log10 |XR(k, l)|. (5.2)

The use of the logarithmic transformation of the squared amplitude provides more meaningful
information from the human hearing point of view. The phase of the STFT is represented by
φL(k, l) and φR(k, l) for the left and right hearing aids respectively.

The speech enhancement algorithms proposed in this chapter are based on the computation
of an optimized binary mask using the information of the two binaural mixtures. It has already
been discussed that the computation of the binary mask can be performed attending to different
criteria, basically divided in two: the maximization of metrics correlated with intelligibility, or
the estimation of the IBM defined in CASA, which has been proved to correlate with intelligi-
bility [Brungart et al., 2006; Li and Loizou, 2008; Loizou and Kim, 2011]. In order to preserve
the binaural cues, the mask must be the same for the left and the right devices. The mask
is only calculated in one of the devices and transmitted to the other one, thus reducing the
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Figure 5.1: Binaural speech enhancement system overview.

computational load in one of the devices. In the schema shown in figure 5.1, the right device
transmits the amplitude and phase of the STFT of its received signal, AR(k, l) and φR(k, l), to
the left device, which calculates de binary mask M(k, l) and transmits it to the right device.
Once both devices have the same mask, they apply it to the STFT of their received signals
and compute the ISTFT to obtain a clean version of the original target source, which is di-
rectly played in the loudspeakers of the hearing devices. The number of bits transmitted can
be reduced by transmitting a quantized low bit version of AR(k, l) and φR(k, l), instead of their
values themselves. The transmitted quantized version of AR(k, l) and φR(k, l) are labeled as
ABAkR (k, l) and φBPkR (k, l), where BAk and BPk are the number of bits used to quantize the k-th
frequency band of the amplitude and phase values, respectively, and Bk = BAk + BPk is the
total number of bits. The quantized values from the right device and those directly computed
by the left device, AL(k, l) and φL(k, l), are used by the left device to calculate the binary mask
M(k, l). Due to the fact that the binary mask, which is transmitted from the left to the right
device, only contains values of 0 and 1, it is coded with only 1 bit, hence K bits are transmitted
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for each frame. The key point of the system proposed in this chapter is that the values AR(k, l)
and φR(k, l) of each frequency band are quantized with a different number of bits BAk and BPk,
limiting the total number of bits transmitted for each frame. The assignation of the number of
bits to the different frequency bands is carried out by optimizing the performance of the speech
enhancement system, avoiding to transmit unnecessary information.

The proposed transmission schema only makes sense when the latency of the system allows
a delay higher than the transmission time plus the processing time. The system can also be
implemented symmetrically, for instance, transmitting the information of half of the frequency
bands from the left to the right device and the other half from the right to the left device.
In this case, each device would calculate half of the mask and it would transmit it to the
other device. For the sake of simplicity, the schema in figure 5.1 is adopted in this work,
considering that the proposed algorithms are also valid for the symmetric schema. Finally, it
is worth clarifying that the data transmission is not continuous: first, the amplitude and phase
information is transmitted from the right to the left device, and after the processing time, the
mask is transmitted from the left to the right device. This fact allows transmitting at the
maximum bit rate available in the device (around 300 kbps in commercial devices) but only
during a small part of the processing time of each frame.

The algorithms proposed in this chapter are divided into two approaches, in both cases con-
sidering the limited computational resources of the hearing aids. The first approach is inspired
in the DUET algorithm and it is based on the computation of a time-frequency binary mask
that maximizes the WDO factor obtained for the separation of the desired source. It has been
previously described how the WDO factor is correlated with the intelligibility of the sources
separated via binary masking (see section 2.5.1.3). The estimation of each time-frequency point
of the binary mask is performed using the quantized version of the ILD and ITD of the current
time-frequency point. The use of the information of a single point allows maximizing the WDO
factor independently for each frequency band. Once the separation system is designed for each
frequency band, the bit rate is constrained and the number of bits transmitted for each frequency
band are optimized. The second approach is based on the estimation of a time-frequency mask
using the information of neighbor time-frequency points. This fact forces to design the binary
mask for all frequencies at once. Due to computational reasons, the procedure followed in this
second approach differs from the previous one. The IBM defined in CASA is estimated with
a low-cost linear classifier that uses an extended set of features considering the information of
neighbor time-frequency points. The optimization is performed in terms of MSE and a weighted
version of the MSE. The proposed procedure allows calculating the mask for all frequencies at
once at the same time than optimizing the transmission schema.

Finally, it is worth mentioning that all the design methods described in this chapter are
carried out offline on a computer. Only when the design has been completed, the optimum
solution is then implemented on the digital hearing aid.

5.3 Case 1: Designing a binaural speech separation system using
the information of a single time-frequency point

In this first approach, the source separation algorithm is designed to maximize the WDO factor,
and, as it will be shown in the following, the optimization can be performed independently for
each frequency band. The binary mask is estimated using a quadratic discriminant that uses
the ILD and ITD values of the current time-frequency point, which are labeled as L(k, l) =
AL(k, l)−AR(k, l) and P (k, l) = φL(k, l)−φR(k, l), to decide whether that point belongs either
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to the speech source or to any noise source. The weights of the quadratic discriminant are
computed by a tailored evolutionary algorithm. Once the separation algorithm is designed, a
second EA optimizes the bit distribution among frequency bands. The method is described
next.

5.3.1 WDO quality factor: measuring the disjointness in a two-channel prob-
lem

The WDO factor described in section 2.4.1 is a good indicator of the quality of the separation
achieved by a time-frequency binary mask for approximate W-DO sources, and for each source
in the mixture, it is given by expression (2.17). In the problem addressed in this chapter, two
different sources are considered, the target speech and the undesired noise which comprises all
the interfering sound sources the user is not interested in. The speech is binaurally separated
by

ŜL(k, l) = M(k, l)XL(k, l)
ŜR(k, l) = M(k, l)XR(k, l),

(5.3)

and the noise can be separated by

N̂L(k, l) = (1−M(k, l))XL(k, l)
N̂R(k, l) = (1−M(k, l))XR(k, l).

(5.4)

Let us define ps(k, l) = SL(k, l)2 + SR(k, l)2 and pn(k, l) = NL(k, l)2 + NR(k, l)2. According
to expression (2.17), the WDO factor associated to the separation of the speech source can be
expressed as

WDO =

∑
(k,l)

M(k, l)(ps(k, l)− pn(k, l))

∑
(k,l)

ps(k, l)
. (5.5)

This expression can be rewritten as

WDO =
∑

(k,l)

M(k, l)K(k, l) (5.6)

where K(k, l) = (ps(k, l) − pn(k, l))/PS and PS =
∑
(k,l)

ps(k, l) is a constant values for a given

mixture.
The WDO quality factor deduced in expression (5.6) is very intuitive and plays an important

conceptual role in this work, due to the fact the the algorithm described in the next section aims
to maximize its value. The following key conclusions are derived from expression (5.6):

1. The value of WDO in (5.6) for a given mixture can be evaluated using the IBM, that is,
M(k, l) = 1 when the term K(k, l) is positive (ps(k, l) > pn(k, l)), and 0 in other case.
This value provides a valuable mathematical insight since it is not possible for any feasible,
implementable quantized-based WDO approach to be higher than this limiting WDO. This
value is known as WDO 0-dB in the literature [Yilmaz and Rickard, 2004].

2. The proposed separation system can be designed and implemented in an independent
way for each frequency band, then the problem of maximizing its corresponding WDO
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function can be easily decomposed in so many problems as frequency bands, making easier
the optimization of the separation system.

3. For practical implementation, the elements taking part in the WDO function can be quan-
tized, and, by properly selecting the number of bits in this quantization, reducing the bit
rate. Depending on the method to compute the proper number of quantization bits it will
be possible to reach different implementable realizations.

The details of the algorithms to design an energy efficient wireless-communicated binaural
hearing aid separation system that maximizes the WDO are described in the next sections.

5.3.2 Quadratic discriminant based separation system with constrained trans-
mission bit rate

The proposed acoustic scenario assumes that the target speech source is located in the front
direction and the undesired noise sources can be placed on any other different location. As
explained and represented in figure 5.1, this is a realistic hypothesis since the hearing-impaired
person wearing the two hearing aids will be looking at his/her interlocutor in the aim of en-
hancing speech understanding. This is the reason why those STFT components XL(k, l) and
XR(k, l) that are mostly influenced by the speech source will lead to values of L(k, l) and P (k, l)
close to zero, while those components basically caused by the other sounds coming from the
other directions will lead to L(k, l) and P (k, l) values far from zero. With this scenario in mind,
it is proposed here to implement a separation system that can be seen as a non-linear spatial
filter of the input signals. Taking into account that the optimization of the WDO function
can be done independently for each of such frequency bands, and that the values of the L(k, l)
and P (k, l) will have different behaviors for each band, the optimization problem can be solved
independently for each band.

Bearing in mind that the optimal boundary will have the shape of a closed space centered in
zero, using the measurements L(k, l) and P (k, l), the objective is to determine whether a given
sample of the STFT belongs to either the speech source or to the other noise sources. For this
purpose, the next quadratic discriminant is proposed

y(k, l) = vk0 + vk1L(k, l) + vk2L(k, l)2 + vk3P (k, l) + vk4P (k, l)2, (5.7)

where y(k, l) is the output of the discriminant, L(k, l), L(k, l)2, P (k, l) and P (k, l)2 label its
inputs, and vk = [vk0, vk1, vk2, vk3, vk4] are the frequency-dependent coefficients whose value has
to be computed. If y(k, l) > 0 then M(k, l) = 1, and the corresponding STFT samples XL(k, l)
and XR(k, l) are mostly influenced by the speech source; if this is not the case, then M(k, l) = 0,
and the corresponding STFT samples are assumed to be mostly affected by the noise source so
that they should be attenuated (in the effort of speech enhancement).

The computational cost associated to the current classifier is very low, since it only needs
to perform 5 MAC operations. Considering that the selected data is consecutively stored in
memory, and the processor performs the MAC operation in a single instruction, the number of
instructions necessary to process each frequency band is approximately IPF= 5, excluding the
computation of the input features.

5.3.2.1 Computation of the quadratic discriminant coefficients

Designing the quadratic discriminant separation system demands to compute the adequate val-
ues for vk so that the system properly discriminates both sources. In this work, a tailored
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evolutionary algorithm is proposed for this purpose. In the problem at hand, for each frequency
band and each proposed combination of BAk and BPk (the number of quantization bits for
amplitude and phase values, respectively), a single EA is used to compute those values of the
coefficients vk that maximize the quality function WDO (the objective function here) obtained
in the separation process. Any candidate solution is thus a coefficient vector with the structure
Cq = [vq0, vq1, vq2, vq3, vq4]. The goal of the EA is to find the best candidate that maximizes
the WDO fitness function in expression (5.6), computed with the corresponding magnitudes
quantized with BAk bits for the level difference and BAk bits for the phase difference. The steps
of the EA, which is run for each proposed combination of BAk and BPk, are listed below.

1. For each frequency band and each combination of BAk and BPk, it generates an initial pop-
ulation with candidate solutions. The elements of the candidate solution are the weights
vk of the quadratic discriminant. After a number of experiments, the initial population
size has been chosen as a tradeoff between computational complexity and performance.
This size of the population has been found to be 200, and their individuals are generated
at random.

2. After evaluating the fitness function for each candidate in the population, it selects a
subpopulation of 20 candidate individuals (the 10% of the population) that best fit the
WDO fitness function. These elite candidates are those that will survive to the next
generation.

3. To recombine the parents by using the uniform crossover operator. Thus, a number of
180 novel candidates for the next generation are generated by random crossover with the
previously selected 20 best candidates.

4. To mutate or randomly change the offspring, excluding the previous best candidate. Em-
pirically, it has been observed that a mutation probability value of PM = 0.01 gives good
results. The mutation operator consists in adding a Gaussian value with variance 0.01 to
the five weights of the mutated candidates.

5. To iterate steps 2-4 until a maximum number of generations (200) is reached or if the
highest WDO value remains unchanged for a given number of iterations (20). These
values have been found to be large enough to allow the algorithm to properly converge in
the experiments.

Note that the best solution that maximizes the WDO fitness function over the design set is
ulteriorly selected as the final solution for such frequency band and combination of BAk and
BPk. The complete process, from step 1 to step 5, is iterated until all the frequency bands and
combinations of proposed values of BAk and BPk are investigated.

Once the EA has been independently executed for all the combinations of BAk and BPk,
the best combination of both values for each frequency band is obtained. Since the number of
possible combinations for each frequency band is not excessive, and the computation time is low
(the cost function is the WDO and it has already been computed), an exhaustive search has
been carried out. The best combination is searched for different values of the total number of
bits per frequency (Bk = BAk + BPk). This second step is performed due to the fact that the
maximization of the WDO can be done independently for each frequency band.

This two-steps algorithm is labeled as Evolutionary1.
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5.3.2.2 Optimization of the bit distribution

In the algorithm proposed in the previous section, the problem of designing a speech separation
system has been addressed separately for each frequency band and for each combination of
number of bits. Now the approach is refined a little more in the sense that a more advanced
version that aims at optimizing the bit distribution Bk among frequency bands is implemented.
Obviously, the only design restriction remains still the total number of quantization bits, or
equivalently, the required transmission rate that the algorithm tries to minimize to make the
separation system more energy efficient.

To put into practice this global design, two evolutionary algorithms working in cascade
are designed. For the sake of clarity when discussing the results achieved with the different
approaches explored in this work, the complete double-EA-based method, has been named
Evolutionary2. It basically operates in this way:

� The first EA (Evolutionary1) aims at designing the shape of the separation boundaries
(or equivalently, the separation system itself): it computes those values for the coefficients
vk that optimize the WDO. It operates as the one described in the previous section.

� The second EA in the cascade is other EA that, by constraining the design to a small
global number of bits per sample (for energy efficiency purposes), provides how many of
these total number of bits per sample must be used for each frequency band (Bk), without
degrading (and even enhancing) the potential of the system to properly separate speech.

This latter EA, not yet described, operates as listed:

1. It generates an initial population with a size of 2000 random candidate solutions. Each
candidate solution contains K random integer values, which possible values are the values
of Bk used in Evolutionary1.

2. After evaluating the performance of each candidate in the population (i.e. evaluate the
WDO factor), it selects the best subpopulation of 200 (10%) solutions. These elite candi-
dates are those that will survive to the next generation, the remaining being thus removed.

3. To recombine the parents by using the uniform crossover operator. A number of 1800 novel
candidates for the next generation are generated by random crossover with the previously
selected 200 best candidates.

4. To mutate or randomly change the offspring, excluding the previous best candidate, with a
mutation probability of PM = 0.01. The mutation operator consists in adding a Gaussian
value with unit variance, rounded towards nearest integer, to all the chromosomes of the
mutated candidates.

5. The process iterates steps 2-4 until a maximum number of generations (500) is reached or
if the highest WDO value remains unchanged for a given number of iterations (50). These
values have been found to be large enough to allow the algorithm to properly converge in
our experiments.

In this case the population is greater than in the first EA, since the number of parameters to
be optimized is considerably greater. Furthermore, in those cases in which a large number of
frequency bands is used (therefore more parameters must be optimized), a greater population
should be more suitable.
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5.3.3 Experimental work and results

5.3.3.1 Description of the experiments

The suitable database design plays a vital role in any kind of problem based on supervised
machine learning. In order to validate the algorithms proposed in this chapter, a database
of binaural speech and noise mixtures has been generated to design and test the algorithms.
The speech sources have been selected from the TIMIT database, which contains a total of 626
speech male/female recordings with a duration of 4 seconds. Another 626 noise sources have been
selected from an extensive database which contains both stationary and non-stationary noise.
Stationary noise refers to homogeneous noisy environments, for instance, the aircraft cabin
noise. Non-stationary noise to other non-homogeneous noises, for example, children shouting
in a kindergarten. The noise database contains a variety of noise sources, including those from
the following diverse environments: aircraft, bus, cafe, car, kindergarten, living room, nature,
school, shops, sports, traffic, train, train station, etc. All the speech and noise signals have been
initially normalized with power level of 0 dB.

A number of 1000 binaural mixtures are generated using the HRIR functions included in
the CIPIC database. The mixtures are generated with the following setup: a speech source is
placed in the front position (i.e. 0◦ in azimuth, 0◦ in elevation), and a different noise source
is placed at each side of the head (there are two noise sources). The speech and noise sources
are randomly selected from the TIMIT and noise databases respectively, and the positions of
the noise sources are randomly selected among the positions defined in the CIPIC database,
avoiding the front direction. The HRIR used in each mixture is also randomly selected among
the HRIR functions of the different subjects contained in the CIPIC database. The database
is generated with SNRs of 0, 3, and 5 dB, considering that the noise power is the addition of
the power of both noise sources. Considering that s(t) is the target speech signal and n1(t) and
n2(t) are the two noise sources respectively, the binaural mixture is given by

xL(t) = sL(t) + n1L(t) + n2L(t)
xR(t) = sR(t) + n1R(t) + n2R(t),

(5.8)

where the signals at the left and right ear (i.e. sL/R(t), n1L/R(t) and n2L/R(t)) are obtained
by filtering the original sources with the corresponding HRIR function. For properly designing
and testing the speech separation system, the database is split into two different subsets, one
for design and another for test. The design set contains the 70% of the 626 signals, and the
test set the remaining 30%. It is very important to emphasize that the test sounds are not
used in the design process. The sampling rate is 16 kHz and the signals are transformed into
in the time-frequency domain with a STFT that uses a 128-points Hamming window with 50%
of overlap, which corresponds with K = 64 frequency bands (DC component is not processed).
The target IBM is calculated according to

T (k, l) :=
{

1, |SL(k, l)|2 + |SR(k, l)|2 > |N1L(k, l) +N2L(k, l)|2 + |N1R(k, l) +N2R(k, l)|2
0, otherwise

.

(5.9)
Once the set up of the experimental work has been summarized, the sequence of experiments

is the next:

1. As stated in expression (5.6), the separation problem can be analyzed independently for
each frequency. So, in this group of experiments, the separation solutions for each fre-
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quency band are implemented and evaluated. With this aim, the algorithm Evolutionary1

is executed varying the values of the quantization bits BAk and BPk from 1 to 8.

2. The second batch of experiments focuses on combining those separation systems designed
in the first set of experiments, and aims at implementing the best complete separation
system with a constrained maximum bit rate (or, equivalently, bits/sample), in the effort of
elucidating how many of the global number of bits per sample should be used for quantizing
the information of each frequency band. With this purpose, the Evolutionary2 algorithm
is executed, varying the transmission bit rate from 2 to 512 kbps. The transmission of 512
kbps is equivalent to quantify the amplitude and phase values with 8 bits (i.e. a total of
16 bits per frequency band).

5.3.3.2 Discussion of the results

Figure 5.2 represents the WDO values averaged over the test set in the database as a function of
the number of bits transmitted from the left to the right device. The blue line corresponds with
the WDO values obtained by the Evolutionary1 algorithm and the red line the WDO values
obtained by the Evolutionary2 algorithm. The plot in (a) corresponds with a SNR of 0 dB, the
plot in (b) with a SNR of 3 dB, and the plot in (c) with a SNR of 5 dB. The results obtained
by the separation algorithm (Evolutionary1) are good in terms of WDO, and, what is more
interesting, its performance does not degrade excessively when the number of quantization bits
decreases (i.e. the bit rate). For instance, in the case of SNR=0 dB (worst case), the system
achieves an average WDO value of 0.67 transmitting at 128 kbps, and the value is only reduced
to 0.60 (a 10 %) when the number of transmitted bits decreases to 32 kbps. Nevertheless, the
improvement introduced by the Evolutionary2 algorithm is amply noticeable for any SNR, but
is even more noticeable in the case of SNR=0 dB, which is the most difficult case. In this case,
for instance, the WDO value of 0.67 obtained by the Evolutionary1 algorithm transmitting at
128 kbps is increased to 0.80 by the Evolutionary2 algorithm transmitting at the same bit rate.
And, what is even more important, the second algorithm allows for the design of a separation
system that works at low bit rates, what makes it more energy efficient. The WDO values
achieved with the maximum transmission bit rate (512 kbps) are still practically matched when
the bit rate decreases down to 64 kbps. For lower bit rates, the WDO values start to decrease,
but good separation results are obtained even only transmitting 2 kbps. The WDO values
achieved when transmitting 512 kbps are decreased by 7% in the case of transmitting 16 kbps,
and 18% in the case of transmitting 2 kbps, on average for the different SNRs.

5.4 Case 2: Designing a binaural speech separation system using
the information of neighbor time-frequency points

The second approach proposed in this chapter uses a generalized version of the least squares
linear discriminant analysis (LS-LDA)[Ye, 2007] which is trained to estimate the IBM defined
in (2.18), using a novel set of features extracted from the current and neighbor time-frequency
points of the signals received at both devices. The IBM is not necessarily the same for the left
and the right devices. However, in order to preserve the binaural cues, it is assumed that the
same mask is applied in the right and the left devices, and the IBM is calculated using the
energy of the signals of both devices. In a first step, the classifier is designed assuming that all
information has been exchanged between both devices (i.e. it uses the non-quantized version
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Figure 5.2: WDO values averaged over the test set as a function of the number of bits transmitted
from the right to the left device. The blue line corresponds with the WDO values obtained by the
Evolutionary1 algorithm and the red line the WDO values obtained by the Evolutionary2 algorithm.
The plot in (a) corresponds with a SNR of 0 dB, the plot in (b) with a SNR of 3 dB, and the plot
in (c) with a SNR of 5 dB.
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of AR(k, l) and φR(k, l)), comparing different sets of proposed features. Unlike the previous
approach, not only the ILD and the ITD are considered as input features, but also another
different combinations of features are evaluated. The main novelty resides in the fact that the
classifier considers not only the information of STFT of the current time-frequency point, but
also the information related to the neighbor time-frequency points. This fact does allow to
design the system independently for each frequency band, and the optimization is performed for
all frequencies at once. Once the best set of features has been selected, a tailored evolutionary
algorithm is designed to optimize the amount of information exchanged between both devices
maximizing the performance of the speech enhancement algorithm at the same time.

5.4.1 Estimation of the IBM with a least squares generalized discriminant
analysis (LS-GDA)

The computational cost associated to the estimation of the IBM must be relatively low, according
to the low computational power available in hearing aids. In this approach, a low-cost classifier
is proposed to decide whether a time-frequency point belongs to speech or noise, thus generating
the time-frequency binary mask. The classifier uses a set of features extracted from the STFT
of the left and right mixtures (each feature is a combination of the values AL(k, l), φL(k, l),
ABAkR (k, l) and φBPkR (k, l)).

The linear discriminant analysis (LDA) [Fisher, 1936] is a supervised pattern recognition
method that uses a linear combination of a set of input features in order to tackle a classification
problem, establishing linear decision boundaries between two or more classes. Let us consider
the pattern vector xi (i.e. the observations) containing P input features, xi = [x1, x2, . . . , xP ]T ,
which are extracted from the mixture signal in the problem at hand. Each pattern xi can be
assigned to one of the two possible classes defined in this work, speech or noise. The pattern
matrix P of size PxL is defined as a matrix that contains the patterns xi of a set of L data
samples, P = [x1, ...,xL], and the matrix Q is defined as

Q =
[
1
P

]
, (5.10)

where 1 is a row vector of length L. The output of the LDA is obtained as a linear combination
of the input features, according to

y = vTQ, (5.11)

where the vector v = [v0, v1, v2, . . . , vP ]T contains the bias v0 and the weights applied to each
of the P input features. In our specific case, there are a different vector v and matrix Q
for each frequency band, which are denominated vk and Qk respectively, and the L data
samples correspond with each of the time frames. Hence, the vector yk is a vector of size
1xL containing the output of the LDA for the L input patterns in the k-th frequency band,
yk = [y(k, 1), . . . , y(k, l), . . . , y(k, L)]T . For each of the patterns, the binary mask is generated
according to

M(k, l) :=
{

1, y(k, l) > y0

0, otherwise
, (5.12)

where y0 is a threshold value. The output values of the classifier range from 0 to 1, so the
threshold value is set to y0 = 0.5.

The design of the classifier consists in finding the values vk that minimize the estimation
error. In supervised learning, the true values associated to each data sample are accessible, and
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they are used to train the classifier. These values are contained in the target vector defined as
tk = [t(k, 1), t(k, 2), · · · , t(k, L)]T , with values of 1 in the case of speech and 0 in the case of
noise. In this work, the target values are those corresponding to the IBM defined in (2.18). The
estimation error is defined as the difference between the output values of the LDA (5.11) and
the true values

ek = yk − tk = vk
T ·Qk − tk, (5.13)

and the MSE for the k-th frequency band is computed according to

MSEk =
1
L
‖yk − tk‖2 =

1
L

∥∥vk
T ·Qk − tk

∥∥2
. (5.14)

In the least squares approach (LS-LDA) [Ye, 2007], the weights are adjusted in order to minimize
the MSE. The minimization of the MSE is obtained by deriving the expression (5.14) with respect
to every weight of the linear combination, giving raise to the following expression:

vk = tkQk
T
(
QkQk

T
)−1

. (5.15)

The LDA is limited to separate both classes linearly. However, it is possible to discriminate
classes with more complex decision boundaries by introducing non-linear transformations of the
original input features. In the general case, the matrix Q can be defined as

Q =




1
f1(P)
. . .

fNT (P)


 , (5.16)

where f1, . . . , fNT are NT transformations performed over the original input features contained in
P. The weight vector is then defined as v = [v0, v1, . . . , vNT ·P ]T , and it can also be obtained using
expression (5.15). Henceforth, this is denominated generalized discriminant analysis (GDA), and
its least squares solution is labeled as LS-GDA.

The implementation of the proposed classifier is relatively simple, its computational cost
being directly related to the number of features included in Q. Considering that the selected
data is consecutively stored in memory, and the processor performs the MAC operation in a
single instruction, the number of instructions necessary to process each frequency band by the
LS-GDA is approximately P + 1, where P is the number of input features (the constant number
of instructions necessary to generate the mask, which is a simple comparison, are not considered
here). Hence, limiting the computational cost of the classifier is equivalent to limiting the
number of features used for classification.

5.4.2 Weighted LS-GDA (W-LS-GDA)

The LS-GDA classifier proposed in the previous section estimates the IBM, but estimation
errors are unavoidably introduced and they decrease the obtained WDO values, which implies
a decrement in the output intelligibility. In order to increase the performance of the LS-GDA
classifier, a weighted MSE metric that aims at maximizing the WDO factor is defined. The
weighted LS-GDA, labeled as W-LS-GDA, finds the coefficients that minimize the weighted
MSE, which is described below, instead of minimize the MSE of the estimation error. This
allows estimating the IBM and maximizing the WDO factor at the same time.
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Let us recall the expression of the WDO factor in (5.6)

WDO =
∑

(k,l)

M(k, l)K(k, l), (5.17)

where M(k, l) has values of 0 or 1. Since K(k, l) was defined as K(k, l) = (ps(k, l)−pn(k, l))/PS ,
it can be decomposed in its modulus and sign, according to K(k, l) = t(k, l)|K(k, l)|, where t(k, l)
are the target values, which are defined now as 1 or -1 (i.e. speech dominated or noise dominated
time-frequency point, respectively). Thus, the WDO value is given by

WDO =
∑

(k,l)

t(k, l)M(k, l)|K(k, l)|. (5.18)

In order to have values of +1 and -1, the output of the classifier y(k, l) is defined as

y(k, l) = 2M(k, l)− 1. (5.19)

The next expressions, used to calculate the MSE, are equivalent

∑

(k,l)

(y(k, l)− t(k, l))2 =
∑

(k,l)

y(k, l)2 + t(k, l)2 − 2y(k, l)t(k, l) =
∑

(k,l)

2− 2y(k, l)t(k, l), (5.20)

and replacing y(k, l) by its expression in (5.19) yields

∑

(k,l)

(y(k, l)− t(k, l))2 =
∑

(k,l)

2− 4M(k, l)t(k, l)− 2t(k, l). (5.21)

Let us focus on the maximization of the WDO. Considering expression (5.18), the maximization
is equivalent to

max
M
{WDO} = max

M
{∑

(k,l)

t(k, l)M(k, l)|K(k, l)|} = min
M
{∑

(k,l)

−4t(k, l)M(k, l)|K(k, l)|} =

min
M
{∑

(k,l)

(2− 4M(k, l)t(k, l)− 2t(k, l))|K(k, l)|} = min
y
{∑

(k,l)

(y(k, l)− t(k, l))2|K(k, l)|}.

(5.22)
The previous mathematical manipulations show that the maximization of the WDO factor is
equivalent to the minimization of a weighted MSE. Thus, the WDO maximization can be in-
directly performed with a LS-GDA which minimizes a weighted version of the MSE, where the
weighting function is |K(k, l)|:

min
y
{
∑

(k,l)

(y(k, l)− t(k, l))2|K(k, l)|}. (5.23)

Introducing yk = vk
TQk and defining kk = [K(k, 1), . . . ,K(k, l), . . . ,K(k, L)]T , the weighted

MSE, labeled as WMSE, is defined for the k-th frequency band as

WMSEk =
1
L
||(vk

TQk − tk)2|kk||| =
1
L
||vk

T (Qk

√
|kk|)− tk

√
|kk|)}||2, (5.24)

where the root square operator is applied to each element of the matrix. According to this,
the implementation of the proposed W-LS-GDA classifier is equivalent to the implementation
of the LS-GDA proposed in the previous section, using a scaled version of the matrix Qk and
the targets tk, where the scaling factor is

√
|kk|.
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5.4.3 Evolutionary algorithm to optimize the transmission bit rate

The low-cost classifiers (LS-GDA and W-LS-GDA) proposed in the previous sections provide
an estimation of the IBM minimizing a MSE function. Both classifiers use a set of features
calculated from the signals received at both ears, which implies that all the information is
transmitted from the right device to the left one. Unfortunately, this is not an energy efficient
system. The second step in the design of the binaural speech enhancement system proposed in
this section is the reduction of the transmission bit rate, which implies a reduction in the power
consumption, while minimizing the effect that quantization has in the output speech quality
obtained by the speech enhancement system. Similarly than in the previous approach, the
transmission rate is optimized by assigning a different number of bits BAk and BPk to quantize
the values AR(k, l) and φR(k, l) of each frequency band. The number of bits BAk and BPk may
also differ in the same frequency band. This transmission schema allows assigning more bits to
the frequencies and values providing more information to the classifier.

In order to optimize the bit distribution, a tailored evolutionary algorithm is proposed,
considering that the number of bits associated to the transmission of the data of each time
frame (i.e. the bit rate) is constrained. The algorithm searches the best assignation of bits
among frequency bands in order to minimize the fitness function, which is the MSE in the case
of the LS-GDA classifier and the WMSE in the case of the W-LS-GDA classifier. The matrix
Q is created including the selected set of features (that will be selected in the next section)
calculated with the values ABAkR (k, l) and φBPkR (k, l) quantized with different number of bits BAk
and BPk, considering all integer values from 0 to 8. The value BAk = 0 (or BPk = 0) means
that no information from this value in the k-th frequency band is transmitted. Hence, the rows
of Q contain the features quantized with different number of bits. The values ABAkR (k, l) and
φBPkR (k, l) received by the left device are simulated by quantizing uniformly the values using
2BAk and 2BPk quantization steps, respectively. The dynamic range has been limited to 90 dB
for the amplitude values (AL and AR are logarithmic values) and 2π for the phase values.

Each candidate solution is defined by a vector containing the number of bits (between 0 and
8) assigned to the level and phase values (AR(k, l) and φR(k, l)) of each frequency band, a total
of 2K values (K is the number of frequency bands). The search algorithm selects the quantized
features among the rows of the matrix Q according to the bits of each candidate solution, and
then evaluates the classifier using the quantized features. The complete steps of the search
algorithm are the next:

1. The matrix Q is created containing the selected set of features calculated with the values
ABAkR (k, l) and φBPkR (k, l) quantized with different number of bits, Bk = 0, 1, · · · , 8.

2. An initial population of 100 candidate solutions is generated. Each solution contains 2 ·K
random values between 0 and 8, which corresponds with a different number of bits for
AR(k, l) and φR(k, l) for each frequency band.

3. The candidates of the population are validated to fulfill the constraint of total number
of bits. If a candidate solution exceeds by ND the maximum number of bits allowed, the
number of bits of a number of ND random positions of the candidate solution are decreased
by one. In case that the number of bits of an element falls below 0, it is set to 0. The
procedure iterates until the candidate solution fulfills the requirement.

4. The fitness function of the classifier is then evaluated for each candidate solution and
frequency band, following the next steps:
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(a) To extract the quantized version of the features from Q, according to the current
candidate solution.

(b) To weight the matrix Qk and the targets tk, in case of W-LS-GDA.

(c) The weight values vk are calculated for each frequency band, using expression (5.15).

(d) The MSE (or WMSE) of each solution and frequency band is calculated according to
expressions (5.14) (or (5.24)).

(e) The MSE (or WMSE) associated to a candidate solution is the average of the MSE
(or WMSE) obtained in all frequency bands.

5. A selection process is applied, using the MSE (or WMSE) of each solution as ranking.
It consists in selecting the best 10% of the solutions of the population, removing the
remaining solutions.

6. The remaining 90% solutions of the new generation are then generated by uniform crossover
of the best candidates.

7. Mutations are applied to the 1% of the new population (PM = 0.01), excluding the best
obtained solution which is preserved. Mutations consist of increasing or decreasing by one
the number of bits of random positions of the mutated candidate solution.

8. The process is repeated from step 3 to 7 until 100 generations are evaluated. Since the best
solution of each iteration is not modified, the best solution obtained in the last iteration
is considered the best solution.

The values of the parameters of the EA (population size, crossover rate, mutation scheme and
number of generations) have been found to obtain a quite good tradeoff between design time
and performance for the experiments carried out in this section.

5.4.4 Experimental work and results

The experiments and results described in this section are divided into two groups, according
to the two stages of the algorithm described in this section. The first group of experiments
corresponds with the experiments carried out to select the best input feature space, whereas the
second group of experiments involves the optimization of the transmission rate, using the set
of features selected in the previous step. All the experiments have been carried out with the
database described in section 5.3.3.1.

5.4.4.1 Selection of the input feature space

In this section, different combinations of input features extracted from the STFT of the right
and left signals are used, and its performance is evaluated using the proposed LS-GDA classifier.
According to the limited computational resources of hearing aids, the most suitable feature set
will be selected considering a tradeoff between the speech quality obtained by the enhancement
system and the computational burden associated to the use of the selected feature set. The
study in this section is carried out considering that the values AL(k,m), φL(k,m), AR(k,m)
and φR(k,m) are available in the left device, that is, without taking into account quantization.
Six different set of features are proposed, which are included in table 5.1. Each feature of the
set is obtained by applying different transformations to the original amplitude and phase values,
including squared amplitude, amplitude and phase differences, and amplitude product. The
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Table 5.1: Proposed combination of features: AL and φL are the amplitude and phase of the left
ear respectively; AR and φR are the amplitude and phase of the right ear respectively.

SET NFtSet Features
SET1 3 AL, (AL −AR)2, (φR − φL)2

SET2 3 AL, abs(AL −AR), abs(φR − φL)
SET3 4 AL, A2

L, (AL −AR)2, (φR − φL)2

SET4 2 (AL −AR)2, (φR − φL)2

SET5 7 AL, AR, A2
L, A2

R, AL ·AR, abs(AL −AR), abs(φR − φL)
SET6 6 AL, A2

L, abs(AL −AR), (AL −AR)2, abs(φR − φL), (φR − φL)2

different sets contain a variety of number of features, which is labeled as NFtSet, and it ranges
from 2 to 7. Although quantization is not considered here, more importance is given to the
features extracted from the left signal, which will be not quantized in the final system.

The classification of a time-frequency point into speech or noise can be performed using one
of the proposed set of features, where the values are calculated from the STFT of the current
time-frequency point. Additionally, it is proposed to include further information related to the
neighbor time-frequency points, also calculating the proposed set of features from the STFT
of these points. In this work, a constant pattern of features is considered, using a T-shaped
time-frequency footprint, as it is shown in figure 5.3. The value Nfreqs represents the number
of neighbor frequencies taken in each direction (upper frequencies and lower frequencies), then
2Nfreqs is the total number of neighbor frequencies included. The number of previous time
frames considered is Nframes. Hence, the total number of features P used by the classifier,
which depends on the selected set, is given by

P = NFtSet(2Nfreqs+Nframes+ 1). (5.25)

The experiments carried out in this section have two objectives: first, the selection of the best
set of features among the 6 proposed in table 5.1 and second, the selection of the optimum
time-frequency footprint, finding the best values for Nfreqs and Nframes. The two problems
are solved separately in two different experiments described below.

!"#$%&'
!"#()$&'

!"#$%&'

*+##$,-'./0'123,-'

!"#$

%&#'(#)*+$

Figure 5.3: T-shaped time-frequency footprint.
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5.4.4.1.1 Selection of the best set of features

The 6 different sets of features are evaluated using a time-frequency footprint with the same
number of neighbor frequencies and time frames, Nfreqs = Nframes. The values of Nfreqs
(and Nframes) are varied from 0 to 10, which allows evaluating also the case of using only
the information of the current time-frequency point (i.e. Nfreqs = Nframes = 0). The
comparison is performed in terms of the WDO value, averaged over the test set, obtained by the
separation algorithm when the classifier uses each set of features, using the database of speech
and noise mixtures previously described, with SNR of 0, 3, and 5 dB . The steps carried out in
this experiment are the next:

1. Create the matrix Q calculating the features corresponding to the evaluated set and time-
frequency footprint, using the data from the design set.

2. Calculate the weights v of the LS-GDA classifier using equation (5.15).

3. Create the matrix Q calculating the features corresponding to the evaluated set and time-
frequency footprint, using now the data from the test set.

4. Generate the binary mask for each mixture of the test database, using the weights calcu-
lated in step 2, according to (5.12).

5. Compute the WDO value for all the mixtures of the test database using the obtained
binary mask and the power of the original signals.

6. Repeat steps 1 to 5 for each set of features, time-frequency footprint and SNR.

The results of this experiment are shown in figure 5.4. The represented WDO values have
been averaged over all the mixtures in the test database, and they are represented against the
total number of features (P ), which depends on the feature set and the time-frequency footprint.
The different set of features are represented with lines of different colors, and the different
values of Nfreqs (and Nframes) are represented with squares over the lines. Analyzing the 3
subfigures, which corresponds with different levels of SNR, it is deduced that the relative behavior
of the different set of features is the same for different SNRs, obtaining higher WDO values with
higher SNRs, as it is expected. Additionally, the WDO obtained increases asymptotically with
the number of features. It can be easily deduced that the SET2 (red line) represents the best
tradeoff in terms of WDO and number of features, for any SNR. In the case of SNR=0dB (a),
SET2 achieves WDO values around 0.8 with only 50 features. The feature set SET6 achieves
the same levels of WDO but using a higher number of features. In the case of the set SET4,
which only uses 2 features, the results are notably worse comparing to the rest of combinations.
Adding more features to SET2, as in the cases of SET3, SET5 and SET6, does not bring
any improvement. Another important result obtained from this experiment is the noticeable
improvement achieved by the introduction of the information of neighbor time-frequency points.

The conclusion of this analysis is that the combination of features labeled as SET2 is the
best solution among the evaluated. From here onwards, all the experiments will be carried out
with this set of features.
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Figure 5.4: WDO values averaged over the test set, as a function of the total number of features P ,
obtained by the non-quantified classifier using different combination of features and different sizes of
the time-frequency footprint, with Nfreqs=Nframes. The different set of features are represented
with lines of different colors, and the different values of Nfreqs (and Nframes) are represented
with squares over the lines.
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5.4.4.1.2 Selection of the best time-frequency footprint

Unlike the previous experiment, which used a time-frequency footprint with the same number
of neighbor frequencies and time frames, it is considered now that these two values may differ.
The objective of the next experiment is to find the optimum values of Nfreqs and Nframes,
using the set of features selected in the previous experiment, SET2. For this purpose, the WDO
value obtained by the separation algorithm is evaluated when the classifier uses different sizes of
the time-frequency footprint, varying Nfreqs and Nframes from 0 to 6 independently, using
the features defined in SET2. The steps of the experiment are:

1. Create the matrix Q with the features of SET2 and the time-frequency footprint evaluated
(each pair of Nfreqs and Nframes values), using the data from the design set.

2. Calculate the weights v of the LS-GDA classifier using equation (5.15).

3. Create the matrix Q with the features of SET2 and the time-frequency footprint evaluated,
using now the data from the test set.

4. Generate the binary mask for each mixture of the test database, using the weights calcu-
lated in step 2, according to (5.12).

5. Compute the WDO value for all the mixtures of the test database using the obtained
binary mask and the power of the original signals.

6. Repeat steps 1 to 5 for each value of Nfreqs and Nframes and each SNR.

Figure 5.5 shows the results of this experiment. The WDO values have been averaged over
all the mixtures in the test database, and they are represented against the total number of
features P , which depends on the values given to Nfreqs and Nframes (see expression (5.25)).
The different values of Nframes are represented with lines of different colors, and the different
values of Nfrecs with squares over the lines. The relative behavior of the different sizes of the
time-frequency footprint is the same for the different SNRs. Concerning the number of previous
time frames (Nframes), the higher WDO values are generally obtained when using only 2 time
frames. Regarding the number of neighbor frequencies, the increment of the WDO values is
more noticeable for values up to Nfreqs = 3, whereas the amount of increment decreases with
higher number of frequencies. Finally, the improvement obtained by the introduction of the
information of neighbor time-frequency points is clearly demonstrated.

From the analysis of the results obtained with this experiment it is deduced that a footprint
with Nfreqs = 3 and Nframes = 2 represents a good tradeoff between speech quality and
computational cost. The proposed solution obtains an WDO value of 0.79 for mixtures at 0
dB, using only 27 features to classify each time-frequency point. According to the study carried
out in section 4.3, and considering a sampling rate of 16 kHz, analysis window of 128 samples
and 65 frequency bands, the number of instructions available to process each frequency band
of a frame is IPF= 308. The number of instructions necessary to process each frequency band
by the LS-GDA is approximately P + 1, excluding the computation of the features. Therefore,
the number of instructions associated to the proposed solution represents a 9 % of the available
number of instructions. This result supports the feasibility of implementing the proposed speech
enhancement algorithm in a commercial hearing aid.

Finally, it is worth mentioning that a square-shaped time-frequency footprint has been also
considered. However, it does not outperform the results of the T-shaped footprint due to the
notably higher number of required features.
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Figure 5.5: WDO values averaged over the test set, as a function of the total number of features
P , obtained by the non-quantified classifier with the selected combination of features varying the
number of neighbor frequencies (Nfrecs) and previous time frames (Nframes) of the time-frequency
footprint. The different values of Nframes are represented with lines of different colors, and the
different values of Nfrecs with squares over the lines.
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5.4.4.2 Optimizing the transmission rate

The features for the classifier without considering quantization have already been selected. The
second step in the design is to optimize the transmission schema between both devices intro-
ducing quantization in the values transmitted from the right to the left device, considering the
features selected in the previous step. The proposed EA to optimize the bit distribution de-
scribed in section 5.4.3 has been executed different times varying the transmitted bit rate from
0 to 512 kbps and using the two different classifiers, LS-GDA and W-LS-GDA. In the case that
the bit rate is 512 kbps, all the quantized data is transmitted with the maximum number of
bits, BAk = BBk = 8 (i.e. 16 bits per frequency band), hence the optimization is not required.
In order to compare the effectiveness of the proposed optimization algorithm, the performance
obtained by an uniform distribution of bits is also evaluated, assigning a constant number of bits
to the amplitude and phase values of each frequency band. The values assigned in this case are
1, 2, 4 and 8, which correspond with transmission rates of 64, 128, 256 and 512 kbps respectively.
Additionally, the results are compared with the ones obtained by the Evolutionary2 algorithm
previously described in this chapter.

Figure 5.6 represents the WDO values averaged over the test set as a function of the number
of bits transmitted from the right to the left device. The blue line corresponds with the LS-
GDA solution, the red line with the W-LS-GDA solution, the black line with the Evolutionary2

algorithm, and the dashed red line is obtained with an uniform distribution of bits using the W-
LS-GDA solution. The plot in (a) corresponds with a SNR of 0 dB, the plot in (b) with a SNR of
3 dB, and the plot in (c) with a SNR of 5 dB. Comparing the results obtained by the two different
classifiers, the WDO values obtained by the W-LS-GDA clearly outperforms the ones obtained
by the LS-GDA in any case, as it was expected. In the case of transmitting the quantized values
with the maximum number of bits (512 kbps), the WDO values obtained practically match the
WDO values in case of non-quantization (i.e. using AR(k,m) and φR(k,m)). The performance
is nearly unaffected when the transmission rate is decreased down to 128 kbps, but the decrease
begins to be noticeable for lower bit rates. Nevertheless, in the case of SNR= 0 dB (worst case),
the performance of the W-LS-GDA is only reduced by 1.5% in the case of transmitting 64 kbps,
3.8% in the case of transmitting 32 kbps, and 6.3% in the case of transmitting 16 kbps, which
are acceptable transmission rates for hearing aids. Additionally, the figure also shows the case
in which no information is transmitted from the right to the left device (0 kbps). In such a
case, the features are calculated only using the information available in the left ear, and the
performance clearly drops to WDO values around 0.6 for SNR=0 dB, which supports the use
of binaural separation. The WDO values obtained by the previous Evolutionary2 algorithm
are clearly improved by the optimization scheme proposed in this section, in the case of using
the W-LS-GDA classifier. However, the LS-GDA classifier only obtains higher WDO values
than the Evolutionary2 algorithm for the lower and highest bit rates, but the results are quite
similar for bit rates between 16 and 64 kbps. Finally, it is noticeable that the results obtained by
the optimized distribution outperforms the results obtained by the uniform distribution, using
the two classifiers, and the difference between them increases when the number of transmitted
bits decreases. Nevertheless, the use of an uniform distribution does not allow reducing the
transmission rate below 64 kbps.

Finally, figure 5.7 illustrates the bit distribution obtained by the W-LS-GDA method in the
case of a transmission rate of 64 kbps and SNR of 0 dB. The blue bars represent the number of
bits assigned to the amplitude values (BAk), the red bars represent the number of bits assigned
to the phase values (BPk), and the dashed black line the total number of bits assigned to each
frequency band (Bk = BAk +BPk). In the lower frequency bands, the bits are mainly assigned to
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Figure 5.6: WDO values averaged over the test set as a function of the number of bits transmitted
from the right to the left device. The blue line corresponds with the LS-GDA solution, the red line
with the W-LS-GDA solution, the black line with the Evolutionary2 algorithm, and the dashed red
line is obtained with an uniform distribution of bits using the W-LS-GDA solution. The plot in (a)
corresponds with a SNR of 0 dB, the plot in (b) with a SNR of 3 dB, and the plot in (c) with a SNR
of 5 dB.



116 Chapter 5. Design of speech enhancement algorithms for binaural hearing aids

0 10 20 30 40 50 60
0

1

2

3

4

5

6

7

8

Frequency band

N
um

be
r o

f b
its

 p
er

 fr
am

e

 

 
Bits for amplitude
Bits for phase
Total bits

Figure 5.7: Distribution of the number of bits per frame among the frequency bands, obtained
by the W-LS-GDA in the case of a transmission rate of 64 kbps and SNR of 0 dB. The blue bars
represent the number of bits assigned to the amplitude values (BAk

), the red bars represent the
number of bits assigned to the phase values (BPk

), and the dashed black line the total number of
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the phase values, whereas in the higher frequency bands, more bits are assigned to the amplitude
values. This behavior is expected due to the fact that interaural time differences predominates
in the lower frequencies and interaural level differences predominates in the higher frequencies.
The optimization algorithm clearly allows an efficient bit distribution.

5.5 Discussion

This chapter has presented two different approaches to design binaural source separation systems
that increase the energy efficiency of the wireless-communicated binaural hearing aids. The
first approach, which aims at maximizing the WDO, obtains good separation results using
extremely few computational resources, even for low SNRs. The system is able to work at
low bit rates, what makes it more energy efficient. The second approach, which estimates the
IBM, notably improves the separation performance of the first approach. Although it uses more
computational resources than the first approach, they are less than the 10% of the available
computational resources for signal processing in hearing aids, which is reasonably affordable.
The improvement associated to the introduction of the information of neighbor time-frequency
points in the decision whether a time-frequency point belongs to speech or noise has been proved.
The performance of the algorithm using the proposed WMSE in terms of WDO is only reduced
by 1.5% in the case of transmitting 64 kbps, 3.8% in the case of transmitting 32 kbps, and 6.3%
in the case of transmitting 16 kbps, in the worst case (SNR=0 dB). These transmission rates
are feasible for hearing aids. The optimization algorithm allows distributing the bits efficiently.

In summary, the two approaches proposed in this chapter obtain good separation results,
using few computational resources and working at low bit rates. The first approach uses less
computational resources and it is easier to implement that the second approach, due to the
fact that it only uses the information of the current time-frequency point. The second ap-
proach notably improves the performance of the previous approach and, although requires more
computational resources, its implementation is completely feasible in commercial hearing aids.
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5.6 Summary of contributions

The main contributions described in this chapter of the thesis are the following:

1. A extremely low-cost binaural speech separation system that maximizes the WDO has
been proposed. It is based on a quadratic discriminant that uses the ILD and ITD to
classify each time-frequency point between speech or noise. The weights are calculated
with a tailored evolutionary algorithm that aims at maximizing the WDO factor.

2. A generalized version of the LS-LDA has been proposed. The LS-GDA allows applying
any type of transformation to the input features, in order to obtain non-linear separation
boundaries.

3. A low-cost binaural speech separation system that estimates the IBM has been proposed.
It is based on the LS-GDA and its computational cost directly depends on the number of
input features considered for classification.

4. A weighted MSE (WMSE) metric has been introduced into the LS-GDA. The metric allows
estimating the IBM and maximizing the WDO factor at the same time.

5. A novel set of features to classify a time-frequency point between speech or noise is pre-
sented. The main novelty resides in that the information related to the neighbor time-
frequency points is also considered by the classifier.

6. A transmission schema to enhance the energy efficiency of the wireless-communicated
binaural hearing aids has been introduced. The schema quantizes the amplitude and
phase values of each frequency band with a different number of bits. The bit distribution
among frequency bands is optimized by means of evolutionary computation.

The contributions obtained in this chapter have originated the publications [Gil-Pita et al.,
2012] and [Ayllón et al., 2013c].
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Chapter 6

Design of microphone arrays for
hearing aids optimized to unknown
subjects

6.1 Introduction

The improvement of speech intelligibility in hearing aids is still an unsolved problem. Modern
devices, either monaural or binaural, may include microphone arrays to provide directivity by
means of spatial filtering. The design of a microphone array system for hearing aids is limited by
two engineering constraints. First, the reduced power of the processor limits the computational
cost of the algorithms used for speech enhancement, which must be very low. Unlike adaptive
beamforming, fixed beamforming techniques only need to compute the coefficients once. Hence,
fixed beamforming is a real-time computable solution for speech enhancement in hearing devices,
considering that the filter coefficients that satisfy the design constraints can be previously com-
puted and easily included as constant values in the embedded algorithm. The second limitation
is related to the reduced dimensions of such devices, which limits the number of microphones of
the array. This chapter considers in-the-canal (ITC) devices, which have an ample role in the
market. The shape of this kind of device can be approximated by a cylinder 1.5 cm in length
and 1 cm in diameter, and common omnidirectional microphones placed in hearing devices have
a diameter of 0.25 cm, which is relatively a large portion of the overall available area. To be
realistic, this work considers that there can not be more than 4 microphones assembled in each
device.

Most commercial hearing aids are still monaural systems, in which case the microphone array
is composed of microphones placed in the same device. However, many people have bilateral
hearing loss and they are forced to wear a hearing device in both ears. Commonly, both devices
work independently, but there is a new trend of binaural hearing aids that allows them to be
connected in order to exchange data and thus preserve spatial information. In such a case,
the microphones of the array are placed in both sides of the human head. In any case, the
signals that arrive at each element of the array do not differ only in time differences, which
depend on the relative position between the source and the microphone, but it also undergo
amplitude distortions due to the well-known head shadow effect, which must be considered in
the design. The fact that this effect is highly dependent on a person causes the design of an array
customized for a subject to need a correct measurement of such effect, which is not practical in
real scenarios. The lack of information about the head of the hearing aid user causes directivity
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reduction and distortions. Many attempts of improving the intelligibility in both monaural and
binaural hearing aids by means of superdirective beamforming can be found in the literature.
In some cases, the filter coefficients are calculated without considering the head shadow effect,
thus obtaining non-realistic results. Some examples are [Gordy et al., 2008; Peterson and Zurek,
1987]. In other cases, the head shadow effect is considered in the design, then assuming that it
has been measured or modeled somehow, for instance in [Lotter and Vary, 2006; Rohdenburg
et al., 2007; Welker et al., 1997].

The main objective of this chapter is the design of superdirective beamformers for monaural
and binaural hearing aids considering the head shadow effect but assuming unavailable head
measurements of the subjects. When a correct characterization of the head of the subject is
available, the spatial filter can be optimized to that person, causing gain reduction and distor-
tions when the system is worn by a different one. The characterization of the head effects of one
subject can be obtained either from theoretical models that use anthropometric measurements
of the body, which are not very accurate since they are based on physical approximations, or
from experimental measurements carried out with microphones in the eardrum of the subject.
None of these methods seems appropriate to be performed whenever a hearing-impaired person
needs a hearing aid. Consequently, this work suggests finding optimized filter coefficients that
minimize the effects of using non-customized arrays, these coefficients being valid for any person.
Three different methods to compute optimized filter coefficients with the purpose of maximizing
the array gain and minimizing distortions, and with the objective that these filter coefficients
are valid for all users, are proposed. Furthermore, measurements of the amplitude and phase
distortions caused by a lack of head information in the design are introduced. In addition, the
methods proposed in this chapter are evaluated in 13 different array configurations in an ITC
hearing aid.

6.2 Microphone array signal processing

Spatial filtering, commonly known as beamforming, is a common approach applied in digital
signal processing to reduce noise and thus it is useful to improve the quality and intelligibility of
the desired speech. Using a microphone array, it is possible to spatially filter the signal coming
from the desired direction by applying different complex weights to each input channel in order
to coherently combine the signals coming from the steered direction and incoherently combine
the signals coming from different directions. There are different criteria for the computation of
the filter coefficients: frequency invariant response, superdirectivity, robustness against steering
vector errors, etc. The beamforming techniques explored in this chapter are based on the MVDR
filter [Capon, 1969], which is a superdirectivity beamformer that attenuates noise coming from
other directions than the desired, whilst the target speech signal is not modified, obtaining a
distortionless response. The basis of beamforming techniques are described in this section.

6.2.1 Directivity pattern

Let us consider the general case of a tridimensional microphone array composed of M sensors
arranged with any geometry in the coordinate system represented in figure 6.1. The angle
θ varies between 0 and 2π and represents azimuth, and the angle φ varies between 0 and π
and it is related to elevation through π/2 − φ. The directivity pattern or frequency response
D(k, θ, φ) of the array for the k-th frequency bin (k = 0, · · · ,K− 1) depends on the direction of
arrival DOA of the incident wave, and, in the ideal case where the array is composed of similar
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Figure 6.1: Coordinate system.

omnidirectional microphones placed in the open-air, and assuming far-field sources (i.e. planar
incident waves), it is given by

D(k, θ, φ) =
M∑

m=1

Wm(k) exp
(
i

πkfs
c(K − 1)

rTm · uθφ
)
, (6.1)

where θ and φ are the angles defining the DOA, Wm(k) are the complex weights applied to the
m-th element of the array, rm is a column vector that represents the position of the m-th sensor
with respect to the origin of coordinates, rm = [rmx , rmy , rmz ]T , uθφ is a column vector pointing
at the DOA determined by the azimuth θ and the elevation φ, uθφ = [sin θ cosφ, sin θ sinφ, cosφ],
K is the total number of frequency bands, fs is the sampling frequency and c the speed of sound.
For the sake of simplicity, the directivity pattern is usually formulated using matrix notation by

D∗(k, θ, φ) = wH
k · d(k, θ, φ), (6.2)

where (.)∗ and (.)H represent the matrix conjugate and Hermitian transpose operators respec-
tively, wk = [W1(k), · · · ,WM (k)]T is the array weight vector, and d(k, θ, φ) is the steering
vector, which for a given DOA is defined as [Krim and Viberg, 1996]

d(k, θ, φ) =
[
1, · · · , exp

(
−i πkfs
c(K − 1)

rTm · uθφ
)
, · · · , exp

(
−i πkfs
c(K − 1)

rTM · uθφ
)]

. (6.3)

The sources are considered to be in the near-field when

|r| < 2L2
a

λ
, (6.4)

where r is the distance of the source to the array, La is the effective length of the array, and λ
the wavelength. In such a case, the source position can be defined by its cartesian coordinates
instead of its DOA, and the steering vector defined in expression (6.3) becomes into

d(k, θ, φ) =
[
1, · · · , exp

(
−i πkfs
c(K − 1)

||rm − rn||)
)
, · · · , exp

(
−i πkfs
c(K − 1)

||rM − rn||)
)]

,

(6.5)
where rn is a column vector that represents the position of the n-th source with respect to the
origin of coordinates.

In the case of acoustic signals, the steering vector is normally referred as the acoustic transfer
function (ATF), which represents the frequency response between a microphone and a deter-
mined source or the frequency response between a microphone and a determined DOA. Hence-
forth, the frequency response of the m-th microphone for a given direction (θ, φ) is represented
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Figure 6.2: Directivity pattern of an unsteered uniform linear array composed of omnidirectional
microphones placed along the x-axis, in the case of varying the number of elements with a fixed
distance of 0.2 m (a) and in the case of varying the distance between the sensors with a fixed number
of elements of M = 5 (b), for a frequency of 1 kHz.

by Am(k, θ, φ). Defining akθφ as a column vector containing the M microphone responses,
akθφ = [A1(k, θ, φ), · · · , AM (k, θ, φ)]T , the directivity pattern, considering the ATFs, is expressed
as

D∗(k, θ, φ) = wH
k · akθφ. (6.6)

Figure 6.2 represents the directivity pattern for a constant elevation (i.e. φ does not vary) of
an unsteered uniform linear array (i.e. wk = 1, ∀k) composed of omnidirectional microphones
placed along the x-axis, in the case of varying the number of elements with a fixed distance
of d = 0.2m (a) and in the case of varying the distance between sensors with a fixed number
of elements of M = 5 (b), for a frequency of 1 kHz. When the linear array is not steered to
any special direction it shows a maximum directivity for a DOA of 90◦, which corresponds to
perpendicular incident waves. An increment in the number of elements of the array clearly results
in a narrower main beam and lower sidelobe level (see figure 6.2 (a)), which means that the array
is more selective and has a higher ability rejecting noise and interferences. The increment of the
distance between sensors (see figure 6.2 (b)) also leads to narrower main beams but the difference
between the levels of main beam and the sidelobes does not vary in this case. The two directivity
plots in figure 6.2 are represented for a frequency of 1 kHz, but the directivity pattern of the
array varies with frequency. Figure 6.3 shows the directivity pattern of an unsteered uniform
linear array of 5 elements separated a distance of 0.1 m, where the frequency has been varied
from 400 Hz to 4 kHz. The result is that the main beam width decreases as the frequency
increases, and the sidelobe level and null positions also vary with frequency. This fact may
cause distortions and unwanted signal cancelation for wideband signals such as speech. In such
cases, it is desirable to design arrays with invariant frequency response.

6.2.1.1 Array gain and directivity factor

The array gain is defined as the improvement in SNR between a reference sensor and the array
output, and it can be expressed as G = Gd/Gn, where Gd is the gain to the desired signal (i.e.
the power of the directivity pattern in the steering direction) and Gn is the average gain to
all noise sources, which depends on the nature of the noise field. In the case of a diffuse noise
field, in which the energy radiated by the noise is the same over all directions and all times, the
denominator term Gn is calculated by averaging the received power over the whole sphere. In
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Figure 6.3: Variations with frequency of the directivity pattern of an unsteered uniform linear
array of 5 elements separated a distance of 0.1 m.

this case, the array gain is also known as directivity factor and it is calculated according to

G(k, θ0, φ0) =
|D(k, θ0, φ0)|2

1
4π

∫ 2π
0

∫ π
0 |D(k, θ, φ)|2sinφ dφ dθ

=
|wH

k · bk|2
wH
k ·Hk ·wk

, (6.7)

where bk = akθ0φ0 represents the k-th frequency responses of the M microphones in the steering
direction, and Hk represents the cross-spectral density of the diffuse noise between sensors for
the k-th frequency band, which is calculated as

Hk =
1

4π

∫ 2π

0

∫ π

0
akθφ · aHkθφsinφ dφ dθ, (6.8)

where the integrals have been applied to each element of the matrix.

6.2.2 Spatial Aliasing

Spatial aliasing is a problem related to the distance between the sensors of the array, and it is
equivalent to the frequency aliasing problem which establishes the minimum sampling frequency
(Nyquist frequency) to avoid aliasing in the sampled signal (i.e. the appearance of grating
lobes). Sensor arrays perform spatial sampling, and an analogous requirement exists to avoid
grating lobes in the directivity pattern, which are sidelobes substantially larger in amplitude and
approaching the level of the main lobe. This problem can be seen in figure 6.3, where grating
lobes appear around 0◦ and 180◦ at high frequencies. Spatial aliasing causes phase uncertainty
when calculating the phase difference between the signals received by two adjacent sensors.
Considering a pure sinusoidal signal of wavelength λ, phase uncertainty is avoided for a distance
between sensors of d < λ/2. Hence, for a wideband signal, which can be decomposed into the
addition of complex sine waves of different frequencies, the requirement to avoid spatial aliasing
is given by

d <
λmin

2
=

c

2fmax
. (6.9)
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6.2.3 Beamforming

The complex weights Wm(k) in expression (6.1) can be used to modify the directivity pattern
of the array with the aim to enhance the desired signal. In general, the complex weights can be
expressed as

Wm(k) = am(k)eiϕm(k), (6.10)

where am and ϕm are the frequency dependent amplitude and phase weights respectively. The
shape of the directivity pattern is changed by modifying the amplitude weights and the angular
position of the main lobe is controlled with the phase weights. Beamforming techniques aim to
calculate the value of the complex weights in order to obtain the desired shaping and steering
of the directivity pattern.

This concept is illustrated here using the simplest of all beamforming techniques, the delay
and sum (DS) beamformer, and assuming an array composed of omnidirectional microphones in
the open air (i.e. the ATF corresponds with the steering vector defined in (6.3)). The amplitude
of the weights is set to one, am(k) = 1, and the phase is changed to steer the main beam to the
desired DOA given by (θ0, φ0), which leads to

Wm(k) = exp
(
−i πkfs
c(K − 1)

rTm · uθ0φ0

)
. (6.11)

According to expression (6.1), the steered directivity pattern is given by

D(k, θ0, φ0) =
M∑

m=1

exp
(
i

πkfs
c(K − 1)

rTm · (uθφ − uθ0φ0)
)
, (6.12)

and the array output Y (k) is expressed as the sum of the weighted channels as

Y (k) =
1
M

M∑

m=1

Wm(k)Xm(k), (6.13)

where Xm(k) is the signal received by the m-th microphone. The DS beamformer is equivalent
to combine an aligned version of the input signals in the time domain, where the delay applied
to the m-th channel (τm) corresponds with the time-difference of arrival (TDOA) between the
m-th sensor and the reference channel for the desired DOA, that is

y(t) =
1
M

M∑

m=1

xm(t− τm). (6.14)

An example of the DS beamformer is shown in figure 6.4 which plots the directivity pattern
of an unsteered uniform linear array composed of 5 omnidirectional microphones separated a
distance of 0.2 m (blue line) and the same array steered to 60◦ (red line) with the DS beamformer
technique.

6.2.4 MVDR beamformer

The MVDR beamformer, also known as Capon filter [Capon, 1969], is perhaps the most widely
used superdirective beamformer. The basic idea is to maximize the array gain (i.e. the output
SNR) by finding the filter coefficients that minimize the output power with the constraint that
the desired signal is not affected. This is equivalent to minimize the denominator in expression
(6.7) with the constraint that the numerator has a constant value. In the case of wideband
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Figure 6.4: Directivity pattern of an uniform linear array composed of 5 omnidirectional micro-
phones separated a distance of 0.2 m when it is unsteered (blue line) and when it is steered to 60◦

(red line) with a DS beamformer.

signals, the optimization problem can be solved independently for each frequency band, and it
is written as

min
wk

{
wH
k ·Hk ·wk

}

subject to wH
k · bk = 1.

(6.15)

The optimization problem is solved by applying the method of Lagrange multipliers, resulting
in

wk =
H−1
k bk

bHk H−1
k bk

. (6.16)

This optimization provides an invariant frequency response for the steering direction, ensuring a
distortionless filtered target signal. The MVDR filter is an adaptive beamformer that can adapt
itself to the noise environment for maximum noise reduction. This is achieved by updating the
cross-spectral density matrix of the noise Hk to recalculate the filter coefficients. Nevertheless,
in the case of stationary diffuse noise field the matrix Hk does not change with time, and the
MVDR filter can be considered to be a fixed beamformer.

6.3 Problem formulation

6.3.1 Signal model considering the head distortions

Let us consider a hearing aid with the microphone array composed of M sensors in the coordinate
system represented in figure 6.5. The directivity pattern is given by expression (6.6) and the
array gain, assuming diffuse noise field, is given by expression (6.7). The matrix Hk represents
the cross-spectral density of the noise between sensors for the k-th frequency band, and it
is calculated by expression (6.8). In those cases where the microphone responses akθφ are
spatially sampled in azimuth with 2Nθ + 1 angles (θ−Nθ , · · · , θ0, · · · , θNθ), and in elevation with
2Nφ + 1 angles (φ−Nφ , · · · , φ0, · · · , φNφ), the result is that the whole sphere is sampled by
(2Nθ + 1)(2Nφ + 1) directions, and the integrals of expression (6.8) are approximated by the
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Figure 6.5: Hearing aid position within the coordinate system.

weighted summations of expression (6.17), where the weighting term ∆mn is calculated by using
equation (6.18).

Hk =
Nθ∑

m=−Nθ

Nφ∑

n=−Nφ
akθmφn · aHkθmφn∆mn. (6.17)

∆mn =
1

4π

∫ φn+φn+1
2

φn−1+φn
2

∫ θm+θm+1
2

θm−1+θm
2

sinφdφ dθ. (6.18)

An important conclusion that arises from the expression of the array gain in (6.7) is that
the array gain for the k-th frequency band is not modified when a scale factor is applied to the
filter coefficients. If the array weighting vector wk is scaled by a complex constant value dk, the
array gain does not change, since the variations in the numerator term are compensated by the
equivalent variations in the denominator term. This fact is important, and as it will be shown
in further sections, it can help in the optimization of the array response.

The MVDR described in section 6.2.4 is the beamforming technique selected for speech
enhancement in this chapter. Assuming that the hearing aid user usually faces the desired
speaker, the beamformer is steered to the straight-ahead direction, which corresponds with 0◦

in azimuth and 0◦ in elevation.
In case that the microphones of the array are placed within the hearing aid, the received

signals are distorted by the head shadow effect, which is described by the HRTF. The HRTFs
are measured with a microphone placed in the canal of the ear. When the ITC hearing device
is centered in the origin of coordinates (see figure 6.5), the HRTF provides the microphone
response of an element placed just in the center of the device. In order to obtain the frequency
response of a microphone placed in a different position inside the device, it is necessary to add
some additional attenuations to the HRTF, as well as time delays according to its position. For
the sake of simplicity, the additional attenuation is neglected in our model, introducing only
an extra delay to the HRTF function according to each microphone position. This is not very
far from reality since the distance between microphones in the same device is very small, the
level differences between them being negligible. Since the response of a microphone placed in
the origin of coordinates, which corresponds with the center of the ITC device, is given by
HL/Rs(k, θ, φ), and assuming that the microphones are close enough to disregard amplitude
differences between them, the frequency response Ams(k, θ, φ) of a microphone with position
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rm, for the s-th subject, can be obtained using the next expression:

Ams(k, θ, φ) = HL/Rs(k, θ, φ) exp
(
−i πkfs
c(K − 1)

rTm · uθφ
)
. (6.19)

This model allows obtaining the directivity pattern of an array of microphones placed in the
left ear, right ear, or in both (binaural system), by only selecting the appropriate HRTF of each
microphone.

6.3.2 Real scenario: unavailable HRTFs

With the MVDR beamformer the filter coefficients can be easily optimized to reduce noise whilst
obtaining a distortionless response for the steering direction, as long as the HRTF of the subject
is known, calculating the microphone response according to expression (6.19). In this case,
the array is customized to that person. Unfortunately, this scenario is seldom found in real
situations. When a hearing-impaired person goes to the audiologist to acquire a new hearing
aid, the audiologist does not have any knowledge of his HRTF. If that person wears a device
with coefficients that are not fitted to his head, it will cause gain reduction and distortions in
the filtered target signal. The lack of an accurate mathematical model along with the tedious
and expensive measurements required to obtain the HRTF for every person who needs a hearing
aid, encourage the idea of designing an optimized array that minimizes the gain reduction and
distortions regardless of the subject. This design can be based on the optimization of the filter
coefficients for the subjects of a HRTF database.

For a set of S subjects, the average array gain G in dB, for the speech frequency range, can
be expressed by:

G =
1
LS

S∑

s=1

kmax∑

k=kmin

10 log10Gsk(θ0, φ0), (6.20)

where Gsk(θ0, φ0) is the array gain for the s-th subject of the database and for the k-th frequency,
k = kmin, ..., kmax are the frequency bands belonging to the speech frequency range, and L =
kmax − kmin + 1 is the number of frequency bands contained in the speech frequency range. In
this work, the speech frequency range considered goes from 20 Hz to 3.5 kHz.

In case that the filter coefficients are optimized to maximize G, they will not be completely
fitted to any of the S subjects, then introducing gain reduction and distortions in the filtered
speech. In order to measure the amplitude and phase distortions, the next two parameters,
AD and PD are proposed. AD measures the average amplitude distortion for the S subjects
computing the root mean square (RMS) value of the power of the frequency response for the
target direction, calculated in dB and averaged in the speech frequency range and for all subjects:

AD =

√√√√ 1
LS

S∑

s=1

kmax∑

k=kmin

(10 log10 |Ds(k, θ0, φ0)|2)2, (6.21)

where Ds(k, θ0, φ0) = wH
k · askθ0φ0 = wH

k · bsk is the directivity pattern for the s-th subject and
for the k-th frequency band, in the steering direction given by θ0 and φ0. Note that the power of
the frequency response for the steering direction has a value of 0 dB for distortionless responses,
so, in fact, expression (6.21) is actually computing the root mean square error (RMSE).

In the case of phase distortion, it is considered that a filter with linear phase frequency
response does not distort the signal. PD measures this distortion with the RMS value of the



128 Chapter 6. Design of microphone arrays for hearing aids optimized to unknown subjects

second derivative numerical estimation of the phase of the frequency response, which is 0 for
linear phases. This estimation is given by

γk =
Φk+1 + Φk−1 − 2Φk

h2
, (6.22)

where Φk is the phase of the k-th frequency of the frequency response, and h is the differentiation
step, which is considered to be one sample. PD is obtained by averaging along the frequencies
of the speech frequency range and the S subjects:

PD =

√√√√ 1
LS

S∑

s=1

kmax∑

k=kmin

γ2
sk. (6.23)

The beamformers designed in this work are optimized to the straight-ahead direction. In
case of existing errors in the steering direction, for instance due to a slight head movement, they
also cause gain reduction and distortions in the response. This effect is measured by calculating
the gain reduction between the true steering direction and the assumed steering direction (0◦,
0◦), and averaging these errors over a range of deviations of ±D angles in azimuth and ±D
angles in elevation, according to the next expression:

GL
ev =

1
LS(2D + 1)2

S∑

s=1

kmax∑

k=kmin

D∑

m=−D

D∑

n=−D
(10 log10Gsk(θ0, φ0)−10 log10Gsk(θm, φn)). (6.24)

The following section describes a novel approach to solve the optimization problem composed
of maximizing G whereas minimizing AD and PD.

6.4 Optimization of the filter coefficients using a database of
microphone responses

This section describes the procedure followed to find the filter coefficients that maximize the
average gain while minimizing speech distortions for the subjects of a database. The design is
based on a HRTF database containing measurements for different spatial directions and subjects.
The database is split into two sets, one for the design and another for the test, in order to
overcome a generalization loss of the results. The HRTFs that belong to the design set are used
to compute the optimized filter coefficients, which are tested with the subjects of the test set.
For convenience, the HRTFs of the database are normalized to the HRTF corresponding to the
straight-ahead direction (0◦, 0◦), which is the steering direction.

Considering that the design set is composed of S subjects, the average gain in dB for the
k-th frequency band Gk, is given by

Gk =
1
S

S∑

s=1

10 log10Gsk(θ0, φ0). (6.25)

Introducing expression (6.7) and applying logarithmic identities yield the next expression

Gk = 10 log10

S

√∏S
s=1 |wH

k · bsk|
2

S

√∏S
s=1 wH

k ·Hsk ·wk

, (6.26)
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where bsk and Hsk are the frequency responses of the M microphones in the steering direction
and the cross-spectral density of the noise between microphones, for the s-th subject and for the
k-th frequency band, respectively. Let us assume that the weighting vector wk can be expressed
as a complex constant dk multiplied by a normalized weighting vector vk, wk = dk · vk. The
fact that scaling the filter coefficients by dk does not modify the array gain causes that the
maximization of (6.26) does not have a unique solution. Consequently, an additional constraint
must be introduced to solve the optimization problem, finding a determined value of dk. In the
case of the MVDR filter (6.15), the array gain is maximized by minimizing the output noise
power, which corresponds to the denominator, with the constraint of keeping the numerator to a
constant value, ensuring a distortionless response for the steering direction. In case of optimizing
the averaged array gain in (6.26), it is not possible to find a set of filter coefficients that ensures
a distortionless response for all the subjects at the same time. However, it is proposed here to
find the value of dk that introduces the minimum average amplitude distortion AD. Replacing
Ds(k, θ0, φ0) by wH

k · bsk = dk · vHk · bsk in the expression of AD in (6.21) yields the next
expression:

AD =

√√√√ 1
LS

S∑

s=1

kmax∑

i=kmin

(
10 log10 |di|2 + 10 log10 |vHi · bsi|2

)2
. (6.27)

In order to determine the values dk, k ∈ {kmin, ..., kmax}, that minimize AD, the following
system of equations must be solved

∂AD

∂|dk|
= 0, k ∈ {kmin, ..., kmax} , (6.28)

each equation being obtained as

∂AD

∂|dk|
=

20
ADLS|dk| log 10

(
20S log10 |dk|+

S∑

s=1

20 log10 |vHk · bsk|
)

= 0. (6.29)

The solution to this trivial system of equations leads to

|dk| =
(

S∏

s=1

|vHk · bsk|
)−1

S

. (6.30)

Regarding the phase of dk, it is proposed here to use a null average phase response for the
steering direction, though it does not imply minimum PD. The proposed value of dk is

dk =

(
S∏

s=1

|vHk · bsk|
)−1

S

e−i
1
S

PS
s=1 Φ{vHk ·bsk}. (6.31)

Finally, the optimization problem of maximizing expression (6.26) can be solved by minimizing
the denominator of the expression and imposing a constraint according to
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min
wk
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(
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|wH
k · bsk|

) 1
S

ei
1
S

PS
s=1 Φ{wH

k ·bsk} = 1, (6.32)

where the filter coefficients wk are obtained by wk = dk · vk, with dk calculated according to
(6.31). It is worth clarifying that the filter coefficients wk obtained by solving the problem in
(6.32) are not optimized to minimize distortion, but the selected scaling factor dk is the one that
introduces the lowest average amplitude distortion.

The remainder of this section describes three different methods proposed to solve the opti-
mization problem formulated in (6.32).

6.4.1 Standard optimization using an evolutionary algorithm

In this first approach, the coefficients of each frequency band are optimized independently using a
tailored evolutionary algorithm designed to solve the optimization problem formulated in (6.32),
which maximizes the average array gain for a set of subjects, by scaling the coefficients to reduce
amplitude distortion. Each candidate solution is an array weight vector wk, and the average
array gain Gk is the cost function. The steps of the EA are described as follows:

1. An initial population of 50 candidate solutions is generated. Each candidate solution is
defined by an array weight vector wk. In a first approach, the values of the coefficients
obtained by applying the standard MVDR fitted to each subject in the database are used
to initialize the candidates of the population.

2. The coefficients of each candidate solution are scaled using the factor defined by equation
(6.31), in order to satisfy the constraint included in equation (6.32).

3. The average array gain Gk is then evaluated for each solution, and it is used as a ranking
in order to determine the best solution of the population.

4. After evaluating the performance of each candidate solution in the population, a selection
process is applied. It consists of selecting the best 10% solutions of the population by
removing the remaining solutions.

5. The 90% remaining solutions of the new population are then generated by uniform crossover
of the best candidates.

6. Mutations are applied to the whole new population, excluding the best solution, adding a
random Gaussian complex value to each element of the candidate solution (PM = 1). The
standard deviation of this random mutation factor is updated in every iteration. When the
best gain achieved in the current iteration is higher than the one obtained in the previous
iteration, the standard deviation is increased by a 20%, otherwise it is reduced by 50%.

7. The process is reiterated 100 times from step 2 to 6.



6.4. Optimization of the filter coefficients using a database of microphone responses 131

The candidate solution that achieves the highest average array gain over the design set is selected
as the final solution. The values of the parameters of the evolutionary algorithm (population
size, crossover rate, mutation scheme and number of generations) have been found to obtain
a quite good tradeoff between design time and array gain for the experiments carried out in
this paper. This first approach has been labeled in this work as maximum gain with minimum
amplitude distortion response (MGMADR).

6.4.2 Solution approximated by averaging the filter coefficients

The second proposed approach approximates the solution of (6.32) by a two-step procedure.
Considering that the anthropometric differences between the heads of different subjects are
relatively small, it can be assumed that the individual filter coefficients obtained by solving
(6.15) do not differ much from subject to subject. Furthermore, taking into account that the
average array gain in (6.25) is composed of a summation of individual terms, an estimation of
the filter coefficients can be obtained by averaging the individual coefficients of each subject.
The two-step procedures is:

1. Estimation of the coefficients according to v1)
k = 1

S

∑S
i=1 wk|S=si where wk|S=si are the

filter coefficients fitted to the i-th subject.

2. Scale the estimated coefficients v1)
k by dk according to (6.31), v2)

k = dk ·v1)
k , to ensure that

the approximated coefficients satisfy the constraint in (6.32). This step is very important
in order to minimize speech distortion, due to the fact that a simple average of the filter
coefficients leads to a high distortion solution.

This second optimization method does not assure a maximum average array gain, but it is
much faster than the solution proposed using other methods and, as it will be shown in the
results of the next section, it practically matches the results obtained from the first approach
based on evolutionary computation. This second approach has been labeled as approximated
maximum gain minimum amplitude distortion response (AMGMADR).

6.4.3 Multifrequency optimization with minimum phase distortion

The optimization problem proposed in (6.32) enables to maximize the average array gain, finding
the scaling factor dk that provides the minimum average amplitude distortion AD. However,
the filter coefficients are not directly optimized to minimize amplitude and phase distortions. In
this third approach, the optimization problem is reformulated in order to maximize the average
array gain and, at the same time, minimize both the average amplitude and phase distortions
AD and PD. For this purpose, the next multi-objective minimization problem is formulated

max
wKmin

,...,wKmax

{
G− αAD − βPD

}

subject to

(
S∏

s=1

|wH
k · bsk|

) 1
S

= 1 ∀k ∈ kmin, ..., kmax, (6.33)

where α and β are the weighting values that control the influence of the different terms in the
optimization. Different values of α and β have been considered, finding α = 3 and β = 10 as a
correct tradeoff between gain maximization and distortion reduction. Note that the constraint
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in (6.33) is only applied to the modulus in this case, but according to (6.30), the value of dk
with minimum AD is still ensured. In addition, measuring the linearity of the phase implies
all frequency bands, so it is necessary to perform a multifrequency optimization for all the
frequencies at once, making the solution to this problem more difficult. A tailored evolutionary
algorithm is proposed to solve this particular problem. The novelty in this case is that the best
candidates are selected not only considering those that minimize the output noise power, but
also those that obtain lower amplitude and phase distortions. The differences with the previous
EA described in section 6.4.1 are:

� In step 1, the solution to the second approach, AMGMADR, is also introduced as an initial
solution to the population.

� In step 2, only the modulus of the coefficients is scaled.

� In step 3, the average array gain, amplitude distortion AD and phase distortion PD are
computed to evaluate the multi-objective cost function.

� In step 7, the process is reiterated now 1000 times (from step 2).

The candidate solution that achieves the highest value of G−αAD−βPD over the design set
is selected as the final solution. Again, the values of the parameters of the evolutionary algorithm
(population size, crossover rate, mutation scheme and number of generations) have been found
to obtain a fairly good tradeoff between the design time and the array gain achieved from the
experiments carried out in this paper. This third approach has been labeled as maximum gain
with minimum distortion response (MGMDR).

6.4.4 Binaural output beamformer

The output of the MVDR beamformer is a monaural enhanced signal. However, in the case of
binaural hearing aids, the enhanced monaural signal must be further converted into a binaural
signal, in order to preserve the spatial information. The method proposed in this work to obtain
the binaural signal is based on the method described in [Lotter and Vary, 2006], which proposes
to use the beamformer monaural output for the calculation of spectral weights that are applied
to the array input channels. Unlike the devices considered in that work, which only contain a
single microphone, the devices in the current work contain multiple microphones. The original
method is extended to this case.

Figure 6.6 shows a block diagram of the proposed method. The output of the MVDR
beamformer, Y (k), is obtained by combining the input signals of both the left and right devices,
XL1(k)...XLM (k) and XR1(k)...XRM (k) respectively. The enhanced monaural signal Y (k) is
used to compute the weights Gb(k), which are the same for both ears in order to preserve the
spatial cues. In the original method proposed in [Lotter and Vary, 2006], the weights Gb(k) are
computed using the input signals received by the microphones placed in each device, and the
output is obtained by weighting these signals with the weights calculated. In order to adapt
this schema to the multichannel input case, it is proposed that the signals that are used to
calculate the weights and to produce the binaural output are an aligned combination of the
input signals received by the microphones of the same device. The aligned combination is
obtained by computing a simple DS beamformer with the input channels of each device. The
outputs of the left and right DS beamformers, XDS

L (k) and XDS
R (k) respectively, are multiplied
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Figure 6.6: Binaural output beamformer.

by the weighting coefficients Gb(k), that are calculated according to expression (6.34). The
output is the enhanced binaural signals, ŜL(k) and ŜR(k).

Gb(k) =
|Y (k)|

|XDS
L |+ |XDS

R |
. (6.34)

6.5 Experimental work and results

This section describes the experiments conducted to valuate the performance of the different
design methods proposed in this chapter, as well as the results obtained. All the experiments
have been performed with the HRTFs of the CIPIC database described in section 2.5.3.3, using
a sampling rate of fs = 16 kHz and K = 129 frequency bands, which corresponds to the use
of a 256-point DFT decomposition. The idea of splitting the database into two different sets of
subjects, one for design and another for test, is worthwhile when there is an extensive database
available. However, the CIPIC database only contains 45 subjects, which is a reduced number
to halve the database without running the risk of over-fitting. Nevertheless, the database can
be extended with bootstrapping techniques, using the ‘leave-one-out cross-validation’ technique
(LOOCV) [Efron, 1979]. According to this paradigm, the test set is reduced to only one subject,
designing the coefficients with the remaining 44 subjects, repeating the design and evaluation
process 45 times, changing the test subject in every iteration. Using this technique, the database
limitation is overcome.

In order to compare different array configurations, 13 different microphone arrangements,
6 monaural and 7 binaural, have been assessed. The placement of the microphones within the
hearing device is shown in figure 6.7, which has scaled dimensions. The yellow rectangle repre-
sents the ITC device contour of 1.5 x 1 cm and the black circles represent the microphones of 0.25
cm of diameter. Binaural arrays are symmetric, containing the same microphone arrangement
in both ears, while monaural configurations only consider the left ear, using HLs(k, θ, φ) in that
case. Each configuration is labeled according to N-CX-M or N-CX-B, N being the total number
of microphones of the array, X a number that indicates the configuration of the microphones,
which are represented in figure 6.7, and M and B indicate whether the configuration is monaural
or binaural, respectively. Note that the configuration ‘C0’ is only binaural, the configuration
2-C0-B being an array composed of a microphone placed in each eardrum. The evaluation of
these 13 arrays will not provide exactly the best solution, but it is a rough approximation,



134 Chapter 6. Design of microphone arrays for hearing aids optimized to unknown subjects

2-C0-B 2-C1-X 2-C2-X 2-C3-X 2-C4-X 4-C5-X 4-C6-X

Figure 6.7: Microphone array configurations. Binaural arrays contain the same microphone in
both devices. The first number of the label represents the total number of microphones, and the last
letter whether it is a monaural or binaural array. Configuration 2-C0-B is only binaural.

due to the fact that the proposed arrays have different orientations and number of elements
and they are inside a very small device, where the alternatives for microphone placement are
limited. Moreover, the advantages and disadvantages of using binaural microphone arrays and
increasing the number of microphones can be evaluated.

To evaluate the different design approaches and array configurations, a set of experiments
has been carried out in two different design scenarios: known test HRTF and unknown test
HRTF. In the first case, the average array gain is computed according to expression (6.20).
In the second case, in addition to the average array gain, the amplitude and phase distortions
according to expressions (6.21) and (6.23) and the gain reduction caused by errors in the steering
vector according to expression (6.24) are calculated, for each of the microphone configurations
shown in figure 6.7. Finally, the speech intelligibility obtained by the different methods and
array configurations has been evaluated using the PESQ parameter in two different scenarios,
white noise and babble noise.

6.5.1 Known test HRTFs

When the HRTF of the intended user of the array is known, the coefficients can be easily fitted to
each subject using the standard MVDR given by equation (6.16). This case is labeled as Known
HRTF-MVDR. In this case, the gain shown is an average of the gain obtained for all the subjects
of the database, calculating the frequency response with their fitted filter coefficients. This is
the maximum gain achieved for the arrays with the MVDR method, obtaining a distortionless
response. These values will be the reference values to measure gain reduction and distortions
when the HRTF is unknown.

Table 6.1 contains the mean value, maximum value, minimum value and standard deviation
of the array gain in the speech frequency range for all of the subjects with fitted filter coefficients.
Looking at the mean values it can be generalized that the 4-C6-M and 8-C6-B configurations
obtain the best array gain for monaural and binaural configurations respectively, regardless of
the subject. These configurations have also the lowest deviation from the mean value. Regarding
the gain variability from subject to subject, binaural configurations obtain lower deviation than
the monaural ones. The improvement introduced by the binaural configurations in comparison to
the same monaural configurations is 2.83 dB on average. Furthermore, comparing the different
binaural configurations with configuration 2-C0-B, it is noticeable that the increment of the
number of microphones leads to meaningful higher gains.

6.5.2 Unknown test HRTFs

In the most common case in which the HRTF of the final user of the hearing aid is unknown,
the use of a non-fitted array design causes gain reduction, and amplitude and phase distortions.
In a first approach, this performance reduction can be deduced by evaluating the average gain
reduction and distortions caused in case a person wears a device containing the filter coefficients
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Table 6.1: Array gain (dB) in the speech frequency band averaged over S subjects, in the case of
Known HRTF-MVDR.

ARRAY Mean Max Min Std
2-C1-M 5.36 7.30 4.41 0.61
2-C2-M 5.34 7.29 4.40 0.61
2-C3-M 0.51 2.94 -0.53 0.76
2-C4-M 1.72 3.95 0.78 0.67
4-C5-M 5.59 7.48 4.65 0.59
4-C6-M 7.87 9.78 7.02 0.58
2-C0-B 3.35 4.98 2.57 0.51
4-C1-B 8.06 9.10 7.35 0.40
4-C2-B 8.05 9.10 7.33 0.40
4-C3-B 3.52 4.98 2.71 0.52
4-C4-B 4.74 6.27 4.00 0.45
8-C5-B 8.35 9.45 7.70 0.38
8-C6-B 10.62 11.62 9.94 0.36

fitted to another person. This experiment is carried out by evaluating equations (6.20), (6.21)
and (6.23) for the test subject using the coefficients fitted to each subject of the design dataset.
The gain reduction and distortions of one subject of the test set are calculated by taking the av-
erage of the gain reduction and distortions obtained when this subject uses the fitted coefficients
to each subject of the design set. This solution is labeled as Unknown HRTF-MVDR. In order
to minimize the gain reduction and distortions, the three approaches described in section 6.4
have been implemented. They are labeled as Unknown HRTF-MGMADR, -AMGMADR and
-MGMDR, respectively. Furthermore, the results obtained by the proposed optimization meth-
ods are compared to the results obtained in the case of computing the microphone responses
with the HRTF model proposed in [Brown and Duda, 1997], which is a simple model that ap-
proximates the head by a sphere and it only needs a body measurement of the subject. In this
work, the radius of the sphere has been obtained by averaging the anthropometric measurements
of the distance between ears and the distance between the forehead and the nape, which are
also provided in the CIPIC database. This method is labeled as Unknown HRTF-MODEL.

Table 6.2 shows the average array gain reduction (%) in the speech frequency range for the
five different methods with unknown HRTF, in relation to the array gain obtained with known
HRTF (table 6.1). The values have been averaged for all of the subjects in the 5 different
methods. The standard MVDR introduces up to 18% of gain reduction, due to the ignorance
in the values of the HRTF of the test subject. However, the gain reduction obtained by the
HRTF model is notably higher, reaching values up to 42%. Furthermore, the gain reduction is
higher in the case of binaural configurations. With the proposed methods, the relative average
gain reduction is drastically reduced, being approximately divided by a factor of 2 compared
to the standard MVDR with unknown HRTF. There are only slight differences among the gain
reduction of the three proposed approaches, MGMADR being the best method in terms of gain
reduction, and MGMDR method the worst of these three.

Concerning the amplitude distortion, table 6.3 shows the corresponding averaged results for
each method with unknown HRTF. Analyzing the results it is deduced that the uncertainty in
the HRTF of the final subject causes an average amplitude distortion of 3.4 dB for all the array
configurations (column labeled as MVDR). However, the optimization methods proposed achieve
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Table 6.2: Average relative array gain reduction (%) in the speech frequency band, averaged over
S subjects, in the case of Unknown HRTF.

ARRAY MVDR MODEL MGMADR AMGMADR MGMDR
2-C1-M 0.28% 6.53% 0.14% 0.14% 0.18%
2-C2-M 0.28% 6.58% 0.14% 0.15% 0.17%
2-C3-M 8.44% 57.5% 4.37% 4.55% 4.56%
2-C4-M 1.01% 3.56% 0.51% 0.53% 0.56%
4-C5-M 1.32% 10.55% 0.68% 0.71% 0.75%
4-C6-M 0.45% 1.62% 0.23% 0.23% 0.28%
2-C0-B 18.32% 36.03% 9.11% 9.23% 9.40%
4-C1-B 7.93% 21.12% 3.94% 4.00% 4.10%
4-C2-B 7.95% 21.17% 3.94% 4.01% 4.11%
4-C3-B 18.84% 42.82% 9.39% 9.52% 9.67%
4-C4-B 13.40% 27.37% 6.65% 6.76% 6.88%
8-C5-B 8.56% 23.79% 4.30% 4.33% 4.43%
8-C6-B 6.10% 13.03% 3.01% 3.07% 3.15%

Table 6.3: Amplitude distortion AD (dB) in the speech frequency band, averaged over S subjects,
in the case of Unknown HRTF.

ARRAY MVDR MODEL MGMADR AMGMADR MGMDR
2-C1-M 3.3802 3.2574 2.4172 2.4172 2.4172
2-C2-M 3.3802 3.2574 2.4172 2.4172 2.4172
2-C3-M 3.3802 3.2574 2.4172 2.4172 2.4172
2-C4-M 3.3802 3.2574 2.4172 2.4172 2.4172
4-C5-M 3.3802 3.2574 2.4172 2.4172 2.4172
4-C6-M 3.3802 3.2574 2.4172 2.4172 2.4172
2-C0-B 3.3659 3.1995 2.3590 2.3767 2.3683
4-C1-B 3.3660 3.2289 2.3589 2.3767 2.3671
4-C2-B 3.3667 3.2288 2.3597 2.3743 2.3644
4-C3-B 3.3695 3.1993 2.3606 2.3778 2.3665
4-C4-B 3.3676 3.2009 2.3593 2.3767 2.3711
8-C5-B 3.3634 3.2290 2.3608 2.3770 2.3715
8-C6-B 3.3669 3.2353 2.3600 2.3751 2.3614

a lower amplitude distortion around 2.4 dB for all the array configurations included in this work.
The amplitude distortion obtained by the HRTF model is slightly lower than the one obtained
by the standard MVDR, but in any case around 1 dB higher than the proposed methods. Note
that in the case of monaural configurations, the amplitude distortion is constant regardless
of the array configuration. In the monaural case, the term of the HRTF introduced in the
approximation carried out in equation (6.19) is the same for all the microphones, and therefore
the constraints imposed in equations (6.32) and (6.33) make the array response independent
of the array configuration. This fact causes that the amplitude distortion is the same for all
monaural configurations.

The results corresponding to phase distortion are included in table 6.4. It is appreciated that
the uncertainty in the HRTF of the final subject causes phase distortions between 0.141 and
0.145 radians for all of the array configurations, the phase distortion obtained by the model being
slightly lower. In the case of the methods proposed, MGMADR and AMGMADR obtain phase
distortions between 0.106 and 0.108 radians, and MGMDR, which includes phase distortion
reduction in the optimization, achieves phase distortions between 0.099 and 0.101 radians.
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Table 6.4: Phase distortion PD (radians) in the speech frequency band, averaged over S subjects,
in the case of Unknown HRTF.

ARRAY MVDR MODEL MGMADR AMGMADR MGMDR
2-C1-M 0.1410 0.1049 0.1077 0.1077 0.1008
2-C2-M 0.1410 0.1049 0.1076 0.1077 0.1009
2-C3-M 0.1410 0.1049 0.1077 0.1077 0.1009
2-C4-M 0.1410 0.1049 0.1075 0.1077 0.1009
4-C5-M 0.1410 0.1049 0.1078 0.1077 0.1008
4-C6-M 0.1410 0.1049 0.1076 0.1077 0.1009
2-C0-B 0.1441 0.1363 0.1061 0.1067 0.0996
4-C1-B 0.1444 0.1496 0.1061 0.1069 0.0999
4-C2-B 0.1443 0.1496 0.1063 0.1069 0.0997
4-C3-B 0.1440 0.1363 0.1060 0.1067 0.0998
4-C4-B 0.1436 0.1368 0.1061 0.1067 0.0999
8-C5-B 0.1442 0.1489 0.1063 0.1069 0.0998
8-C6-B 0.1450 0.1428 0.1063 0.1071 0.0999

Table 6.5: Gain reduction (dB) due to errors in the steering vector in the speech frequency band,
averaged over S subjects, in the case of Known and Unknown HRTF.

Known HRTF Unknown HRTF
ARRAY MVDR MVDR MODEL MGMADR AMGMADR MGMDR
2-C1-M 0.22 0.22 0.21 0.22 0.22 0.22
2-C2-M 0.22 0.22 0.21 0.22 0.22 0.22
2-C3-M 0.11 0.11 0.21 0.11 0.11 0.11
2-C4-M 0.19 0.19 0.19 0.19 0.19 0.18
4-C5-M 0.24 0.24 0.26 0.23 0.23 0.23
4-C6-M 0.38 0.38 0.38 0.38 0.38 0.38
2-C0-B 1.08 0.79 0.87 0.81 0.81 0.81
4-C1-B 1.23 0.91 1.04 0.93 0.93 0.93
4-C2-B 1.23 0.91 1.04 0.93 0.93 0.93
4-C3-B 1.09 0.80 0.88 0.82 0.82 0.82
4-C4-B 1.17 0.87 0.97 0.89 0.89 0.89
8-C5-B 1.25 0.93 1.09 0.94 0.94 0.94
8-C6-B 1.40 1.08 1.20 1.09 1.09 1.09

The effects that the errors in the steering direction have on the array gain are included in
table 6.5, in both known HRTF and unknown HRTF cases. This table shows the average gain
reduction related to the expected steering direction, computed according to equation (6.24).
The value of D used in this work is 2, corresponding to variations of ±10 in azimuth and
±11.25 in elevation, according to the angles provided in the CIPIC database. The first column
contains the gain reduction in the case of using the standard MVDR with known HRTF. It is
easily deduced that for all the methods binaural configurations are clearly more affected than
monaural configurations. The gain reduction introduced by the HRTF model is higher, as it
was expected, but the gain reduction introduced by the proposed methods is even lower than
the one obtained by the fitted filter coefficients with known HRTF, this reduction being higher
in binaural arrays. This unexpected behavior makes the proposed optimization methods more
robust against errors in the steering vector. Finally, it is worth clarifying that the gain reduction
values shown in this table are relative to the gain obtained for the steering direction of each
method.
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Table 6.6: Average and standard deviation of the PESQ value calculated in 100 speech and white
noise mixtures with a SNR of 10 dB, in the case of Known and Unknown HRTF.

Known HRTF Unknown HRTF
ARRAY MVDR MVDR MODEL MGMADR AMGMADR MGMDR

Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std
2-C1-M 3.0 0.19 2.4 0.18 2.9 0.19 3.0 0.19 3.0 0.19 3.0 0.19
2-C2-M 3.0 0.19 2.4 0.18 2.9 0.19 3.0 0.19 3.0 0.19 3.0 0.19
2-C3-M 2.7 0.20 2.2 0.19 2.6 0.19 2.7 0.19 2.7 0.19 2.7 0.19
2-C4-M 2.7 0.20 2.2 0.19 2.7 0.19 2.7 0.19 2.7 0.19 2.7 0.19
4-C5-M 3.0 0.19 2.4 0.18 2.9 0.19 3.0 0.19 3.0 0.19 3.0 0.19
4-C6-M 3.1 0.19 2.6 0.18 3.1 0.19 3.1 0.19 3.1 0.19 3.1 0.19
2-C0-B 2.9 0.19 2.3 0.18 2.9 0.17 2.8 0.19 2.8 0.19 2.8 0.19
4-C1-B 3.2 0.18 2.5 0.18 3.1 0.18 3.2 0.18 3.2 0.18 3.2 0.18
4-C2-B 3.2 0.19 2.5 0.18 3.1 0.18 3.2 0.18 3.2 0.19 3.2 0.19
4-C3-B 2.9 0.19 2.3 0.18 2.8 0.17 2.9 0.19 2.7 0.19 2.9 0.19
4-C4-B 2.9 0.19 2.3 0.18 2.8 0.17 2.9 0.19 2.7 0.19 2.9 0.19
8-C5-B 3.2 0.19 2.5 0.18 3.1 0.18 3.2 0.19 3.2 0.19 3.2 0.19
8-C6-B 3.3 0.19 2.7 0.18 3.2 0.18 3.3 0.19 3.3 0.19 3.3 0.19

Table 6.7: Average and standard deviation of the PESQ value calculated in 100 speech and babble
noise mixtures with a SNR of 10 dB, in the case of Known and Unknown HRTF.

Known HRTF Unknown HRTF
ARRAY MVDR MVDR MODEL MGMADR AMGMADR MGMDR

Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std
2-C1-M 2.9 0.14 1.4 0.16 2.8 0.13 2.9 0.14 2.9 0.14 2.9 0.14
2-C2-M 2.9 0.14 1.4 0.16 2.8 0.14 2.9 0.14 2.9 0.14 2.9 0.14
2-C3-M 2.3 0.16 1.2 0.18 2.3 0.15 2.3 0.16 2.3 0.16 2.3 0.16
2-C4-M 2.4 0.15 1.2 0.17 2.4 0.14 2.4 0.15 2.4 0.15 2.4 0.15
4-C5-M 2.8 0.14 1.4 0.16 2.8 0.14 2.9 0.14 2.9 0.14 2.9 0.14
4-C6-M 3.0 0.14 1.5 0.16 2.9 0.14 3.0 0.14 3.0 0.14 3.0 0.14
2-C0-M 2.4 0.15 1.2 0.17 2.3 0.15 2.4 0.15 2.4 0.15 2.4 0.15
4-C1-M 3.0 0.14 1.5 0.16 2.9 0.14 3.0 0.14 3.0 0.14 3.0 0.14
4-C2-M 3.0 0.14 1.5 0.16 2.9 0.13 3.0 0.14 3.0 0.14 3.0 0.14
4-C3-M 2.4 0.16 1.2 0.17 2.4 0.15 2.4 0.15 2.4 0.15 2.4 0.15
4-C4-M 2.5 0.15 1.3 0.17 2.5 0.15 2.5 0.14 2.5 0.14 2.5 0.14
8-C5-M 2.9 0.14 1.4 0.16 2.8 0.13 2.9 0.14 2.9 0.14 2.9 0.14
8-C6-M 3.1 0.14 1.5 0.16 3.0 0.14 3.1 0.14 3.1 0.14 3.1 0.14

In addition to compute the amplitude and phase distortions to measure the speech quality,
the PESQ parameter is calculated in two different scenarios: white noise and babble noise. The
PESQ evaluation is performed by mixing a speech source located in the straight ahead direction
with the two types of noise, with a SNR of 10 dB. The first type of noise is spatially uncorrelated
white noise coming from all the other directions defined in the CIPIC database, and the second
type of noise is babble noise generated by random speech sources coming also from the directions
defined in the CIPIC database. A total of 100 simulations changing the target speech source
have been executed for each method and array. The speech sources have been selected randomly
from the TIMIT database. The averaged PESQ values and standard deviations are included in
table 6.6 for white noise and table 6.7 for babble noise. Comparing the results obtained with
the standard MVDR with known HRTF with the ones obtained with the standard MVDR in
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the case of unknown HRTF, an average PESQ reduction of 20% for white noise and 50% for
babble noise is deduced. The values obtained by the HRTF model are slightly lower (around
2.5% in both noises) than the ones obtained with the fitted coefficients, but they are acceptable.
However, the PESQ values obtained by the proposed optimization methods are similar than the
ones obtained in the case of known HRTF, with an unappreciable decrease around 0.26% in the
case of MGMADR and MGMDR, and 1.33% in the case of AMGMADR. The relative behavior
of the different methods in terms of PESQ is the same for both types of noise, but in the case
of babble noise all PESQ values are around 9% lower in average. The low standard deviations
obtained in both cases guarantee that there is not large variations of speech quality between the
different subjects.

6.6 Discussion

This chapter tackles the problem of designing microphone arrays for speech enhancement in
monaural and binaural ITC hearing aids, considering the head shadow effects, which are mod-
eled with the so-called HRTFs. When the HRTF of the subject is known, the filter coefficients
are easily optimized using a standard MVDR beamformer. However, the availability of these
HRTFs in real scenarios is limited, and the filter coefficients cannot be fitted to the subject,
thus causing gain reduction and introducing both amplitude and phase distortions in the speech
signal. The parameters AD and PD that measure these two distortions over a set of subjects
have been introduced. Furthermore, three different approaches to optimize the filter coefficients
by maximizing the average array gain while minimizing the average distortions have been pro-
posed, using a design dataset. In addition, the proposed methods have been evaluated with 13
different array configurations, 6 monaural and 7 binaural.

The results of the experiments carried out in this work demonstrate that the proposed opti-
mization methods reduce significantly the gain reduction and distortions caused by computing
the filter coefficients with unknown HRTF of the subject. The methods are also more robust to
errors in the steering vector. Furthermore, it has been shown that the use of a simple HRTF
model that does not entail tedious anthropometric measurements notably decreases the array
gain, although the amplitude and phase distortions do not worsen significantly. Comparing the
three optimization methods proposed, it is deduced a tradeoff between distortion reduction and
computational cost of the design stage. When computation is not a constraint, the MGMDR
solution is the best one, even though it obtains slightly higher gain reduction than the other
two options, but with the smallest distortions. On the other hand, if the computation time
is a restriction, the AMGMADR solution is the most suitable. Finally, regarding the different
array configurations, it has been found that binaural arrays improve 2.83 dB on average the
gain obtained by the monaural arrays, as well as an increase in the number of microphones in
binaural arrays from 2 to 8 raises drastically the gain in 7.3 dB.

6.7 Summary of contributions

The main contributions described in this chapter of the thesis are the following:

� A simple expression to calculate the directivity pattern introducing the HRTF of the
subject is proposed. The frequency response of any microphone placed inside a hearing
aid centered in the origin of coordinates is approximated by multiplying the free-field
microphone response by the HRTF.
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� Measurements for gain reduction and amplitude and phase distortions caused by the use of
filter coefficients that are not fitted to a specific subject of a database have been proposed.
Additionally, a measure of the gain reduction due to errors in the steering direction has
also been proposed.

� Three different approaches to optimize the filter coefficients in case of unknown HRTF
have been proposed. The three methods aim at maximizing the average array gain while
minimizing the average distortions, using a design dataset. The results of the experiments
carried out in this work have demonstrated that the proposed optimization methods reduce
significantly the gain reduction and distortions caused by computing the filter coefficients
with unknown HRTF of the subject. The methods are also more robust to errors in the
steering vector. Additionally, the proposed methods have been compared to a simple
HRTF model that does not entail tedious anthropometric measurements. The HRTF
model notably decreases the array gain, although the amplitude and phase distortions do
not worsen significantly.

� A schema to generate a binaural output from two multichannel arrays, one placed in each
ear, has been proposed. The schema combines the input channels of each device with a
DS beamformer and applies to their output a spectral gain that is calculated from the
monaural output of the MVDR beamformer.

� Different microphone array configurations have been compared, including monaural and
binaural arrays. The improvement obtained by binaural arrays has been amply demon-
strated. The increment in the number of microphones that compose the array has also
important benefits in the array gain.

These contributions have been published in [Ayllón et al., 2013a] and [Ayllón et al., 2011b].
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Conclusions

This chapter summarizes the main contributions of the thesis and analyses the results obtained
along the thesis. It also includes a description of the future research lines. The chapter concludes
with a list of the publications obtained from the main contributions of this thesis.

7.1 Summary of conclusions

In this thesis, sound source separation methods and microphone array signal processing tech-
niques have been combined with machine learning and evolutionary computation, with the main
objective of enhancing corrupted speech in audiological applications. First, a comprehensive re-
view of the state of the art in this field has been carried out, as well as the the basis for speech
enhancement in the time-frequency domain have been studied.

In this section, the contributions and conclusions derived from the research work carried
out to fulfill each of the goals of this thesis are described. Each of the successive subsections is
related to one of the goals of the thesis.

7.1.1 Improvement of time-frequency SSS methods based on clustering

The DUET algorithm is one of the most important algorithms for SSS in the time-frequency
domain, performing separation using only two mixtures. One of the steps of the algorithm is
the clustering of estimates of the level and time differences between two microphones, which
is performed by a two-dimensional weighted histogram. The clustering step allows estimating
the mixing parameters by identifying the peaks of the clusters. Unfortunately, in some cases,
the clusters are not well defined and the performance of the algorithm is drastically affected.
In order to improve the performance of the DUET algorithm, the next contributions have been
made.

� The first step of the research has been the evaluation of the DUET algorithm for the
separation of different types of mixtures and sources, including linear and binaural anechoic
mixtures, echoic mixtures, and mixtures of speech with other types of sources such as
noise and music. These experiments demonstrate the need for more advanced clustering
techniques.

� After finding the limitations of the DUET algorithm in some situations, a novel source
separation algorithm that combines the mean shift clustering technique with the basis of
DUET has been proposed. The clustering step in DUET, which is based on a weighted
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Figure 7.1: Average WDO values obtained by the DUET, DUET-KM and the proposed WG-MS
algorithms for the separation of 2, 3 and 4 sources in different types of mixtures.

histogram, is replaced by a generalized version of the mean shift algorithm. A weighted-
Gaussian kernel mean shift vector has been inferred and included in an iterative process
to clusterize the bi-dimensional feature input space composed of the level and time differ-
ences between the two microphones. The proposed WG-MS algorithm has been tested in
different scenarios: linear and binaural anechoic speech mixtures, echoic speech mixtures
with different reverberation coefficients, and anechoic mixtures of speech with noise and
speech with music. The WG-MS algorithm has been compared with the original DUET
algorithm and with a modification thereof which introduces the k-means algorithm in the
clustering step.

� The WG-MS algorithm, which is originally proposed for two microphones, has been ex-
tended to the case of any number of microphones and array geometry. The weighted
Gaussian mean shift algorithm previously proposed allows clustering a feature space of
any dimension. However, it is necessary to infer a new expression for the ML source esti-
mator to consider any number of microphones. Several experiments varying the number
of microphones support the suitability of the method, which shows a special robustness in
the case of echoic mixtures.

The main results obtained by the WG-MS are summarized in figure 7.1, which represents the
average WDO values obtained by the DUET, DUET-KM and the proposed WG-MS algorithms
for the separation of 2, 3 and 4 sources in different types of mixtures. The results demonstrate
that the WG-MS algorithm clearly outperforms the original DUET and its modification using
k-means in the clustering step (DUET-KM). The improvement is amply noticeable in case of
binaural and echoic mixtures and when speech is mixed with non-speech sources, cases in which
the clusters are not so well defined in comparison to the linear anechoic case. The replacement
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of the DUET histogram by a simple clustering technique such as k-means clearly improves the
results, which are largely outperformed by the proposed WG-MS algorithm in any case.

In summary, the proposed WG-MS algorithm has obtained excellent results, notably im-
proving the ones obtained by the original DUET algorithm. The generalization of the proposed
algorithm for an array of any number of microphones and geometry increases the robustness of
the method in reverberant mixtures.

7.1.2 Solutions for the speech source enumeration problem

Determining the number of speech sources is a critical first step for some SSS algorithms, which
sometimes assume to know the number of sources in advance. A novel speech source enumeration
algorithm has been proposed in this thesis. The algorithm uses an AR model to estimate the
PDF of the time differences between two microphones. An information theoretic criteria is used
to estimate the order of the AR model, which determines the number of sources in the mixture.

The results obtained by the algorithm for the enumeration of 2, 3, 4 and 5 speech sources in
anechoic mixtures are shown in figure 3.10. The number of sources is estimated with high accu-
racy for 2 and 3 sources in the mixture. When the number of sources increases, the estimation
error also increases, but it is as low as 20% for 5 sources in the mixture, which is a noticeable
good value for speech enumeration.

In short, the algorithm has obtained very good results and it has shown good robustness in
the enumeration of anechoic mixtures up to 5 speech sources. Additionally, the potential of the
algorithm to enumerate sources in echoic mixtures has been demonstrated.

7.1.3 Speech enhancement to improve intelligibility in monaural hearing aids

The main goal of this thesis is the design of speech enhancement algorithms for audiological
applications, specifically for hearing aids. Traditional single-channel speech enhancement algo-
rithms may improve the SNR, but they can not yet prove to enhance the speech intelligibility.
However, the requirements in hearing aids are higher that the ones found in other type of appli-
cations: the improvement of intelligibility is crucial and the computational cost of the algorithms
should be relatively low.

Considering these two requirements, the first goal of the thesis related to hearing aids is the
development of an algorithm that increases the intelligibility of corrupted speech in monaural
hearing aids. The proposed algorithm combines supervised machine learning and evolutionary
computation to estimate a time-frequency mask that aims at maximizing an objective measure-
ment correlated with intelligibility. The main contributions related to this objective are listed
below.

� Three different time-frequency masks have been proposed and compared to the CASA
IBM for single-channel noise reduction. One of them is also a binary mask and the other
two are soft masks. The experiments carried out have demonstrated that the use of soft
masks instead of binary masks is beneficial for single-channel speech enhancement.

� It has been proved that the performance of the time-frequency masks depends on the
frequency resolution of the STFT used to compute the time-frequency representation of
the signals.

� A study of the computational resources available for signal processing in state-of-the-art
commercial hearing aids has been carried out. The result of this study has been used
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to limit the computational cost of the speech enhancement algorithm for hearing aids
proposed in this thesis.

� A generalization of the least squares estimator (GLSE) is proposed. The estimator is
adapted to use any transformation of the input features.

� A novel set of features to estimate the time-frequency mask has been proposed. The
main novelty resides in the fact that the information of neighbor time-frequency points is
included as input features. Additionally, two different alternatives to introduce the infor-
mation regarding to the previous time frames have been proposed: the use of instantaneous
values and the use of different EWMA.

� A low-cost algorithm for single-channel speech enhancement in monaural hearing aids has
been proposed. The algorithm aims at maximizing the output PESQ score with a tailored
optimization algorithm that uses a previous estimation of the proposed Wiener soft mask,
which is estimated with the GLSE. In order to reduce the computational cost of the pro-
posed speech enhancement algorithm, a feature selection algorithm based on evolutionary
computation has also been proposed. The results obtained with the proposed algorithm
have shown good intelligibility increase using a small part of the available computational
resources.

� A relationship between the PESQ score and the SNR has been obtained, using the NOIZEUS
database.

The results of the proposed algorithm for monaural hearing aids are summarized in table
4.1. The table contains the PESQ values corresponding to the unprocessed mixture and the
ones obtained by the proposed algorithm in the test set using different number of features. The
proposed algorithm clearly improves the output speech quality, even for a low SNR of -5 dB.
An average improvement of 0.31 in the output PESQ score is obtained using only 7.4 % of the
computational resources available for signal processing, which is equivalent to an increment of
6 dB in the SNR. Additionally, the computational cost can be further reduced to only a 5.1%
obtaining an average improvement of 0.19 in the output PESQ score, which is still a good value
and equivalent to 4.5 dB.

In conclusion, the proposed algorithm has obtained good speech intelligibility improvement
using a very small part of the available computational resources in hearing aids. The use of
supervised machine learning has been found to be a computationally efficient alternative to the
use of traditional CASA techniques in the estimation of time-frequency masks.

7.1.4 Energy efficient speech enhancement in binaural hearing aids

Binaural hearing aids provide important benefits associated to binaural hearing, but they require
the exchange of information between the left and the right devices. Due to aesthetic reasons,
the best solution is the use of a wireless link for data transmission, which increments the power
consumption.

One of the objectives in this thesis is the design of speech enhancement systems that in-
crease the energy efficiency of wireless-communicated binaural hearing aids. In addition to the
requirements of monaural devices, binaural systems should optimize the data transmission in
order to reduce the power consumption associated to the wireless link. The proposed algorithms
are based on supervised machine learning and they are optimized by means of evolutionary
computation.
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Two different algorithms for speech enhancement in binaural hearing aids have been pro-
posed, originating the next contributions.

� An extremely low-cost binaural speech separation system that maximizes the WDO has
been proposed. It is based on a quadratic discriminant that uses the ILD and ITD to
classify each time-frequency point between speech or noise. The weights are calculated
with a tailored evolutionary algorithm that aims at maximizing the WDO factor.

� A generalized version of the LS-LDA has been proposed. The LS-GDA allows applying
any type of transformation to the input features, in order to obtain non-linear decision
boundaries.

� A low-cost binaural speech separation system that estimates the IBM using the information
of the current and neighbor time-frequency points has been proposed. It is based on the
LS-GDA and its computational cost directly depends on the number of input features
considered for classification.

� A weighted MSE metric has been introduced into the LS-GDA. The metric allows esti-
mating the IBM and maximizing the WDO factor at the same time.

� A novel set of features to classify a time-frequency point between speech or noise is pre-
sented. The main novelty resides in considering the information related to the neighbor
time-frequency points for classification.

� A transmission schema to enhance the energy efficiency of the wireless-communicated
binaural hearing aids has been introduced. The schema quantizes the amplitude and
phase values of each frequency band with a different number of bits. The bit distribution
among frequency bands is optimized by means of evolutionary computation.

The first proposed algorithm needs lower computational resources than the second one, but
the latter obtains better results and it is clearly feasible to be implemented in a hearing aid. The
results of both algorithms are compared in figure 5.6, which represents the WDO values averaged
over the test set as a function of the number of bits transmitted from the right to the left device.
The results show excellent separation performance even for low SNR when transmitting at 512
kbps, but the performance is still very good when the bit rate is reduced down to 16 kbps, and
acceptable even only transmitting 2 kbps.

To summarize, the two proposed algorithms have obtained good speech intelligibility im-
provement using low computational resources and low transmission bit rate, which supports the
feasibility of the algorithms to be implemented in commercial hearing aids.

7.1.5 Design of optimized microphone arrays for unknown subjects

Concerning the design of microphone arrays for hearing aids, an interesting problem has been
detected: how to customize a spatial filter to a determined person when the information related
to his head (i.e. HRTF) is not available. The objective in this thesis is to generalize the design of
customized microphone arrays for speech enhancement in monaural and binaural hearing aids.
With this respect, three different optimization methods have been proposed, aiming at minimize
the gain reduction and distortions introduced by the lack of such information.

The next contributions related to this problem have been made in this thesis.
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Table 7.1: Array gain obtained in the case of known HRTF, and averaged gain reduction, averaged
amplitude distortion and averaged phase distortion in the case of unknown HRTF using a standard
MVDR, and the proposed MGMDR method, for the monaural array 4-C6-M and the binaural arrays
2-C0-B and 8-C6-B.

ARRAY G G loss AD PD
Known HRTF MVDR MGMDR MVDR MGMDR MVDR MGMDR

4-C6-M 7.87 dB 0.45 % 0.28 % 3.38 dB 2.42 dB 0.141 rad 0.100 rad
2-C0-B 3.35 dB 18.32 % 9.40 % 3.37 dB 2.37 dB 0.144 rad 0.099 rad
8-C6-B 10.62 dB 6.10 % 3.15 % 3.37 dB 2.36 dB 0.145 rad 0.099 rad

� A simple expression to calculate the directivity pattern of an array considering the HRTF
of the subject is proposed. The frequency response of any microphone placed inside a
hearing aid centered in the origin of coordinates is approximated by multiplying the free-
field microphone response by the HRTF function.

� Measurements for gain reduction and amplitude and phase distortions caused by the use
of beamforming filter coefficients that are not fitted to a specific subject of a database have
been proposed. Additionally, a measure of the gain reduction due to errors in the steering
direction has also been proposed.

� Three different approaches to optimize the beamforming filter coefficients in case of un-
known HRTF have been proposed. The three methods aim at maximizing the average
array gain while minimizing the average distortions, using a design dataset. The results of
the experiments carried out in this work have demonstrated that the proposed optimiza-
tion methods reduce significantly the gain reduction and distortions caused by computing
the filter coefficients with unknown HRTF of the subject. The methods are also more
robust to errors in the steering vector. Additionally, the proposed methods have been
compared to a simple HRTF model that does not entail tedious anthropometric measure-
ments. The HRTF model notably decreases the array gain, although the amplitude and
phase distortions do not worsen significantly.

� A schema to generate a binaural output from two multichannel arrays, one placed in each
hearing aid, has been proposed. The schema combines the input channels of each device
with a DS beamformer and applies to their outputs a spectral gain that is calculated from
the monaural output of the MVDR beamformer.

� Different microphone array configurations have been compared, including monaural and
binaural arrays, in terms of the array gain obtained by a MVDR beamformer. The im-
provement obtained by binaural arrays has been amply demonstrated. The increment in
the number of microphones that compose the array has also important benefits in the
array gain.

Table 7.1 summarizes the main results obtained by the proposed optimization method MG-
MDR, which represents the best tradeoff between gain reduction and distortions among the three
proposed methods. The gain reduction and the amplitude and phase distortions caused by the
lack of knowledge of the HRTF are clearly reduced by the proposed optimization algorithm.
The increment in the array gain obtained by the use of binaural arrays is also demonstrated, as
well as the increment obtained by the use of arrays with higher number of microphones.
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In brief, the results obtained show an important improvement in terms of array gain and
speech distortions, leading to a noticeable improvement in the speech intelligibility of the output
signal. Additionally, the use of binaural arrays has been justified.

7.2 Future research lines

The research carried out in this thesis is not intended to close any research line, but tries
to expand the knowledge in the research field of speech enhancement and its application to
engineering constrained problems such as hearing aids. Indeed, some of the algorithms proposed
in this thesis open new and promising research lines. Considering the theoretical studies and
the results derived in this thesis, the next future research lines are proposed:

� The WG-MS algorithm for SSS proposed in chapter 3 was generalized to perform separation
with microphone arrays of any number of elements and geometry. Although the results
of the experiments carried out with echoic mixtures are promising, the study should be
extended with different array configurations and with real measurements.

� The speech source enumeration method proposed in chapter 3 has shown excellent perfor-
mance for anechoic mixtures and demonstrated its potential to perform source enumeration
in echoic mixtures. The presented results are promising, but further research is necessary
in order to determine the robustness in echoic and noisy environments, the dependence on
the relative positions of speech sources as well as their energy.

� The performance of different time-frequency masks in terms of PESQ score has been eval-
uated for single-channel speech enhancement. The time-frequency decomposition has been
based on the STFT, but the effects of using other transformations such as a cochleagram
or a discrete wavelet transform should be further studied.

� The proposed speech enhancement algorithm for monaural hearing aids has been designed
to maximize the PESQ score, which is a metric correlated with intelligibility. However,
some other metrics higher correlated with the intelligibility exist, and the same design
approach can be applied to maximize any other metric.

� The metrics that correlate with intelligibility in the case of normal hearing people do not
necessarily correlate in the same way for hearing-impaired people. In order to ensure that
the designed algorithms also improve the speech intelligibility in people with hearing loss,
new experiments should be carried out with hearing-impaired people.

� The binaural speech enhancement systems proposed in chapter 5 use time-frequency binary
masks. The effect of using soft masks can be further studied, although it would imply
higher data transmission.

� The algorithms designed in chapter 6 are useful to optimize the beamformer filter coef-
ficients when the HRTF of the subject is not available. Although they are designed to
minimize the gain reduction and distortions, they showed an increase in the robustness
against errors in the steering vector. However, this robustness should be increased using ro-
bust beamforming techniques, and the proposed optimization techniques can be expanded
to design this kind of beamformers.
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• C. Llerena, R. Gil-Pita, L. Álvarez, L. Cuadra, and D. Ayllón. (2012, March). Com-
paring Two Methods Based on Time-Frequency Analysis to Estimate the Instan-
taneous Mixing Matrix in Blind Audio Source Separation. In Audio Engineering
Society Conference: 45th International Conference: Applications of Time-Frequency
Processing in Audio. Audio Engineering Society.

• D. Ayllón, A. Levi, and H. Silverman. (2011). Real-time phase-isolation algorithm
for speech separation. In 19th European signal processing conference (EUSIPCO).
Eurasip.

• R. Ahmed, R. Gil-Pita, D. Ayllón, and L. Alvarez-Perez. (2011, May). Speech Source
Separation Using a Multi-Pitch Harmonic Product Spectrum Based Algorithm. In
Audio Engineering Society Convention 130. Audio Engineering Society.



150 Chapter 7. Conclusions



Bibliography

F. Abrard and Y. Deville. A time-frequency blind signal separation method applicable to un-
derdetermined mixtures of dependent sources. Signal Processing, 85(7):1389–1403, 2005.

H. Akaike. A new look at the statistical model identification. IEEE Transactions on Automatic
Control, 19(6):716–723, 1974.

A. N. Akansu and P. R. Haddad. Multiresolution signal decomposition: transforms, subbands,
and wavelets. Academic Press, 2000.
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