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Energy crises has gripped the world to a large extent. Researchers are 

experimenting on newer and newer avenues to produce energy efficiently, 

economically. Energy saved is actually twice produced. Energy conservation 

is the need of the hour. Keeping this in mind the authors of the paper have 

developed a method to harness the heat that gets wasted during the casting 

process. Casting is basically one of the manufacturing processes were molten 

metal is poured into mould and then solidified. The solidifying metal takes the 

shape of the mould. Huge amount of energy is required for the melting of the 

raw material. When the metal solidifies it gives way the heat. In the present 

work the mould is modified such that the raw material that will be used for 

subsequent process gets pre heated by the heat that emanates due to the 

solidification process. A number of factors influence the amount of heat that is 

recovered. Here attempt is made to find out the factors that influence the pre 

heat of raw material and also using Particle swarm optimization technique the 

factors are optimized so that the heat recovered is maximised. The 

implementation of the process is simple and the gains are enormous in terms 

of the energy that is going to be saved. 
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1. Introduction  

Development of a nation primarily depends on Energy, India being no exception, is short of fossil fuels and 

needs to discover more sustainable energy alternatives [1] for effective transport as well as for manufacturing 

& industrial needs [2]. The Energy utilization & consumption depends upon factors such as economy & 

government but may reflect into the change in the living standards, globalization etc but their effects on nature 

& natural resources mainly imply a need for greater sustainable energy resources such as Solar [3], wind 

,wave energy ,tidal energy etc. [4]. These sustainable energy sources must meet the demands of swelling 

population, rapid technological and industrial developments [5]. We can see that Industrial areas consume lots 

of energy and much of it is supplied through unsustainable resources. Unsustainable supplies are Thermal 

plant, Nuke plant etc. Most of the industries are energy intensive industries. Energy intensive industries play a 

central role in a country’s development [6]. Foundry is one such energy intensive industry wherein energy is 

wasted a lot. Foundry has different stages involved. But only in melting stage it is estimated that 55% of the 

total energy is consumed.  
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Figure 1 showing the energy profile of each process in casting [7] 

Although this high consumption has been alarming for metal casters, break through efforts on reducing the 

energy consumption and waste energy recovery are in progress. The low thermal efficiencies in the energy 

sustenance is contributed by inefficient furnaces currently used in the industry. But currently emerging 

technologies such as solar melting, microwave melting, infrared heating, plasma heating offer huge energies 

to melt the metal effectively accompanying sustainable methods, although such methods require huge capital 

and space for installation with increased maintenance costs [8][9].Therefore for such new technological 

adaptations there must some support from government which would help the industries use the sustainable 

methods and help the environment and as well as curb the waste produced from non-renewable sources and 

save the long term capital. 

 

 
Figure 2 Showing the Process energy costs in casting [9] 

Foundry being one of the most energy intensive process still continues to use low energy efficient processes 

[10]. In the present work mathematical modelling was done for a casting process from which the heat is 

recovered to use it for subsequent processes. The details of the work are given in the following sections. 
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2. Mathematical Modelling 

Mathematical modelling is a method of converting the real life problem into mathematical expressions which 

under constraints gives the results just like a  real model ,which helps us to analyse the problem and develop a  

better solution [11]. These mathematical models need to be optimized for better outputs from a range of 

inputs. Mathematical modelling is an important step taken in application oriented mathematical training which 

helps in handling the challenges of real life problems [12], [13] [14]. Mathematical modelling is used in 

various fields such as Anthropology, Archaeology, Architecture, Artificial Intelligence, Arts, Astronomy, 

Biology, Chemical Engineering, Chemistry, Computer science, Criminalistic Science, Electrical Engineering, 

Economics, Finance, Fluid-mechanics, Geoscience, Linguistics, Optimal-routing, Material sciences, 

Mechanical engineering, Medicine, metrology, Music, Meteorology quite more [15].  

 

3. Optimization  

Optimization of a problem is extracting the best possible solution from the given range of inputs. This can be 

highest or lowest possible for a given problem. Optimization methods generally involve in generating and 

selecting a best solution from a set of available options [16], by systematically choosing input values from a 

domain and computing the output of the function and recording the best output values found during the 

process [17]. Some optimization methods being Genetic algorithm, Memetic algorithm, Dynamic relaxations, 

Gravitational search algorithm, Reactive Search Algorithm (RSO) etc. 

 

4. Experiment  

In the present research optimizing the objective function obtained from the experiments conducted [4] is done 

using PSO. The experiment briefly included considering the sand-casting method and to harness the waste 

energy. The setup is shown in Figure 3. The waste energy is released in the form of heat to the sand in contact 

with molten metal[14]. The setup involves flasks (cope and drag), thermocouples, insulators, raw material 

(used for preheating) and cavity in which molten metal is poured. Now when the molten metal is poured into 

the cavity the waste heat released while the metal is solidifying is released to the surroundings and that heat is 

used as another source to heat the raw material (simply preheating the raw material). The insulator 

surrounding is used to prevent the heat from escaping from the flask. The thermocouples are used to obtain the 

temperatures from the regions where the temperature is needed to be known. The temperatures are recorded at 

10mm from the cavity, in the middle of the raw material (scraps) and after the insulation’s outer wall.  

Figure 3 Experimental setup-showing raw material, insulator, cavity for charge, Thermocouple wires for 

measuring temperature, drag part [7] 

Now the experimental findings were noted and the results were tabulated. Upon analysis it is found that the 

parameters on which the temperature distribution depends are offset distance, moisture content of the sand, 

insulator thickness. By regression analysis the relation between the three parameters and the output 

temperature was found. This objective function is optimized to find the value at which maximum temperature 

is obtained. 

The experiment demonstrates a process in which the escaping heat is used to pre-heat raw material (scraps and 

billets), this preheated material is going to act as a charge for the furnace, this preheat will reduce energy 
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consumption in the furnace. The aim of our project is to optimize the mathematical model of the above 

explained setup & find out the optimal Preheat temperature. 

 

The methodology involved taking the charge material and embedding it into the mould in such a way that all 

the 3 above stated parameters are constant, the raw materials are surrounded by insulators to prevent the loss 

of heat from the raw materials ,the thermocouples are provided to measure temperature at appropriate 

positions[7]. While conducting the experiment various factors found to be influencing the heat recovered, 

moisture content of the sand by weight (ms), offset distance (do), which is the distance of the raw material 

from the cavity wall, and the thickness of the insulator(ti) that surrounds the raw material to curb the heat loss 

and various factors such as size of the casting , temperature of the pouring molten metal were not considered 

by the experimenter because of the reasons stated : 

 In case of the size of the casting, the amount of raw material put around the cavity changes 

proportionately while changing size of casting, leading to a balanced absorption of heat per unit mass. 

 In case of molten metal pouring temperature, for the given alloy/metal, it is fixed depending on the 

metallurgical conditions. 

Hence only 3 factors were considered, the design factors and respective levels are given in Table 1. 

 

Table 1 giving the design factors & respective levels [7] 

Levels 

Factors 

Moisture content of 

sand (% by weight) 

(ms) 

Offset distance 

(do)(mm) 

Insulator 

thickness(ti)(cm) 

1 3.5 10 4 

2 5 20 10 

3 6.5 30 16 

 

Using design of experiments the number of experiments to capture the effect of input variables on the output 

variables can be reduced [18]. Using Minitab 16.0, a set of 16 experiments were by using Box-Behnken 

method. The heat recovered from the cooling molten metal was measured. The experimental design and their 

respective responses are shown in Table2 

Table 2 experimental design responses [7] 

Experiment no. Factors (as per 

designed 

experiments) 

  Response (by 

experimenting) 

from preheat 

temperature 

 ms (%) ti(cm) do(mm) (T), (degree 

Celsius) 

1 3.5 4 20 104 

2 5 16 10 172 

3 5 10 20 106 

4 6.5 10 30 94 

5 3.5 16 20 114 

6 6.5 16 20 105 

7 5 10 20 106 

8 5 10 20 108 

9 6.5 10 10 147 

10 6.5 4 20 97 

11 5 4 30 93 

12 3.5 10 10 156 

13 5 16 30 96 

14 3.5 10 30 96 
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15 5 4 10 143 

5. Regression analysis 

Regression analysis is a statistical process used to estimate the relationship among different factors (one or 

more inputs) influencing the process and output variable (one response). As per the standard procedure a 

confidence level of 95% is chosen or (5%significant level) with preheat variable as Response (output) and 

predictor variables as the combination of three main input variables. Combination includes corresponding 

linear terms, their square (quadratic), two factor interaction term (combined effect of two input variables on 

the output(T)). 

Terms which were found not to be significant at 5% level were omitted and repeated regression analysis was 

done at 99.1% confidence level. This was done to omit any other inconsistencies and for accurate results. 

Using the regression analysis, the mathematical model was formulated which is given in Eqn. 1[7] 

 

                                                                    
                                                                                                                                                                             
 

This equation is the objective function for the optimization that is being carried out. 

This mathematical model is capable of predicting the preheat temperature with an error of +/- 5 %. 

 

6. Particle Swarm Optimization 

There are various optimization techniques employed as listed, but it is difficult to solve the nonlinear 

equations because it is a tough to make the initial guess. If the convergence of the solution doesn’t occur then 

the algorithm would fail to yield a solution[19]. Hence the convergence & performance characteristics can be 

sensitive to the initial guess but PSO, Particle swarm optimization helps in overcoming this problem. Further 

the problem which we are dealing with is single objective Particle Optimization involving one parameter to be 

optimized i.e. Temperature function, this method is opposite to that of Multi objective Optimization  i.e. 

involving multiple parameters to be optimized[20] .  

Particle Swarm Optimization is a population based stochastic optimization technique inspired by social 

behaviours such as bird flocking, fish schooling and swarming theory in particular. It is also metaheuristics 

since it employs the particles to learn themselves ,generally these particles being virtual and they cannot think 

for themselves but enabling metaheuristics it makes them to think as a team by some set of data input and 

finally they arrive at a solution optimized[21] .There are many natural metaheuristic algorithms in addition to 

earlier mentioned techniques such as Ant Lion Optimization, Dragonfly Algorithm, Grey Wolf Optimization, 

Sine Cosine Algorithm, and Whale Optimization Algorithm etc which provide optimized solution to a good 

extent. PSO is one such technique which employs metaheuristics & stochastic optimization technique. 

Stochastic process means a random probability distribution or pattern that may be analysed statistically but 

may not have exact solutions or may not have precise predictions. Here a simple example is presented on the 

theory of PSO. 

Suppose two people on the opposite banks of the pond would like to know the deepest point in a 2d pond, 

surface of the pond being the datum line, the only way to know the measurements done by individuals is 

through communication i.e. after each measure the depths they communicate and if first person had measured 

a depth greater than 2
nd

 person the 2
nd

 person would approach near to the 1
st
person through some standard 

distance(assume 1 unit distance).Similarly if the 2
nd

 person measures a greater depth than 1
st
 person ,1

st
 person 

would approach the 2
nd

 person by unit distance. Finally, by repeated communications between the two the 

deepest point is found. 

This example stated above is a search mechanism, PSO is similar to this. As seen PSO is a very simple 

concept and it takes few lines of code on the computer and it requires very basic mathematical concepts and 

its computationally inexpensive in terms of memory and processing capabilities. It has very wide range of 

application, very effective in solving many real-life problems. Example it has ties with A life (Artificial Life), 

evolutionary search examples etc. all of which constitute to the ordinary life processes of nature which appear 

complex to humans. 
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PSO uses swarm intelligence, opposed to thinking capabilities of a single being, a collective effort from the 

members of a swarm gives greater results. Even though the logical thinking of a being can be counted to near 

zero, the response that a swarm shows in-comparison is great!  

In PSO hypothetical or virtual particles are created, with each particle having some characteristic value. Each 

particle has position, velocity, personal temperature, best temperature, best position. The swarm of particles 

have Global best as their best value from the group. Now decoding each term, we see that each particle is 

given positions (range of variables such as moisture content, offset distance etc.) these range of variables are 

distributed with equal probability among the particles depending upon the number of particles. 

Suppose each particle has a definite set of values assigned, now each particle is given some velocity. Velocity, 

position is governed by some set of simple equations. The working will be dealt later. Now coming to particle, 

each particle position has some definite temperature-objective-function value. Now corresponding to that the 

whole group has set of temp_function value, now the optimal value (here it’s the maximum temperature of the 

given set) of that will be the best value of the group and its positional value will be recorded. After this each 

particle position is given a displacement in a unit time interval updating its position. For this displaced 

position function value is found and it’s compared the other particles to find the Global best function value. 

This process repeats till all the particles temperature function value converges to only one value. That value 

will be the optimal value for the given function. Now let us see the equations and working 

            

        
             

     
           

                                     

simplifying this we get: 

 

This is the position equation of the particle i at the time (t+1): 

   

                           
 

The velocity equation corresponding to that of the particle i is: 

 

                                           )                  
 

The first term of the equation is called inertia term, terms starting with r1, c1 is called cognitive component, 

the term starting with r2, c2 is called social component.c1, c2 are called acceleration coefficients. r1, r2 are 

uniformly distributed over (0,1) [22]. 

 

Constriction coefficients: 

  
  

              
          

                               

                        
 

 

These equations are utilized in the code format and are fed into to MATLAB, there by curves are plot so to 

show when the optimal value is reached. Following we see the algorithm for the code execution and its 

results. 

In our problem since our aim is to maximise (optimize) the (output). Preheat temperature, we choose to 

implement the PSO as a written code in the MATLAB software. 

The following is the algorithm for the process: 

1) Initialize the required variables. 

2) Generate n (say 100) particles and for each of those do the following: 

- Assign a random Position drawing uniformly from [3.5 0.001 0.04] to [6.5 0.003 0.16] where 

each coordinate indicates moisture content by % weight (ms), offset distance(do), 

thickness(ti) resp. Where the range of values taken by do is .001 to .003 meter. Similarly, 

others can be understood. 
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- Initialize the velocity of each particle to ZERO. 

- Evaluate the Temperature (objective function eq. (1)) and assign that as personal best. 

- Update the Global Best Temp if the personal best is greater than the global best seen so far. 

3) Repeat the following steps 100 times 

a. Go through each particle and do the following: 

i. Assign a random Velocity 

ii. Update the Position based on the velocity given. 

iii. Evaluate the Temperature 

iv. Update the Personal best 

v. Update the global best. 

 

The following illustrates the pseudo code of the PSO algorithm [23] 

Pseudo code for PSO: 

Start 

     Define function (temp_function) 

     Initialise variables 

     Define the domain of the function 

     Assign random position to all the particles 

     Initialise particles with velocity, personal best to be zero. 

     Evaluate the particles 

            for n particles 

 Calculate & Update velocity  

 Calculate & Update position  

 Update personal best (temperature and position) i.e. if the personal best is 

greater than global best then personal best (temperature & position) is equal to 

global best (temperature & position). 

 Update the global best i.e. max of the (GlobalBest.Temp) array. 

            end 

     return the best solution (Global Best) 

end 

 
The global best obtained is the response for our query. Plot of Objective function with iterations is    

 
Figure 4 for a swarm size of 10 and iterations being 100. 

 

 
Figure 5: for a swarm size of 10 and iterations being 10. 
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Figure 4 for a swarm size of 100 and iterations being 100. 

Therefore, the best parameters for which the temperature is maximized is (number of iterations being 100) 

• Moisture content by weight is 3.5% 

• Distance offset is 10^--3mm 

• Thickness of the insulator being .16m 

• The optimized solution being 212.9028◦C 

 

7. Conclusion 

A novel method of energy harvesting from the solidification process of the casting process has been 

implemented and the heat recovery capability of the proposed method is established. It is understood that a 

large amount of energy can be recovered from the process and energy can be saved. The factors that influence 

the energy recovery was studied and identified. A mathematical model capable of predicting the pre heat 

temperature that can be gained by the raw material has been formulated using regression analysis. Using 

Particle swarm optimization technique, the optimized value of the parameters that affect the output was found 

out . 
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