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Abstract: The knowledge acquisition concerning the behaatidhe fault of the complex systems is a
systematic process, first, by the presentationhef processes, procedures and stages that occur
throughout of a acquisition project of knowledgds@ a good knowledge of the system, with all its
features, is a good decisive factor concerningstieeessful realization of the knowledge acquisition

In addition, for the fault diagnosis it is requird knowledge and the knowledge acquisition fer th
fault behavior (anomaly/symptoms and manifestatignanularity of the defects, relations between
them in various operating environments).
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1. Introduction

Lately, the development of the information techggldvas opened new ways of
structuring the hardware infrastructure, of theli@ppons and thus by making
operations. Thus, recently, the infrastructure @ihe organizations has become
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partially or fully virtualized, and because of thibe processes have become a
dynamic and distributed character, and the statt tderarchical structures have
become even more adaptable and flexible.

Thus, the existing tools and utilities provide aedfic functionality to the
management systems that are in the system, butcayot know and detail in
timely manner the way in which the various IT istraicture components behave
and interact. Although they are often difficultuse or not reliable, sometimes it is
necessary to implement some more sophisticated gearent tools involving the
placement of staff throughout their IT infrastruetthaving as purpose to collect
the necessary information of the management sydtemier a efficient, effective
and of control of the IT services. Some are skaptatout the implementation of
the agents because they may affect the performahdbe devices or could
overload their network and starting from here, tbegclude that that all of their IT
infrastructure could destabilize.

2. Intelligent Agents

For better monitoring and managing of the virtiedizsystem as and for a better
distribution of tasks and competences of the agemés consider necessary a
division on layers of the system subject to thelgtoase. Consequently we have
the following layers: physical (FL), virtualizatiof/L), virtual machine (VM),
operating system (OS) and applications (Apps),rlageemplified in Figure 1.

Virtual Server Type B

Application Application Apps CAnlications )
Operating Operating )
System System 0% CQperatmg §ystemj
Virtual Virtual
Server A Server B Wi cvmual Machine I.ayerj
Virtual Machine Software YL (Wirual Layer)

Server FL (Pnisical Layer)

Figure 1. Computer system layers
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Thus, the monitoring, administration and acquisitmf knowledge for the fault
diagnosis from within the system will be made wikie help of the intelligent
agents based on their location on the layer, withrhention that the layers VL,
VM, but and OS and Apps will be monitored togettes,being considered only
one layer which we will name in the following VL&VMind OS & Apps. In
addition, the storage space is considered as aasedayer which also requires a
separate monitoring and managing. In other wotus,distribution of the agents
will be made on each layer, thus being specialiaad having the level of
competence only on the layer were they are placed.

Initially, within the system, the intelligent agerdre placed only on the appropriate
layer having implicit the level of competence cspending to their placement
within the system. Also, they have the monitorimgl asurveillance role of the
followed characteristics and of insertion in theadhase of the found events
(cases). After the insertion into the data bas¢éhefevents (cases) that lead to a
functioning which is not within normal parametedefective) or even lead to a
possible failure of the components ( is not refmaly to the physical ones), the
human agent plays the most important role, wheredides what operation or
action should be taken.

Following the operations taken by the human agentefich case found in the
database, is recorded and the action taken oeiiétivere more identical cases, the
action that produced the best results. Here, doissidered necessary that for the
same fault to be performed the action (operatiomkvproduced the best results,
the responsibility can be transferred to the iigetit agent. In this case, at the
occurrence of the same event, the intelligent agesgrts a new record in the
database, and, following the granting of confidelmgehe human govern, searched
in the database the action that must be takenrdiogato an event after it executes
it, inserting of course and the action taken by .hifter this, the human agent
notified of the operations performed by the ingght agent and thus he can
determine whether it was acted correctly and dfterconsultation of the identical
or similar cases can decide whether the furtheorad¢hat the agent will take to
remain the last decision considered the best ot beishanged with a new one.
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Figure 2.Distribution and role of agents in the acgisition of knowledge

Worthy to note is that if at the first the intebiigt agents cannot take actions, along
the way they earn a degree of freedom. Of couraeto an intelligent agent can
be granted the right to take action by themselireshe case of repeating of the
same fault by a certain number of times, withoet ltlhman intervention, but first
we decided that it is more prudent that the humgenaito decide when the
intelligent agent can take automatically actions.

It must be specified that the intelligent agenteehiaiitially, as it was noted above,
only the supervisory role, and of insertion in tegabase of the information (error
message) in case of an operation that does natvitain the normal parameters or
in the case of a fault. Thus, they are involveadliserving the functionality of the
physical resources and of the abstracted ones,kidgedhe status of IP
connectivity of the physical and virtual machineading and loading the resources
but and consulting the loading logs.

Further we describe the role and functions of titelligent agents according to the
layer were they are placed.

Physical Level (FL)

The physical level consists of all the hardware iggents that enter in the
component of the computer system. Here we haveetheépments from the
network, equipments from the composition of theteerf data, the physical
servers and the storage environments (SAN).

144



ECONOMICA

FL Coupling at Network

Within this level the human agent has the largdsires in observing and
intervening on the physical components from theéesgscomponent. On this level
most of the operations are performed by humanstlaeefore in the knowledge
acquisition and structuring, the human expert oefhe principal place.

The intelligent agents are involved on this layethie observation of the physical
resources functionality, checking the state of fheconnectivity of the physical
machine, reading and displaying the resources anhddnsulting the loading logs
to insert the errors in the database.

The IP connectivity we will do with the help of tipghg network tool that is used
to verify if a certain computer can be accessealdin some network of IP type. In
this case we used free software called Server Risgole being pretty small,

resuming just to a two color display of the resgostatus ICMP “echo response”
from the destination host after some request “eefjoest”.

Resources Monitoring FL

Also, the agents besides the above mentioned wle And the task to read and

display the situation of loading the physical rases as is seen from the figures
below.

| Rezourcas | Rezources

CPU usage: 359 MHz2 Capaaity CPLU Usage: 3345 MHz Capasity
" 4% 2GHz P Bx 2833 G
Memary usage: 3632.00 MB Capadity Memaory usage: 15196.00 MB Capadty

PSS S —" 4095.73MB 12 1oy =y 16383.73 M8
Dratastore Capadhy Free  LastUpdal Datastore Capadiy Free  LastUpdal
[ﬂ Partinad 696,25 GB 236,26 GB  (4-Jul-10 1 [ﬂ Paritial 692,75 GB 310,79 GE  18-Jul-10 1
] 3 ] b
Network Type Nu Network Type N
8 VM Network Srandard swrtch natwork 5 = VM Network Srandard swetch natwork &

»

b

Figure 3. Resources monitoring Blade 1 and Blade 2
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Figure 4 Monitoring resources load (CPU) Blade sewrrs (1 and 2)

Signaling of Error Apparitions and Insertion in the Cases Base

Also, in the case in which appears a new entrydigials an abnormal functioning
or a deviation from the nominal operating paransetérsome physical resources,
the agent has the role to undertake the recordcaimgert it into the database along
with the degree of discretion or impairment of tlvectional status.

In the figure below are some examples of errorsithae occurred throughout the
case study, which were inserted into the cases base
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Figure 5. Signaling appearance event

The Virtual Level and Virtual Machine (VL & VM)

Is the state of abstraction of the hardware ressusnd is also the boundary of
separation between the physical layer (hardware) the software one. In our

study case, we pushed the limits of virtualizesdbueses by assigning an increased

number of virtual machines by overbid. By overbid understand tat the use of a
fixed number ,n” of resources as we have ,n+k” teses, where {n.k}> 0 (Figure
6). From the allocation made is clearly that in ghgsical machine Blade 1 we
have 2 physical processors with 4 cores for etith quivalent of 8 processors),
16 GB Ram and 700 Gb of storage space, of whicteNeeated to the virtual
machines the correspondent of 18 virtual processmiss4 GB RAM.
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This allows us a degree of increased use of theiphlyavailable resources due to
the allocation on more virtual machines simultarsipof the processing power of
which we have it through overbid. In other word® virtual machine can have a
maximum virtual resource allocated equivalent wiith physical one.

The fact that we can overbid the available res@iofehe abstracted system leads
us to a resource allocation per virtual machiné W& consider that we must have
or to dispose it at some point, event that res@urgas theoretically allocated
initially to some machine. Thus, the share of thstracted resource allocated from
the physical resources on each virtual machine ilt ke in the interval

[minn = — maxn = —], where n is the total available natural resourzes

n+k the total number of the abstracted allocatedusces (k is the overbid number
of resources). Within the report we will detail gygproach modality.

-
3

Figure 6 Virtual machine resource allocations

VL & VM Connectivity and Monitoring

On this level the intelligent agent, as in the cadephysical layer, the IP
connectivity but and the loading level of all thetwalized resources. We consider
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the IP connectivity the most important characterisecause this layer is the base
of the virtual infrastructure.

Still here we dynamically manage the totality o thbstracted physical resources
but and the allocation of the resources on eac¢balimachine (VM) as well as and
their loading level.

Similar with the physical level, by a particularpgortance is the IP connectivity
verification, with the help of the ping network tdm our case, we utilized a demo
called Server Ping), used to verify if the virtdayer as well as and the virtual
machines are functional and presents connectieikgmplified work in the figures

below.

Server Ping

Server Ping

- Name: Sakai Server  IP; 192168.10.11

= Nama: Web Server 1P: 192.168.10.20

1

2 h , : [ Sakai Server
3 - Name: Vetus Layer 2 1P 192 168.70.12 = Nama: Sakai Server IP: 192.168.10.11

4

5

Web Server
Virtual Layer 2

- Name: Vetual Layer 1 IP: 192168.70.11 - Nama: Web Server IP: 192.168.10.20

- Name: Phiscal Layer  IP: 13216870125 - Nama: Vitual Layer 2 IP: 192.168.70.12
Rafresh Rata (saconds): 5 —~
S o = - Nama: Vitual Layer 1 1P: 192.168.70.11
Usa LED systam [/ - Nama: Phisical Layer  IP: 192.168.70.125

Virtual Layer 1
Phisical Layer

Figure 7. IP connectivity for VL & VM

The same modality of IP connectivity verificatiore Wwave represented within the
diagnostics site, where we find the state of thrual machines, according to the
figures below.

ADMINISTRATION AREA (Florin Postolache - YOUR IP ADDRESS: 127.0.0.1)  LOGOUT

SERVERS [SERVERS LIST
+ HOME
T ADD NEW SERVER
<M LIST LIST OF SERVERS
13 NAME ¥Hs STATUS ACTION
EEROES F? Blade 1 5 Online DETAILS
+ TOPICS LIST ERIT
+ SEARCH ERROR
¥ Blade 2 5 Online DETAILLS
EDIT
EVENTS
3 Blade 3 a Offline
HARD EVENT EDIT DELETE
- UNCATEGORISED
(NEW) EVENTS s DX o Online
EDIT DELETE
AGENTS 6 ums o Online DETAILS
+ AGENTS LIST ERLIT R

- ADD AGENT

Figure 8. IP connectivity status of the abstractedervers
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ADMINISTRATION AREA (Florin Postolache - YOUR IP ADDRESS: 127.0.0.1)  LOGOUT

VIRTUAL MACHINES LIST
+ HOME

+ SERVERS LIST ADDNERUN

- UMs LIST LIST OF ¥Ms FOR SERVER wn Blade 1 wn

D NAME SERYER STATUS ACTION
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< TOPICS LIST EDIT DELETE
- SEARCH ERROR

i

ERRORS

4 Fedoral2 Blade 1 online DETAILS
EDIT DELETE

EVENTS

* ADD EVENT

- UNCATEGORISED

{NEW) EVENTS 6 Sakei270Ubuntusa1004 Blade 1 online

5 linux2 fost reviste Blade 1 Offline =
EDIT DELETE

EDIT DELETE

w

AGENTS Sakaigd Blade 1 Offling DETAILS
+ AGENTS LIST EDIT DELETE

* ADD AGENT 7 Sakaied teste Blade 1 offline
EDIT DELETE

Figure 9. IP connectivity status of the virtualizedmachines

Thus, on each virtual machine we can allocate messuin a dynamic way,
resources that we can manage quite easily withetgof the application VMware
vSphere Client. The application allows us the \igadon of all the physical
abstracted resources and their allocation in dyoamdy on the created virtual
machines.

Here we are monitoring especially the loading d€riest resources (processor,
memory and disk) as and the evolution of their logdn time. Here, we talk of
development we do not refer at the level of loadimg resources but and to a
balancing of their load.

We have also to mention that if the allocation b aivailable virtual resources is
made for every virtual machine in part, the phylsiesources used in commune.
Thus, if we have an “n” number of physical processthe allocation of a “k”
number of virtual processes (whkre 1,n), on each virtual machine is made
according to the needs of processing that the ryatiministrator considers them
necessary at a given time, thereafter having tla@a#h to increase or decrease the
power allocated to the machine.

The paradox is represented by the fact that iretttewe find that the amount of
the virtual processors allocated to each virtuathiree in part is higher than the
total number of physical processors, this enabiirgbalancing of the processing
power function by the loading that re giving thé\aeprocessors. This is available
in the case of all physical available abstractsdueces.
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Initially, the physical resources are divided pmtpmally to the amount of
resources allocated on each virtual machine, anthéncase in which a process
needs more resources; these are dynamically distdifrom the physical ones.

In other words, if a virtual machine, at a givendineeds a high processing power,
through balancing is allocated a higher percentdgbe physical resource. In the
figures below we illustrate the load level whiclt@n have the virtual layer and the
level of loading of the resources allocated to earthial machine. Particularly, we
will analyze the VL layer, but and a virtual maahion which is installed a
application that is highly resources consumer amichvis accessed by a large
number of users. Here we refer to the virtual maelgenerically called Sakai64
after the application that supports it. On thiguat machine is installed a platform
LMS called Sakai, application addressed to overO6€lients and which requires
considerable resources.

In the figure below is noted that on the physicachine Blade 1, correspondent to
the IP 192.168.70.11 we have six virtual machirtest use in commune the
physical abstracted resources.

= [ [192.168.70.11 vmbladel.univ-danublusro VMwaras ESX, 4.0.0, 164009
(& DNSUbuntug4
(@ Fedora12
(3 linux2 fost reviste
(@ Sakai270Ubuntus41004
(s sakaisd Name State Frovisionedspace] Used Space Host CPU - MHz | Host Mem-MB | GuestMem-% | Notes

Name, State or Guest 05

(T Sakaibd teste B Saksit4 Powered On 112.00 GB 112,00 GB 2207 - 11242 - 23 WEET
@ linwefost reviste Powered On 20.00 6B 16.00GB 1) 395 75
2 @ 1921682012 5 DNSUbuntus Pawered On 12.00 GB 8.00GB 8l 3131 * R
G FTPUDUNtuGA @ Sakaiedteste Powiered On 216.00 GB 100.55 GB ] 7394 75 M
% ux;‘:i‘ﬁn“;; B Fedoranz Poviered On 108.00 GB 100.00 GB 36 4761 o IO
; B Sskai270Ubuntus41004 Powered On 38.00G8 30.00GB 402 m 8344 o[

31 win2000srv
G win2003srv

Figure 10. Blade 1 (192.168.70.11)

The loading degree of the abstracted resourcesteceto the physical machine
Blade 1, is exemplified in the figure below.
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The virtual machine Sakai64 uses from the physibatracted resources according
to the figure below, but the interesting part iattfrom the total memory RAM
allocated, the usage degree is around 90%.

Rasources
Consumed Host CPU: 238 MHz
Consumed Host Memory: 12915.00 MB
Active Guest Memary: 4157.00 MB
Refresh Storage Usage
Provisioned Storage: 112.00 GB
Mot-shared Storage: 112.00 GB
Used Storage: 112.00 GB
Datastore | Capacdty | Free | LastUpdal
@ Partitial 699.75 GB 310,73 GB  19-Jul-101
<1 m 3
Metwark | Type
8 vMNetwork Standard switch network

= E@ 192.168.70.11
(3 DNSUbuntu6a B — B —
& Fedorai2 ] arted | € ECTTEEET Performance: | Events [ Cansale | Permissions:

Eh linux2 fost reviste
- cPu Mamory
(3 | Sakaibd Host CPU Hozt Mamory
) Sakaibd teste 0 iz 11333 MHz | | OME 148531
2 | 2 |
=1 Consumed 473,00 MHz =1 Consumed 12,6268
Guszt Mamory
oM 14336 M
. Active 4.06 GB
Resource Sattings Rezource Settings
*  Reservation OMHz  Shares Normal (4000) | | = Reservation OMB:  Shares Normal (163840
Y Limit Uniimited N Limi Uniimited ~ Overhead
Configured 140068 Ressrvation 517.00MB
Help # Edit | | Help # Edit

Figure 13 Sakai64 virtual machine allocations

Also the loading degree on each abstracted resoaltoeated to the virtual

machine Sakai64 is exemplified in the figures beldMe observe that from the
allocated resources, the loading degree is ratverwith the exception of RAM

memory, which present a high degree (about 90%is Eads to the conclusion
that in the case in which the applications will heesources, especially the RAM,
we can expect a blocking or delay of the processdiso, in the case of some
increased number of requests from the clients we egect at blockings or
interruptions of the applications functionality dioethe prioritization processes.
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Figure 14 Processor loading virtual machine Sakai64
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Figure 15 Processor and disk loading virtual machia Sakai64
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Figure 16 Memory and network loading virtual machine Sakai 64

OS & Apps Level

Installing on a virtual machine of the operatingsteyn (regardless of the
manufacturer and version) and of the applicatioesdmot poses particular
problems compared to the classic installation whierhave a physical machine. In
the contrary, the applications and operating systerce installed on a virtual
machine, the latter can be duplicated as many tamase want, with the condition
to rename them (not to have the same names) aneassign them in network
different IP’s. In other words, we can have a grayinumber of servers
unprecedented in a relatively short period of tidethe level of operating system
the focus is directed towards the local resourcesmagement of application,
transfer rate towards HDD, on the number of preeesthat are found in
background and on the swap memory loading.

Also, on this level, the functionality of the apaltions is the most important
objective that must be carefully followed. Here pat accent especially on the
response time, at a request or login of the apphicaon the number of clients
simultaneously connected and at the way in whichirtmumber affect the
application’s functionality. As we previously memrted, we will focus our
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attention, within this level, on the Sakai applicat which we will describe briefly
below.

Sakai

The Sakai Project was initially launched by an aoaid collaboration between the
University of Michigan, Indiana University, MIT anBtanford University, today
bringing together over 200 universities that armgist, making integrant part of
the Sakai community. Fulfilling the specific reqrments of using the ICT in
higher education, the collaborative environmentabakas created by academics
for academics, being oriented towards collaborabioth in purposes of education,
as well as for scientific research projects. Consatly, it can be used to create a
Course Management Environment (VLE), which integplat with other
collaborative applications leads to the completioih a portal dedicated for
collaboration with all the university members (teews, students and researchers)
to achieve the objectives from the education ardaeh.

Making a short trip through time, after a trial ipelr of testing of 6 months with the
version 2.5.0, on different hardware platforms hgwilifferent operating systems —
iMac (MacOS X Leopard), x86 (Ubuntu 8.04 LTS) ar@bx(Windows Server
2008) — to observe the various problems that maguro@t installation and
utilization of the platform but and the incompaiti@s of Sakai CLE with the
operating systems and implicit with the hardwaratfpfms, there were created
several test of course sites where the studentsl experience and use the tools
provided by the collaborative environment Sakaie Tonclusions at which were
reached were in the favor for starting the pilobgh so it was decided the
formation of the team T&L (T&L WORKING GROUP).

Log out My accoun 't Copyright Contact Us

practices
A community of practice for teaching and learning with open/community-source tools.
Home :: Log in
florinpostolache Sakai Award
view || Edit [ Track The Sakai
Type Post Author Replies  Last updated Foundation ;{/\
is pleased N
Course Profile Computer Programming florinpostolache o 16 weeks 4 days ago P Sakai |
to ara! J)
Course Profile Introduction to Computers florinpostolache 16 weeks 4 days ago  apnounce \_L—//
e

of the 2010 Teaching with
Sakai Innovation Awards.
Winners in the 3rd annual
competition are:

0
Institutional Profile Danubius University florinpostolache 0 24 weeks 5 days ago the winners
0

Teaching & Learning Practice T&L WORKING GROUP ON DANUBIUS ONLINE florinpostalache 25 weeks 22 hours ago

Figure 17. Opened practices community
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A particularly important role in the positive evating of the collaborative
environment Sakai, was that we are active memidahedsakai community and of
Opened Practices community — A community of practar teaching and learning
with open/community source tools (Figure 17) (Mtgpenedpractices.org/users/
florinpostolache/track ).

In the 2009 — 2010 academic year, it was put ivieernn the pilot phase the portal
Danubius Online supported by the Sakai versiorD2Bhe portal operated with a
relatively small number of course sites both fréma license and from the master,
the main objective being the accumulation of expere of usage in real conditions
of exploitation. In the 2010 — 2011 academic yd&awill be passed to a newer
version Sakai 2.7.0, installed also on a visibkeual machine on Blade 1, called
Sakai 270Ubuntu641004.

The portal was installed on a virtual machine ($&ahosted on a server VMware
ESX 4.0, with internal memory of 16 GB and with 1BB space initially allocated

on the Hard Disk, operating on a physical machiBid Blade Center. It was used
a database server MySQL 5.0, and as web servems were used Apache 2.2.8
and Tomcat 5.5.26.

Installed on the virtual machine Sakai64 havingperating system Ubuntu Linux
(64-bit), Sakai 2.6.0 is very important applicatigo that is why we will turn to it
four our case study, especially to the fact thapiasent on this platform are
enrolled about 6000 students but also from theideration that, over a year, we
tested this platform, having sufficient data.

Thus, during one year of testing, we concluded that hardware platform is

successfully facing supporting 6 virtual machingkjch at their turn supports the
application that work within normal parameters.rrthe data analysis, is showed
that a large part of the physical available resesirare not used at their full
capacity. Thus on the physical machine Blade 1,pozessor presents a load
varying between 0.1 and 30%, this being apparent the data collected within an
hour over the several days in a year of testinghénfigure below is observed the
CPU loading that varies between 0.29 and 11.56%2d0i7.2010.
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Figure 18 Processor loading Blade 1

From the data collected, it was found that idehticghe processor’s loading, the
network and disk loading is placed at a low levelspecial case presents the
memory loading. From the data collected in theriggberiod we concluded that of
the total memory available, over 90% is currentlyed; which is a sub-

dimensioning of the memory capacity, visible faud & the figure below.
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Because the application is accessed simultanedysly large number of clients,

we followed the processes occurred at the levelpefating system but and at the
application level. Thus, in the connecting momefhtaosimultaneously large

number of clients it was noted a delay, even akihgcon a short time of the

application.

Also, it was followed the resources loading thraugfithe pilot phase and finally it
was concluded that the processor, disk and netlgaiting it is not major, but
even insignificant. Instead, because of the ineigffit physical memory as well and
the allocation of a part to the virtual machine tedhe conclusion that the usage
Swap has radically increased, which explains thaydand short blockings in
generating a answer to the incoming requests.

Also, we mention that a continuously running foloag period of time led to an
abnormal functioning of the Tomcat server, presgnérrors or blockings, which
required restarting the application or of the \attmachine. Taking into account of
all these factors, the knowledge acquisition seanthallenge as the process of
abstraction.

Conclusions and Future Research Directions
1. Structuring the field concerning the facilitatiohkmowledge acquisition

By structuring the field we obtain the advantagat #very specialized agent on a
certain layer will identify and insert in the casietabase only the cases where this
is placed, allowing a better localization, allowiagleep level of discrimination of
the components as precisely as possible, implisihall granularity, the diagnostic
in such cases being detailed facilitating a conepletervention in reworking.

2. Modelling interactions between the physical antirarresources

The fact that we overbid the resources allows listier balancing of the needs that
an application may have at a time.

3. Weight of influence of a “situation” in the globfainctioning of the system

Depending on the degree obtained by the systeimeatnbment t1 and the degree
given to the system in the moment t2, results bliagesthat is having the fault in the
appreciation/depreciation of the functional stdtthe system.
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4. Characterization of the global state of the syswhich intervenes in the
punctual allocation of the resources by a critfeator (resources allocation for a
machine which has critical need of resources) bexau

1) Situation (state of fault) — network connectioneit, background services
2) Components (processor, RAM, HDD)

3) Direction of recourses criticism

4) 1/O constraints

5) Resource sharing

The future study will refer to the modality of appching the virtual system if we
see a fault functioning at the “n” virtual systenwsenter in functioning the system
“n+1” Basically, when accessing some applicatioraldigrge number of clients, is
being tried a cloning of the virtual machine whicgupport the respective
application, thus allowing a clients redistributidrasically a relief of the traffic on
a single machine and implicit a decrease of loadasgurces.

This it is possible to remove the blockage or détaywhat concerns the response
time to the customer requests
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