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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

In the environment of industry 4.0, human beings are still an important influencing factor of efficiency and quality which are the core of product 
life cycle management. Hence, monitoring and analyzing humans’ actions are essential. This paper proposes a vision sensor based method to 
evaluate the accuracy of operators’ actions. Each action of operators is recognized in real time by a Convolutional Neural Network (CNN) based 
classification model in which hierarchical clustering is introduced to minimize the effects of action uncertainty. Warnings are triggered when 
incorrect actions occur in real time and applications of action analysis of workers on a reducer assembling line show the effectiveness of the 
proposed method. The research is expected to provide a guidance for operators to correct their actions to reduce the cost of quality defects and 
improve the efficiency of workforce. 
© 2019 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/3.0/). 
Peer-review under responsibility of the scientific committee of the 26th CIRP Life Cycle Engineering (LCE) Conference. 

 Keywords: action recognition, convolutional neural network, hierarchical clustering, real-time monitoring 

 
1. Introduction  

With the advent of intelligent manufacturing and intelligent 
workshop, comprehensive innovation has occurred over the 
past few years to improve the core competitiveness of industry. 
Product life cycle management is a key method to enhance core 
competitiveness. In most of the manufacturing scenarios, 
human beings play an important role in product life cycle 
management. Hence, it is essential to monitor humans’ actions 
in production by using modern science and technology. Human 
action recognition technology can provide information about 
the identity of a person and psychological state accurately, 
which makes the monitoring and analysis of humans’ actions 
much easier.  

During the past few decades, a lot of RGB (R-Red, G-Green, 
B-Blue) video-based action recognition approaches have been 
proposed [1]. However, data captured from RGB video is 
sensitive to the recording environment which always leads to 

high cost for keeping recording environment. Intuitively 
speaking, human body can be represented by a series of 
skeleton joints which can handle the above problem effectively. 
With the advent of 3D visual sensors such as Kinect, extracting 
skeletons of human body becomes much easier. Shotton et al. 
[2] proposed hidden Markov model to quickly estimate human 
skeleton which has resulted in an interest in skeleton & joint 
based action recognition. Raviteja Vemulapalli [3] established 
a rotating 3D spatial model for all parts of the body. Recently, 
Liu [4] et al. proposed a new method to identify mankind’s 
daily life actions by using Kinect sensor. Huy-Hieu Pham et al. 
[5] establishes a deep residual network whose recognition 
accuracy is 99%. However, it hasn’t been used in industrial 
scenarios. Jun Yang et al. [6] use depth images to recognize the 
actions of construction workers, which is a method with the 
highest accuracy in the recognition of complex actions in 
specific scenarios. Although there are many kinds of 
approaches mentioned above, none of them has been applied to 
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1. Introduction  

With the advent of intelligent manufacturing and intelligent 
workshop, comprehensive innovation has occurred over the 
past few years to improve the core competitiveness of industry. 
Product life cycle management is a key method to enhance core 
competitiveness. In most of the manufacturing scenarios, 
human beings play an important role in product life cycle 
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action recognition technology can provide information about 
the identity of a person and psychological state accurately, 
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During the past few decades, a lot of RGB (R-Red, G-Green, 
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sensitive to the recording environment which always leads to 

high cost for keeping recording environment. Intuitively 
speaking, human body can be represented by a series of 
skeleton joints which can handle the above problem effectively. 
With the advent of 3D visual sensors such as Kinect, extracting 
skeletons of human body becomes much easier. Shotton et al. 
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recognize industrial production actions. In this paper, a real-
time action recognition system for assembling line actions 
based on convolution neural network and hierarchical 
clustering is proposed along with a specific industrial action 
dataset to lay a foundation for the research of real-time action 
recognition in industrial field. 

The rest of the paper is organized as follows: Section 2 
discusses the industrial actions dataset we established. In 
Section 3, the details of our proposed method are presented. 
The real-time recognition function is also discussed in this 
section. Experiment results are shown in Section 4. Finally, 
Section 7 concludes the paper and discusses our future work.  

2. Establishment of industrial basic action dataset 

2.1. Scheduling problem formulation 

The availability of appropriate datasets is essential for action 
recognition of specific scenarios. Considering the current 
status of action dataset research, there are many kinds of action 
datasets, e.g., KTH action dataset for mankind's daily life, UCF 
action dataset for sports actions and so on, but there is no 
specific dataset of industrial actions. Hence, establishing a 
specific action dataset is very important for our follow-up work. 
A typical action database establishment process generally 
contains two major components, action classification and 
action samples selection. In action classification, Gilbreths 
proposed 18 therbligs which were regarded as the most 
authoritative action classification shown in Fig.1. 
Unfortunately, some of actions proposed by Gilbreths such as 
‘plan’, ‘avoidable delay’ cannot be directly observed and 
recorded. And the definitions of some actions such as ‘Use’ are 
too rough to be utilized directly. Hence, in order to cover the 
possible actions in actual production as comprehensively as 
possible, subdivision of the proposed therbligs and the addition 
of new actions are essential. 

 

 

Fig. 1. 18 therbligs proposed by Gilbreths in 1920 

To gain more practical actions of industrial production, data 
statistics-based method [7] was introduced. In this paper, 
statistical analysis was applied to 20 production process videos 
of different industrial production lines with different products. 

Based on therbligs of Gilbreths and the statistical analysis 
result, 11 actions shown in Fig.2 were ultimately determined 
as the basic actions to establish database due to their high 
occurrence frequency. And in action samples selection, there 
are two basic principles needed to be followed [8]: 

(1) Sample size (the amounts of operators) ought to be 
guaranteed which is usually between 10-15. 

(2) Operators ought to contain different genders 
(male/female), figures (height/fat or thin), operation habit (left 
handedness/ right handedness) etc. 

Therefore, 15 operators who were required to have different 
genders, figures and operation habits were employed to record 
action data for the database and ensure the diversity of action 
data. 

 

 

 

 

 

 

 

Fig. 2. (a) action 1--- ‘grab’; (b) action 2--- ‘return’; (c) action 3--- ‘insert’; 
(d) action 4--- ‘pullout’; (e) action 5--- ‘tighten’; (f) action 6--- ‘hit’; (g) 

action 7--- ‘assemble’; (h) ‘action 8’---disassemble; (i) ‘action 9’--- ‘hands 
handling’; (j) action 10--- ‘transport loaded’; (k) action 11--- ‘transport 

empty’; 

3. CNN based solution for action recognition 

3.1. Feature extraction and selection 

With the rapid advance of depth-sensing time-of-flight 
cameras, e.g., Microsoft Kinect sensor or ASUS Xtion, more 

a. b.

c. d.

e. f.

g. h.

i. j.

k.
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detailed and accurate 3D motion structure information can be 
extracted such as real-time skeleton coordinates. And what’s 
more important is that HAR methods using depth cameras can 
avoid many obstacles which make HAR a challenging task 
such as view point, occlusion or lighting conditions. Above all, 
a skeleton-based method is proposed in this paper. 

Existing joint-based action recognition approaches mainly 
focus on different kinds of angles’ calculation method. Gavrila 
et al. [9] proposed a method of using joints angle to represent 
human actions. Ofli et al. [10] proposed another approach 
where many interpretable measures such as the mean of the 
joint angles were used to represent human actions. 
Nevertheless, using single feature cannot fully and accurately 
represent human actions. Furthermore, distance of joints is also 
a remarkably effective feature which can enrich the detail of 
actions ignored by single angular eigenvalue. Hence, distance 
and angle features were combined as multiple recognition 
features to capture the information of actions more accurately 
in this paper. Since all the eleven basic assembly actions were 
upper limb actions, only the upper limb joints were used to 
calculate the two types of features. There were 17 angle 
eigenvalues and 17 distance eigenvalues left. 

In this paper, Kinect vision sensor shown in Fig. 3(a) which 
has been applied widely by many researchers was chosen to 
capture human joint points in real-time. Kinect is capable of 
capturing 25 joints of human body at the same time, and record 
data of each joint as the three dimensional coordinates (x, y, z). 
At the same time, the recording frequency of joint points is set 
to 30 frames per second to ensure the accuracy and continuity 
of action recognition. 

 

 

Fig. 3. (a) Kinect: sensor of action recognition; (b) 25 joints of human body 

Distance Feature: In the calculation of distance feature, 
human coccygeal bone was chosen as the origin of coordinates 
as Fig. 4(a) shown. Assuming that the current spatial 
coordinate of the origin of the coordinates is , and 
the current spatial coordinate of ith joint point is . 

The distance feature vector which contains 17 
distance eigenvalues could be calculated by Eq. (1): 

 (1) 

Angle Feature: two principles should be followed in 
angular eigenvalues calculation:  

(1) Calculate the angles between adjacent skeletons. 
(2) Calculate the angular eigenvalues by the method of 

vector angle calculation.  
Since the value range of vector angle is 0~π, the angle 

features can be calculated by calculating the cosine value of 
vector angle. Let vectors  and 

shown in Fig.3(b). According to the Eq. (2) 
and (3), the angle feature vector   was calculated: 

 (2) 

 (3) 

By synthesizing the two features, the final eigenvector 
for action recognition was 

obtained. And then the eigenvector was normalized, which can 
decrease the effect of different ranges of data values on action 
recognition. 
 

 

Fig. 4. (a) schematic of distance feature; (b) schematic of angle feature. 

3.2. Hierarchical clustering & CNN based action recognition 
model 

The model applied to action recognition is based on 
convolution neural network (CNN) which has enough 
reputation in image recognition field. Bilen et al. [11] proposed 
a dynamic image representation by using raw image pixels of 
a sequence. However, this approach requires RGB with high 
resolution. Aiming at solving the problem and improving the 
stability and accuracy of recognition model, distance & angle 
features were calculated when the raw data was captured. This 
process was called data pre-processing. And then, pre-
processed data was input into CNN model to extract more 
effective features automatically which is similar to image 
recognition process. Intuitively speaking, the principle of 
image recognition is recognizing the pixel matrix of raw image. 
According to the feature extraction process mentioned in 
Section 2 and the habit of human observation, the input 
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recognize industrial production actions. In this paper, a real-
time action recognition system for assembling line actions 
based on convolution neural network and hierarchical 
clustering is proposed along with a specific industrial action 
dataset to lay a foundation for the research of real-time action 
recognition in industrial field. 

The rest of the paper is organized as follows: Section 2 
discusses the industrial actions dataset we established. In 
Section 3, the details of our proposed method are presented. 
The real-time recognition function is also discussed in this 
section. Experiment results are shown in Section 4. Finally, 
Section 7 concludes the paper and discusses our future work.  
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effective features automatically which is similar to image 
recognition process. Intuitively speaking, the principle of 
image recognition is recognizing the pixel matrix of raw image. 
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eigenvalue matrix of action recognition model is formed by 
eigenvalue vectors of all 30 frames as following Eq. (4) shown: 

 (4) 

The output of CNN was a vector shown in Eq. (5). The 
vector was formed by 1 & 0 in which the position of 1 
represented the action label of current action. 

                                                                      (5) 

By using leave-one-out (LOO) method [12], 6 operators’ 
action data was chosen to test the CNN based action 
recognition model. Table 1 shows the recognition accuracy. 

Table 1: Accuracy of action recognition model without hierarchical clustering 

Subject Training accuracy Validation accuracy Testing accuracy 

s_1 99.71% 93.36% 27.39% 

s_2 99.67% 93.61% 29.87% 

s_3 99.51% 90.27% 47.26% 

s_4 99.96% 93.21% 56.06% 

s_5 99.71% 93.31% 47.03% 

Aiming at figuring out the reason of low accuracy, confusion 
matrix was introduced to the recognition result of each action. 
By performing action recognition on 15 operators in turn, Fig. 
5 shows the confusion matrix of 15 operators. The horizontal 
coordinates of the confusion matrix represent the prediction 
action labels and the vertical coordinates represent the actual 

action labels. It’s expected that the number is mainly 
concentrated on the diagonal line of the confusion matrix 
which represents no confusion exists. The value outside the 
diagonal represents the degree of confusion between actions. 
Taking action 1 shown in Fig. 5 as an example, Action 1 
actually has 423 sequences of data, among which 173 
sequences are correctly identified and 89 sequences are 
mistakenly identified as action 2, accounting for 21.04%. It 
indicates that there is similarity among actions, and the higher 
the proportion of incorrect recognition is, the greater the 
similarity is. A hierarchical clustering approach was introduced 
in order to minimize the effect of action similarity on the 
accuracy of action recognition. According to confusion matrix, 
the 11 basic actions were grouped into three layers and seven 
separate action recognition models (from M1 to M7) shown in 
Fig. 6 which were trained separately to guarantee that the 
recognition accuracy of each layer was the highest. 

 

 

Fig. 5. Confusion matrix for determining degree of confusion. 

 

 

Fig. 6 Block diagram of three-layer hierarchical clustering 

For instance, the process of action ‘assemble-7’ and action 
‘disassemble-8’ may contain the process of action ‘grab-1’ and 
action ‘return-2’. Therefore, the four actions could be 
considered as one class in layer 1. However, actions 
grab/return and actions assemble/disassemble have different 
purposes. Hence, these two kinds of actions are distinguished 
in layer 2. And then each action must be specifically classified 
in layer 3. 

3.3. Realization of real time recognition and feedback function 

The raw data of each frame captured by Kinect was stored 
in a sequence of data. Zhu et al. proposed an approach where 

skeletal data were being generated frame by frame [13]. 
However, this method with high recognition frequency which 
could amplify the effect of actions’ similarity wasn’t suitable 
for the real-time recognition of such high complexity and high 
similarity assembling actions. Therefore, an action recognition 
approach with recognizing frequency of one second was 
proposed in this paper. The last 30 frames data of current data 
sequence were got to be the input of CNN model and then the 
current action label ought to be got as the ‘Actual Action’ curve 
shown in Fig. 7. The standard action curve was determined by 
processing sequence corresponding to the actual production 
line. The standard action label points didn’t coincide with the 
actual recognition action label points in 9th second and 10th 
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second which represented that wrong action occurred in Fig. 7 
and the alarm was triggered with buzzer to remind operators 
error occurs at that moment. 

 

 

Fig. 7. Profile of real-time action recognition 

4. CNN based solution for action recognition 

In this section, an experiment was designed to evaluate the 
proposed hierarchical-clustering based action recognition 
model.  

Equipment setup: (1) Kinect was placed at the distance of 
1.5m from the operating platform and 1 m from the ground. (2) 
The recording frequency of Kinect was set to 30 fps. (3) The 
recognition frequency was determined as 1 second. 

Implementation details: 6 operators who did not participate 
in database establishment were employed as the testing 
samples. The 6 operators completed 11 basic actions in turn 
and actions were recognized in real time. The accuracy of each 
operator's 7 corresponding models was recorded separately as  
𝑎𝑎",$,%(𝑖𝑖 = 1⋯6; 𝑗𝑗 = 1⋯7)where  represents  operator , 

 represents  model and k represents kth kind of accuracy: 
training accuracy, validation accuracy and testing accuracy and 
take Table 2 for example.  

Table 2. Accuracy recording table of model j 

Subject Training  Validation Testing 

S_1 𝑎𝑎0,$,0 𝑎𝑎0,$,1 𝑎𝑎0,$,2 

S_2 

S_3 

𝑎𝑎1,$,0 

𝑎𝑎2,$,0 

𝑎𝑎1,$,1 

𝑎𝑎2,$,1 

𝑎𝑎1,$,2 

𝑎𝑎2,$,2 

S_4 𝑎𝑎3,$,0 𝑎𝑎3,$,1 𝑎𝑎3,$,2 

S_5 𝑎𝑎4,$,0 𝑎𝑎4,$,1 𝑎𝑎4,$,2 

S_6 𝑎𝑎5,$,0 𝑎𝑎5,$,1 𝑎𝑎5,$,2 

According to the raw data in Table 2, the average value and 
maximum value of each kind of accuracy were calculated 
respectively as the evaluation criteria for the accuracy of the 
model as Table 3 shown. 

Table 3. Average and maximum value of each case of model j 

Subject Training  Validation Testing 

Average 
  

 

Max    

 According to the formulas shown in Table 3, the average 
and maximum recognition accuracy of all three kinds of 
accuracy of the 7 models can be calculated as Tables 4 to 10 
shown. 

Table 4. Accuracy of recognizing actions 1,2,7,8 & 3,4,5,6 & 9 & 10,11 (M1) 

Subject Training  Validation Testing 

Average 99.68% 97.51% 86.35% 

Max 99.94% 98.32% 90.74% 

Table 5. Accuracy of recognizing actions 1,2 & 7,8 (M2) 

Subject Training  Validation Testing 

Average 99.27% 97.71% 86.49% 

Max 99.86% 99.72% 99.29% 

Table 6. Accuracy of recognizing actions 3,4,5 & 6 (M3) 

Subject Training  Validation Testing 

Average 99.52% 97.66% 87.54% 

Max 100.00% 98.15% 99.49% 

Table 7. Accuracy of recognizing actions 10 & 11 (M4) 

Subject Training  Validation Testing 

Average 94.59% 91.51% 52.75% 

Max 100% 97.72% 80.47% 

Table 8. Accuracy of recognizing actions 1 & 2 (M5) 

Subject Training  Validation Testing 

Average 98.21% 87.94% 57.16% 

Max 100.00% 94.24% 76.19% 

Table 9. Accuracy of recognizing actions 7 & 8 (M6) 

Subject Training  Validation Testing 

Average 99.87% 94.09% 76.82% 

Max 100.00% 97.26% 87.59% 

Table 10. Accuracy of recognizing actions 3, 4 & 5 (M7) 

Subject Training  Validation Testing 

Average 99.73% 97.05% 55.29% 

Max 100.00% 99.00% 74.45% 

By comparing the accuracy of Table 1 and Tables 4 to 10, 
the action recognition model based on the hierarchical 
clustering is more accurate than other traditional methods 
obviously. It can prove that hierarchical clustering has a good 
effect on improving the accuracy of action recognition 
considering the similarity among actions. And in terms of 
current experimental environment, the processor selected in 
this paper is Intel(R) Core i7-5500U CPU. The average 
computation cost is about 0.4407511s for each recognition. In 
this paper, the recognition interval was set as 1 second. 
Therefore, the current computing time can meet the 
requirements of real-time recognition. 

 And then, the system was applied to an assembly line for 
reducer production to test its practical application effect. The 
assembly time of single reducer with or without the assistance 
of the system was recorded separately for ten times. The 
average and standard deviation of the 10 groups of data 
calculated are shown in Table 11. 
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eigenvalue matrix of action recognition model is formed by 
eigenvalue vectors of all 30 frames as following Eq. (4) shown: 

 (4) 

The output of CNN was a vector shown in Eq. (5). The 
vector was formed by 1 & 0 in which the position of 1 
represented the action label of current action. 

                                                                      (5) 

By using leave-one-out (LOO) method [12], 6 operators’ 
action data was chosen to test the CNN based action 
recognition model. Table 1 shows the recognition accuracy. 

Table 1: Accuracy of action recognition model without hierarchical clustering 

Subject Training accuracy Validation accuracy Testing accuracy 

s_1 99.71% 93.36% 27.39% 

s_2 99.67% 93.61% 29.87% 

s_3 99.51% 90.27% 47.26% 

s_4 99.96% 93.21% 56.06% 

s_5 99.71% 93.31% 47.03% 

Aiming at figuring out the reason of low accuracy, confusion 
matrix was introduced to the recognition result of each action. 
By performing action recognition on 15 operators in turn, Fig. 
5 shows the confusion matrix of 15 operators. The horizontal 
coordinates of the confusion matrix represent the prediction 
action labels and the vertical coordinates represent the actual 

action labels. It’s expected that the number is mainly 
concentrated on the diagonal line of the confusion matrix 
which represents no confusion exists. The value outside the 
diagonal represents the degree of confusion between actions. 
Taking action 1 shown in Fig. 5 as an example, Action 1 
actually has 423 sequences of data, among which 173 
sequences are correctly identified and 89 sequences are 
mistakenly identified as action 2, accounting for 21.04%. It 
indicates that there is similarity among actions, and the higher 
the proportion of incorrect recognition is, the greater the 
similarity is. A hierarchical clustering approach was introduced 
in order to minimize the effect of action similarity on the 
accuracy of action recognition. According to confusion matrix, 
the 11 basic actions were grouped into three layers and seven 
separate action recognition models (from M1 to M7) shown in 
Fig. 6 which were trained separately to guarantee that the 
recognition accuracy of each layer was the highest. 

 

 

Fig. 5. Confusion matrix for determining degree of confusion. 

 

 

Fig. 6 Block diagram of three-layer hierarchical clustering 

For instance, the process of action ‘assemble-7’ and action 
‘disassemble-8’ may contain the process of action ‘grab-1’ and 
action ‘return-2’. Therefore, the four actions could be 
considered as one class in layer 1. However, actions 
grab/return and actions assemble/disassemble have different 
purposes. Hence, these two kinds of actions are distinguished 
in layer 2. And then each action must be specifically classified 
in layer 3. 

3.3. Realization of real time recognition and feedback function 

The raw data of each frame captured by Kinect was stored 
in a sequence of data. Zhu et al. proposed an approach where 

skeletal data were being generated frame by frame [13]. 
However, this method with high recognition frequency which 
could amplify the effect of actions’ similarity wasn’t suitable 
for the real-time recognition of such high complexity and high 
similarity assembling actions. Therefore, an action recognition 
approach with recognizing frequency of one second was 
proposed in this paper. The last 30 frames data of current data 
sequence were got to be the input of CNN model and then the 
current action label ought to be got as the ‘Actual Action’ curve 
shown in Fig. 7. The standard action curve was determined by 
processing sequence corresponding to the actual production 
line. The standard action label points didn’t coincide with the 
actual recognition action label points in 9th second and 10th 
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second which represented that wrong action occurred in Fig. 7 
and the alarm was triggered with buzzer to remind operators 
error occurs at that moment. 

 

 

Fig. 7. Profile of real-time action recognition 

4. CNN based solution for action recognition 

In this section, an experiment was designed to evaluate the 
proposed hierarchical-clustering based action recognition 
model.  

Equipment setup: (1) Kinect was placed at the distance of 
1.5m from the operating platform and 1 m from the ground. (2) 
The recording frequency of Kinect was set to 30 fps. (3) The 
recognition frequency was determined as 1 second. 

Implementation details: 6 operators who did not participate 
in database establishment were employed as the testing 
samples. The 6 operators completed 11 basic actions in turn 
and actions were recognized in real time. The accuracy of each 
operator's 7 corresponding models was recorded separately as  
𝑎𝑎",$,%(𝑖𝑖 = 1⋯6; 𝑗𝑗 = 1⋯7)where  represents  operator , 

 represents  model and k represents kth kind of accuracy: 
training accuracy, validation accuracy and testing accuracy and 
take Table 2 for example.  

Table 2. Accuracy recording table of model j 

Subject Training  Validation Testing 

S_1 𝑎𝑎0,$,0 𝑎𝑎0,$,1 𝑎𝑎0,$,2 

S_2 
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𝑎𝑎1,$,0 
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S_6 𝑎𝑎5,$,0 𝑎𝑎5,$,1 𝑎𝑎5,$,2 

According to the raw data in Table 2, the average value and 
maximum value of each kind of accuracy were calculated 
respectively as the evaluation criteria for the accuracy of the 
model as Table 3 shown. 

Table 3. Average and maximum value of each case of model j 

Subject Training  Validation Testing 

Average 
  

 

Max    

 According to the formulas shown in Table 3, the average 
and maximum recognition accuracy of all three kinds of 
accuracy of the 7 models can be calculated as Tables 4 to 10 
shown. 

Table 4. Accuracy of recognizing actions 1,2,7,8 & 3,4,5,6 & 9 & 10,11 (M1) 

Subject Training  Validation Testing 

Average 99.68% 97.51% 86.35% 

Max 99.94% 98.32% 90.74% 

Table 5. Accuracy of recognizing actions 1,2 & 7,8 (M2) 

Subject Training  Validation Testing 

Average 99.27% 97.71% 86.49% 

Max 99.86% 99.72% 99.29% 

Table 6. Accuracy of recognizing actions 3,4,5 & 6 (M3) 

Subject Training  Validation Testing 

Average 99.52% 97.66% 87.54% 

Max 100.00% 98.15% 99.49% 

Table 7. Accuracy of recognizing actions 10 & 11 (M4) 

Subject Training  Validation Testing 

Average 94.59% 91.51% 52.75% 

Max 100% 97.72% 80.47% 

Table 8. Accuracy of recognizing actions 1 & 2 (M5) 

Subject Training  Validation Testing 

Average 98.21% 87.94% 57.16% 

Max 100.00% 94.24% 76.19% 

Table 9. Accuracy of recognizing actions 7 & 8 (M6) 

Subject Training  Validation Testing 

Average 99.87% 94.09% 76.82% 

Max 100.00% 97.26% 87.59% 

Table 10. Accuracy of recognizing actions 3, 4 & 5 (M7) 

Subject Training  Validation Testing 

Average 99.73% 97.05% 55.29% 

Max 100.00% 99.00% 74.45% 

By comparing the accuracy of Table 1 and Tables 4 to 10, 
the action recognition model based on the hierarchical 
clustering is more accurate than other traditional methods 
obviously. It can prove that hierarchical clustering has a good 
effect on improving the accuracy of action recognition 
considering the similarity among actions. And in terms of 
current experimental environment, the processor selected in 
this paper is Intel(R) Core i7-5500U CPU. The average 
computation cost is about 0.4407511s for each recognition. In 
this paper, the recognition interval was set as 1 second. 
Therefore, the current computing time can meet the 
requirements of real-time recognition. 

 And then, the system was applied to an assembly line for 
reducer production to test its practical application effect. The 
assembly time of single reducer with or without the assistance 
of the system was recorded separately for ten times. The 
average and standard deviation of the 10 groups of data 
calculated are shown in Table 11. 
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Table 11. Comparison of assembly time with or without system assistance 

Subject Without system (s) With system (s) 

Average 207.1 159.2 

Standard deviation 23.5 11.5 

variable coefficient 0.11 0.07 

The average assembly time under the two assembly 
conditions are 207.1s and 159.2s respectively, that is, the 
average assembly time of the reducer is reduced by 23.13% 
after applying the system for assistance. Obviously, using this 
system for auxiliary production can improve the production 
efficiency of enterprises. 

5. Conclusions and future work 

This study aims at monitoring industrial actions in real time 
and providing timely guidance by action recognition. An 
industrial basic actions database containing 11 basic actions 
was established which can be used wildly in industrial actions 
study. Comparing with other certain scenario action datasets 
such as construction workers dataset, WR dataset [14], the 
industrial basic action dataset proposed in this paper has higher 
complexity and similarity.  And then, the multi-features fusion 
was applied to represent human actions more fully and 
accurately. Combining with the features extracted, the 
hierarchical clustering based CNN model was proposed to 
reduce the effect of confusions among industrial actions. The 
accuracy of the-state-of-art method which was designed for 
construction worker action recognition is nearly 56%. 
Obviously, the experiment results illustrated that the accuracy 
of action recognition method proposed in this paper is close to 
the-state-of-art methodology. Finally, hierarchical clustering 
based CNN models and action database were applied to 
establish a system with the function of monitoring actions in 
real time and providing useful guidance for operators.  

The real-time operator action recognizing and correcting 
system proposed in this paper, not only can effectively improve 
the production efficiency, but also ensure the quality of 
products and reduce the quality cost of products. Therefore, the 
application of this system can effectively improve the 
management and control ability of enterprises for the product 
life cycle and enhance the core competitiveness of enterprises. 

However, there are still some limitations existing that can be 
improved in the future. Although the accuracy of action 
recognition is close to results of the current best method, the 
recognition accuracy is still high enough. It is not only due to 
the structure of the algorithm itself, but also because the objects 
interacting with the operator has not been taken into account. 
Hence, more experimental tests on the system combined with 
object recognition will be designed to further improve the 
recognition capability of the system. Then, the system will be 
applied in more variable assembly environments to further 
verify the reliability of the system in the future. 
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