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ABSTRACT

The communication engineer has in the past treated
the detection problem from a limited point of view.
Detectors have been designed to reach a decision based
on a specified number of samples. This approach has
proved valuable, but it offers no provisions for an
early decision if a conclusion becomes obvious early
in the sampling. Neither is there an opportunity for
additional sampling if necessary to reach a definite
conciusion., Because of these limitations it is
desirable to find more general detectors,

This study loocks at a specific statistic (the
sign test) and designs a sequential detector to
utilize this statistic. The sequential detector is
a type of detector where the decision to terminate
depends only on the previous samples. This detector
is also of the nonparametric class in that a complete
knowledge of the signal and noise ic not necessary

for its ¢operation.
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CHAPTER T
INTRODUCTION

An important problem in the field of communications
is the detection of signals in the presence of noise.
The detection problem is concerned with determining
the presence or absence of signel in a background of
noise. The radar problem in which a target is detected
by determining the presence of a radar return signal
is an example of signal detection.

In the past most of the work in signal detection
has been limited to cases of a fixed number of samples
on wihich the decision is based. This method offers no
provisions to obtain additional data if the sample is
not sufficiently suggestive of a decision, Neither
is there opportunity to cut the sampling short if
a conclusion becomes obvious early in the process of
obtaining the sample.

Thus, there is a need for a class of detectors
in which the number of samples required is not pre-
determined. This type of detector, where the decision
to terminate depends only on the previous samples, is
called a sequential detector. There are two types of
sequential detectors, parametric and nonparametric,.
Paremetric detection deals with signals of known
deterministic form and noise of known statistical

form. Nonparametric detection deals with signals and



noize, the statistical forms of which are not completely
knowm. Nonparametric detectors therefore have the
advantege of requiring less statistical information
than parametric detectors.

In this paper a nonparametric sequential detector
will be investigated. The detector will be designed
to detect signals which change the d-c level of the
noise. After this theory is developed the sequential
detector will be used to detect a frequency modulated
(F1) signel in the presence of noise. Since many FM
detection problems are restricted to messages expressed
in binary coded form (Binary Ffrequency Shift Keyed)
or r-ary coded form (Multiple Frequency Shift Keyed),

attention here will be limited to these forms.



CHAPTER II

FPORIULATION OF THE DETECYION PROBLEM

The function of the detector is to determine
whether an observed waveform x(t) consists of signal
plus noise or noise alone. The detection decision
problem can be expressed as a statistical hypothesis
testing problem (l.). There are two alternatives in
statistical hypothesis testing. These two alternatives
may be represented as the null hypothesis, the samples
are from noise alone, versus the salternate hypothesis,
the samples are from signal plus noise,

The detector considered in this paper is character-
ized by three mutually exclusive zones for decision,
The three zones will be specified as:

Slz the zone of preference for acceptance

S,: the zone of indiffeorence

SB: the zone of preference for rejection.

The decision is based on the fact that some function
of the sample falls in one oﬁ the three zones. The
boundaries on the zones-are predetermined by the number
of errors which can be allowed. The detector can make
two types of mutually exclusive errors:

1. signal is not present and the detector decides

signal is present; this will be called a type I
error and the probability of such an error will

be denoted by <« ,



2, signal is present and the detector decides there

is no signel present; this will be called a

type II error and the probability of such an
error will be denoted by B.

In this paper K will also be called the false alarm
probability and $ will be called the false dismissal
probability.

A sequential test of a statistical hypothesis makes
a certain calculation after each observation, or group
of observations, and decides on one of three courses of
action, depending on the outcome of the calculations.
After each calculation the detector either accepts the
null hypothesis, accepts the alternate hypothesis, or
decides thereo is insufficient data to accept either
of the hypotheses with predetermined degrees of con-
fidence. If the null hypothesis or alternate hypothesis
is accepted, the experiment is terminated. If neither
hypothesis is accepted the detector takkes another sample
and on the basis of the sample of size two decides again
on one of the threc courses of action. The detector
continues in this manner until either the null hypothesis
or alternate hypothesis is accepted.

It can be seen from the preceding discussion that
the number of samples required for the termination of
a sequential test with the acceptance of the null or
alternate hypothesis is a random variable. In a sequen-

tial test both the false alﬁrm probability and false
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dismissal probability are specified. The seqguential
test which minimizes the average number of samples
requlired for termination is considered optimum.

A. Weald (1) has developed the sequential prob-
ability ratio test, which is regarded as the optimum
sequential test. It is considered optimum in the sense
that the average number of samples required to reach
a decision is a minimum, To discuss this test, let
f(x,©) be the distribution of a random variable x to
0’ is ew=eb. The

alternate hypothesis, Hl’ is 6%*91. Successive samples

on %X are given by Xl’xzf""xn""’ etc,

be tested. The null hypothesis, H

Assuming the samples are independent, the prob-
ability of a sample KyseeeeX when the null hypothesis
is true, is given by

pon: f(}LJ-"e'O) 2 000000 af(xn,e'o)
llhen the alternate hypothesis is true the probability
of a sample KysreseeX is given by

Pin= 1(x1;@i).......f(xn,91)

To form the seguential probability ratio test let

—P
>\f'l%//p0n

Two positive constants A and 2 are chosen. The test
is carried out with the desired false alarm probability,
A, and false dismissal probability, ¥ , il the constants

are chosen in a specific manner. DBy choosing



A=1-38
=<
B= B
J—\

it is guarantied that the test will have the predetermined
degrees of reliability.

The test is carried out by computing AN, If A=A
the altermate hypothesis is accepted. If A £ B the
null hypothesis is accepted., If B< n<« A gn additional
sample is taken. This process is continued until a
decision is reached.

An important characteristic used in gauging the
performance of a sequential test is the average sample
nunper function (ASHN function). The ASH function gives
the average number of samples required for the term-
ination of a sequential test.

The signal to noise ratio used in this paper will
be defined to be the ratio of the r.m.s. value of the
signal to the r.m.s. value of the noise.

In the following chapters f(x) is defined to be
the probability density function on x, i.e., the prob-
2bilily of x falling between x and x+ax is f(x)ax.
The function b(x) is defined as the discrete probability
distribution on x, i.e., the probability of x taking
on the value x;_ is b(xk).

In all cases considered in this paper the noise will

be assumed to be gaussian with mean zero and variance



6., If f(x) has gaussian distribution with mean zero
and variance 0w then it will be abbreviated as

£f(x)~aG(0, % ).



CHAPTER TIT
THE SECUEINTIAL SIGN DETECTOR

3.1 Definition

As stated before, the signal detection problem is
a problem of hypothesis testing. Therefore it is
necessary to develop a hypothesis about the observed
distribuiions which may be tested. The detector used
in this paper is the sequential sign detectof. This
detector is useful for any signal that changes the d-c
level of the noise., The sign detector determines
whether two sets of observations can reasonably be
thought tc have come from the same distribution.

The sign test is a test which relies upon the sign
of the difference between a pair of observations.
Since this test depends only on the sign of the
difference, and puts no significance on the magnitude
of the difference, some useful information is lost.
It has been shown that the asymptotic relative effi-
ciency of the sign detector with respect to the t-
detector is .636. The t-detector is considered the
0ppimum paéametric detector for detecting signals which
change the d-c level of the noise. Thus although there
are tests which are more efficient than the sign test,
the sequential sign detector 1s developed here because
of the extreme simplicity of the test and the relative
ease with which it can be implemented. Another very

important attribute of the sign detector 1s its ability



to be useful even if the noise is not strictly gaussian,

Assume any pair of values (y(to),x(to)) to be
randomly d?awn. The sample y(to) is drauwn from what is
known to be noise zlone and the sample x(to) is drawm
from the input to be tested. The test depends on the
difference, y(to)—x(to), between each sample pair.

If the signal is not present the samples from
y(t) and the samples from x(t) will both be drawn from
the same distribution, noise alone. Since the noise
distribution is assumed to be gaussian with mean zero
and variance G<, the distribution of the difference,
y(ti)~x(ti) for i=1,2,...0n, will be gaussian with mean
zero and variance 29.. Therefore if signal is not
present it is reasonable to expect approximately the
same number of plus and minus signs from a group of n
observations.,

If a signel is present which changes the d-c level
of the noise, the distribution of the difference will
still be gaussian but with a mean shifted from zero.

If the signal causes a positive shift in the mean it
would be reasonable to expect a greater number of minus
signs than plus signs from a group of n observations.

As the shift in the mean becomes greater, the percentage
of minus signs that can be expected will also increase,

Thus if a signal is not present, the plus and minus

signs would be expected to have .a dichotomous distribution
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with the probability of either sign equal to one—half.
Therefore in n independent trigls in which a plus or
minus sign is determined for each pair and for which
the probability of a negative (positive) sign on each
trial is p=%, the probability of k negative (positive)

signs is given by the binomial distribution

b(k) = bksn,p=%) = i ()" (3.1)

If signal is present, the distribution of negative

signs would be expected to take the form

b (k) = b(ksn,p88) = gy (@) (1-p)7F (3.2)

where p is the probability of a minus sign.

A point has now been reached where the hypothesis
to be tested can be determined. The hypothesis will
deal with the parameter p in the binomial distribution.

The null hypothesis, H to be tested is p::p0=;%,

O!
noise alone is present. The alternate hypothesis, Hl’
to be tested is p::pl#:%, signal plus noise is present.
The sign test is somewhat difficult to apply for
sequentisl testing unless the observations are taken
in groups. The reason for this difficulty stems from
the fact that when an additional observation is taken,
the number of negative (positive) signs can either stay

the same or increase by only one. Thus, there is a

heavy dependence between observations. hen observations
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are talken in groups the number of negative (positivej
signs is random from group to group and each sample is
independent. In the rest of this paper observations
will be taken in groups of n and ecach group will be
called a sample.

A method (15) has been developed by Tsao which
in many cases is eeasier to apply than Vald's sequential
probability ratio test. This method was developed
for continuous probability density funcitions. Even
though the sign test has a binomial distribution as
its underlying distribution, this method is applicable
if the observations are talken in groups. By taking
the obgservations in groups of sufficient size, the
binomial distributicn may be approximated by the normal
distribution function which is continuous,

The secuential procedure used in this paper takes
observation pairs in groups of size n. The detector
then determines the number of minus signs which result
from taking the difference y(ti)—x(ti) for i=1,2,...n.
There will be n of these differences in each sample,
one Tor each observabtion pair. The range on the number
of minus signs occuring will be from zero to n. These
n+l possible values (0,1,2,...n) are divided into
three zones. That is, all samples with less than Kl
minus signs occuring will be placed in one zone,

All samples with more than Kl end less than Ka minus
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sirns occuring will be placed in another zone. All
samples with more than K2 minus signs occuring will
be placed in a third zone.

dandom samples ol n observation pairs are drawvn
successively. A stase of the procedure will occur aftor
each seample has been placed in one of the three zones.
At esach stage the number of searples falling in each of
the tihirece zonoes will be counted. Denote by my the
nunmber of samples falling in the zone Si forr L= 1,2,3
efter the mth sample is talken. Let a and r be two pre-
detecimined positlive integers. The detector will continue
to take samples (groups of observations) as long as
m <a and m3< r. “That is, if the number of samples in
zone Sl is less than some prodeteormined constant, a,
and thoe number of ssamples in zone 33 is less than some
predetermined constant, r, another sample will be taken.
'he number of minus si:ns occuring in this sample will
be determined and the somple will be placed in one of
the three zones. ‘The nuniber of samples in each zone
uill again be determiined and checked against the pre-
determined constants. 7“The dotector will accept the
null hyprothesis i, at any stage, m, = a; it will accept
the alternalte hypothesis if, at any stsage, m3==r. As
long as m<a and m3< r additional samples will be
telten. As soon as one of the hypothesis is accepted

the experiment is terminated.
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Consider the following quantities:

A=3 b(k)
o]

I=72%b(k)
25

R= T blk) {3s3)
Gt

where Sl’ 82, and 33 represent the summation over all
sample points in zones 1,2, and 3 respectively. These
guantities will be designated by A;, Ii and R, if b(k)
is replaced by bi(k) for i=0 or 1, From this point
on, bo(k) will be used to designate the distribution
of k under the null hypothesis, and bl(k) will denote
the distribution of k under the alternate hypothesis,
Using the delfinitions of the three zones given
in £q. (3.3), the probability density function of the
semple size may be derived. It will be stated here

without proof as (15)

r=o—~\
% " (m-1)! T, X-Mm-Tr-X
8f(m,a,r,Sl,S ) = _O(r—l)ixl(m—rux)l R a'd
xX=r=i ( l)l
z m- B K-M—-a-X :

This is obtained from the multinomial distribution
which is a generalization of the binomial distribution.
Using the probability density function of the

sample size given in kqg. (3.l4), the moment generating
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function is defined as Zetmp(m). Therefore the

moment generating function of the sample size is given

by
-] o-i t
Y _ (m-1)% r, X-m-r-x mt
o© i ( 1)' t
m- a8, X-m-r-xXx m
*ZZ: (a=i)l =t (m-n=ayn &4 B 1 e (3.5)
M=o =0
A new function will now be defined as
2 & (n-1)"
/ - << m-1): S
h{p,q,B,C,D) = ZZ(q—l)i =i (m-gq-x)i B D™
M=% K=0
Eg. (3.5) may be written
oo ol r vd
F e o (m"'l)l —_— E 'i}. t m
Mo(t;58,7,5,,55) => 2 =y =1 (m-rx); (I) () ()
m=r X=o

oo =i

+ ZZTa l(fnj-].f m-a-:)1 (%)a@i)x ttet)m

m=a R=o

or

M (t52,7,5,,8, )=h(a,r,R/T,A/I,Te")+h(r,a,A/I,R/I,Te")
(3.6)
At this point it is possible to make use of a lerma of
advanced calculus (17) which states that

; - BD ks
h(p,q,B,C,D) = (‘1“_'1‘-;:0"1‘)“"

%) - .
(e (7 ettty 20 ]

o> (3.7)
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Substituting Eg. (3.7) into Eq. (3.6), the moment
generating Tunction of the semple size may be written
as

r

- t
) Re
I’i,.(‘b;a,I',S ’S ) = ( 5 A
L 1773 1-(1-R)e”/

Amy )
(\-—Ie) — ! =1 =
. [1_ g (;fll)f", (;_1)1 A 4 dZ]
(' Aot a
1< li=A)e”

: §/'I"") (a+r-1)} -1 1
; g {a-1)1 (7oayr 2 (1277 dz]
° (3.8)

At this point it will be convenient to define the
power function. The power'function of a test gives the
probability of rejecting the null hypothesis when the
null hypothesis is false. Thus for the alternate
hyvothesis the power function gives the probability
of accepting Hl when the parameter P in the binomial
distribution is equal to p, . The power function may

be written as

oo Ol

_ (1) REAFINTETE
O (bsa,r, SysSg )= ZZ(I’ R xl (m-r-x)} (3.3)
m=C ¥X=o ’

By rewriting the above equation e have

=T+ 2

P (bsa,r,8,,55)= MZ.:Z ‘r"lgmzzl%m"r"‘“) L}:ﬁ(A) (3 10)
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Thus the power function can be written as
P (s a,r,Sl,SB) = h(a,»,R/I,A/I,I)

The power function is now in a form to which the lerma
discussed earlier may be applied, Substituting the

results of Eg. (3.10) into Eg. (3.7) yields

A
- (arr-1)! a-1 r-1
T g I T & (A-E) dZi]
[ i T&"D}—(—r"l . (3.11)
'"his eguation may be simplified by realizing that the
quentity (1-I-4) =R, and also by rewriting the upper

1limit on the integral as

b o ik
T RETN

/

1-R e = L _
RvE ~  I~a/g — 1-F

This substitution allows Eg. (3.11) to be written as

v-g° 1
sr-1): -1 r-1

or
7

® (osa,m,50,85) = (B gy 227t e

wvnere

Tor a given false alarm probability A and false

dismissal probability ¥, the problem now becomes one
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of determining zones Sl and 83 such that the power

function fulfills the following conditions:

L? (bo;a!r)SlJSB = A

@(bl;a,r,sl,83)=}:-3
Since the binomial distribution is a discrete distri-
bution it may not be possible to find values of ¥
which exactly egual < or 1-3 . TFor this reason any

value of ¥Y(bsa,r,S 53) which is less than or equal

1
to A or greater than or equal to 1-B is considered
satisfactory. This will assure that the false alarm
probablility is no greater than ol and the false dis-
missal probability is no greater than B . Satisfying
these conditions will assure that the detector will
decide signal 1is present no more than 100X percent
of the time whoen in fact signal is present., It will
also assure that the detector will decide signal is
absent no more than 1L00B percent of the time when
signal is actually prescnt.

A1l sets of parsemeters (a,r,Sl,S3) which satisfy
the above conditions are acceptable to use as detector
parameters. llowever, some sets of parameters can be
considered to be better than others, The optimum set
of parameters will be that set which, for a given

end B , requires the fewest number of samples on the

averagse.,



An expression must now be developed which will
give the ASN. The ASN is the expected number of samples
required for termination of the sequential test. It
is known that the derivative of the moment generating
function evaluated at t= 0 yields the expected value
of the sample size. Taking the derivitive of Eqg. (3.8)
and evaluabting the result at t =0 gives

ASH = 3 r+a-1 r Ia
H[‘?(b;a,r,sl,SB)— = )B‘ (L-B) :l
-+ %E—Q(b;a,r,sl,SB)_ (rq-z—l)gr (1- B;)a]
Using the gbove expression, the ASN can be computed for
each set of acceptable parameters. The set which has
the smallest ASH will be used as the detector parometer.

These are the basic results which describe the
seguential test that will be used in this paper. The
remainder of this paper will show how these results
may be applied to the sign test and to the detection
of signals in noise.

The detector will be designed for a constant signal.
Then it will be showm how other types of signals may
be detected without altering the detector. The general
procedure just discussed will be applied To each case.
Specific_methods will be developed for determihing the
quantities A, and Ri' All other equations will be the

same as stated in the previous discussion,
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In each case Lo be considered, the noise is assumed
to be gaussian with mean zero and variance 6. The
signel to noise ratio, 6, is defined to be the ratio

of the r.,m.s., signal to the r.m.s, noise.

3.2 Detectlion of a Signal Which Changes the d-c

Level of the lloise

Consider a constant signal, C, The r.m.s. value
of a constant is Jjust that constent and the r.m.s.
velue of a gaussian distribution is 6. . Xnowing this,
the signal to noise ratio may be written as

o=z L
P

This signal to noise ratio can bé used to determine the
velue of the parameter Py in the alternate hypothesis.
The value ol the parameter Py will depend on the
difference in the mean of the distribution of signal
plus noise and the mean of the distribution of noise
glone., It is known that adding a constant to a gaussian
distribution shifts the mean of the distribution by
that constant. Therefore the distribution of signal
plus noise will ve gaussian with mean C and variance

G . The amount of shift caused by adding a constant
sipnal can be found from the signal: to noise ratio.

It is shown in~appendix A that the relatibnship between

Py and ©- 1is given by
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Py = 1-P(Z2< -l&l/2 )

n=

wvhere Z is distributed GO, ),

Since the signel, C, can be either positive or
negative, the detector must be able to detect shifts
in the mean in both the positive and negative direction.
Since C can be either positive or negative this will be
called a two-sided test. The detector takes n obser-
vations, y(ti), from noise alone, the observations
being Y‘,Ya,...Yh where'Yi= y(ti), i=1,2,..n %The
detector also takes n observations x(tj) from the input
to be tested. These observations are designated Xl’

X X (Xj=x(tj), j=1,2,...n). These 2n obser-

PEERE
vations are paired and the difference (Yi-Xj), i=j,

is determined, If signal is present, it is reasonable
to eizipect that either a large or small number of minus
signs will occur. This sample space of (n+l) points
can be divided into five zones. These zones are shown
in Tigure 1.

The zones of rejection will be zones of Ttoo few or
too many minus signs, while the zone of acceptance will
be a zone of approximately n/2 minus signs. To sinplify
this problem into three zones, consider only the sign
which occurs the greater number pf times. Then the
seample space consists of (n/2+ 1) points if n is even

or (n+1)/2 points if n is odd. This sample space may
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be divided into three zones as shown in figure 2.

Let Hp be the number of plus signs which oécur
and letb ﬁm be the nwaber of minus signs which occur.
Then let K equal the maximum of nm and Np. All samples
for which i< Ki will be classificd into zone 17 and
é will be classified in zone
37. All other samples will be classified in zone 27,

all samples for which K2K

Referring back to Fig. 1, the null hypothesis
would be rejected if %mﬁ'Kl or if ﬁmz.Ku. Zone 1
would consist of gll sanple points from 0O to Kl énd
zone 5 would consist of all sample poinbs from Kh
to n. Therefore when the sample space is reduced to
three zounes it is importent that zone 3 include all

semple points included in zone 1 and zone 5 of the

original sample space. Thus

K=o *=¥a

n Ky m
R, = 3 bs(k) = > b.(k) + 2 b, (k)
K=

A szmple will be in zone 1 only if there are Kl or less
minus signs occuring in the sample, This is equivalent
to having (n—Kl) or more plus - -signs occuring in the
sample. Let P’ egual the probability of a minus sign-
occuring. Then the probability of a plus sign occuring
is just 1-P’.

Therefore the summation over the lower zone may

be written as



= ~
7 D) R B o S (I e pr s

KXo K=n-¥;

Thus the equation for Ri becomes

Ry =2 () (2 )2 (@-2)% + 3 (B) (2 ) (1-p )P%
K=n-i, Yo ieq (3 .13)

At this point it will be argued that the lower limits
on the two summations must be equel. It is desired
that both positive and negative signals be detected with
the same false alarm and false dismissal probabilities.
In order to detect both positive and negative signals
with the same probabilitics it 1s necessary that the
rejection zone Ifor negative signals and the rejection
zone Tor positive signals be the sane.size., If a pos-
itive signel is recieved there is a certain probability
of getting a minus sign for each observation, depending
on the magnitude of the signal., If the signal is neg-
ative, and of the samne magnitude, the probability of
getting a positive sign is exactly the same as the
probability of getting a minus sign when a positive
sienal is present. J3ince the zones of rejection are
of equal size and the probsgbilities of being in each
zone are identical they nrust contain the same nwnber
of sample points. Therefore (ani) must equal Ku and
Bg. (3.13) may be written

R, = i(ﬁ) (P7 )P (12" +i(n) (P2~ )" (3.1h)



and Eqg. (3.1l}) reduces to

hen i=1, P=P,# and Bq. (3.1L4) becomes

R =D (2) ()2 (1-p) )%+ 5 (2) (0, )5 (2-p )%
*o= iy %= Kq

Determining Ai is slightly more difficult. JZone 3
will consist of an even number of sample points 11 the
total number of observations in a sample group is odd.
liowever if the total number of observations in a sample
group is even, there will be an odd rnumber of camples
in zone 3. Therefore, when the number of observations
in a sample group is odd, Ixi is given by

2=t ”

¥a r 3

= Llz) = « I -
A, = Db.(k) = 2 b(k)+ B b.(k)

K %= Ke Bt

z
In the same manner as before, it can be argued that the
number of sample points between K, and (n-1)/2 and the

number of sample points between (n+l)/2 and K_ are

3

equal. The above equation can then be written

| & Y3
A, = "" E]_. (P;)J{(l“P; )Il--}i'. Ij (Pz )n—:{(qu/ )x
i & ‘ég-_gn.) + K;_;gn-) (3.15)

then i=0, P=1; and Eq. (3.15) becomes

K3
A= 22 (2) )"

nel
T

Vhen i=1, P’= plqt 3 and Eq. (3.15) becomes
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‘Z(n) (pl)_n(l o )n JC*Z(A,) (pl n '*c "P]_)

."_nrl x_.“ql

The above equations for Ai hold only vwhen the
number of observations in a sample is odd. Uhen the
total number of observations in a sample is even, Ai
is given by

'R/L
Z_b (k) = Zb (1:)-}.-21: (k)

i A

The above egquation can be written as

Y\ Kz
c 23
Ay =7 bi(k) + bi(5) + D by (k)
T .-2‘4_‘
MNoting again that the summations must be equal and the

numrcor of sample po:}.nts in each summation are the same,

both suvummations can be written with Tthe same index.

Kz K3 .
A, = b () + ;@}(P')xcl-? )n‘ﬁ;_@(y' )*(1-P)%
Fa ) = 41

T
then i=0, P=12 and ﬂ nay be written as
.

AO_-_: 1§ “+- 2Z(n) (1

12
2 = L*I

rols

\lhen i= 1, P':pli s and A. may be written as

a =D, (3 Z( 1) (o )% (1-p) )T ?(ﬂ) Py 1 E1up, )™

‘K'—'»"l-l K""-‘"

or

€y -
B :Z@)(pl)x(l"pl)nﬂxﬂ‘ 2> G -py Y (e )7

1\—.‘-3'41 ‘L:.?_' H

These equations are valid only when the number of
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observations iIn each garple is even.

If it could be guarantied that C would always be
positive, the detecltor could be designed to be more
efTicient. ilen the éignal is always positive it
becomes unnecessary to cénsider a negative shift in the
mean., J1If only the number of minus signs which occur
are considered, it is necessary to consider only
alternate hypothesis parameters, Pq s which are greater
than .50. That is, if the signal caused only a shift
in the positive direction, the probability of getting
less than 50 percent minus signs when signal is present
is very small, This test in which the alternate hypoth-
esis can be only greater than ,50 will be called a
one~sided lest.

For the one-sided test lef K equal the number of
minus siyns occuring firom the difference (Yi—xj) when
i=j. The null hypothesis to be tested 1is pd=%, noise
alone, versus the alternate hypothesis that pipf%,
sisgnal plus noise. ‘'The semple space of n+l sample
points (0,1,2,...n) can be divided into three zones.
These zones are shown in figure 3.

Zone 1, the zone of acceptance, consists of all
semple pointé from O to Kl’ Therefore ﬁi can be

written
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when 1i=0, Vhen i=1, Ai is writien as

Ky
_ n *x n-x
8 =2 (3)p)"(1-py)
A=
Zone 3, the zone of rejection, consists of all sample
points from 1{2 to n. Thus when i=0, Ri mnay be written

Ry =y ()67

=¥y

and when i=1, R, may be written

1
R = z@)(pl)xcl-pl)n"x

It has been shown how the seguential sign detector
may be used to detect a constant signal in gaussian
noisce, Iowever this detector would certainly be very
limited if this were the only type of signal it could -
detect. TFortunately, many other type signsls can be
detected by testing for & shift in mean. In the next

section a more general type of signal will be considered.



< Py
1.00 .76
.75 i,
.50 .63
+35 .60
«25 .57
o .55
.108 «53

RELATTONSHIP OF P, AND ©

1

FOR A CONSTANT SIGNAL

TABLE I

30



oL =,10 B =.10

Py a r Ky K, N
.70 2 2 5 9 12
.65 2 3 5 9 13
.60 3 4 6 10 15
.57 L 5 8 13 20
.55 5 6 10 17 26
.53 5 Iy 7 22 28

OPTINUM VALUES OF a,r,Sq,

and S. FOR VARIOUS

3

VALUES OF THE ALTERKNATIVE RYPOTHESIS, USING

THE ONE-SIDED TEST

TABLE ITI




ok .. 05 P=.05

Pl a s Kl K N
.70 2 2 5 9 12
+65 2 3 T 12 17
.60 3 L 12 17 27
.57 5 g 12 18 26
.55 5 6 9 19 27
«53 6 6 6 23 28

OPYIMUM VALUES OF a,r,S; and S, FOR VARIOUS

3

VALUES OF THE ALTERNATIVE HYPOTHESIS, USING

THE ONE-SIDED TLEST

TABLE IIL
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A =,01 B=.0L

Pl 1 Ky Kp N

.70 2 5 9 12
.65 3 3l 18 26
.60 i 11 18 26
.57 6 11 20 29
+B5 6 6 21 26
+53 6 6 23 30

CPTIMUM VALUES OF a,r,S;

and S, FOR VARIOUS

3

VALUES OF THE ALTERNATIVE HYPOTHESIS, USING

‘PHE ONE-SIDED TEST

TABLE IV
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CHAPTER IV

DETECTION O A M SIGHAL

Up to this point the problem of detecting a signal
has been discussed only for the very special case of a
constant signal. In this chapter the seguential sign
detector will be used to detect a frequency modulated
signel. “he noise will be assumed to be gaussian,
although this is not a necessary condition for the
detector to operate. The problem is for thé detvector
to decide with a given Talsce 2larm and false dismissal
probability, uvhether the Il signal is present or if
noise glone is present.

It is desired to detect the presece or absence
of a general message, m(t). This message frequency

modulates the carrier, which is a cosine wave, to give
+

s(t) = Acos [1-r¢_t+fm(z)dz] {l.1)
=4

where A is the samplitude and w, is the carrier frequency.
The above equation is the basic form for the lreguency
modulated carrier. It is also necessary to consider
amplitude and phase fading to malie the problen more

general, Thus the equation (lp.1) may be rcwritten
+
s(t) = alt)cos Ewct +Lm(z)dz+ tP(t)] (l..2)

where a(t) is the amplitude fading term and &(t) is

the phase fading term.
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The messages will e restricted to those which
cen be expressed in a binary coded form (Binary “re-
quency Shift Keying) or in r-ary coded form (iltiple
Frequency Shift Ieying). Attention is restricted to
these type messages since many Il problems are frequently
of this form. In Binary I'requency Snift Leying (B.F.

S.X.) the message is of the lorm

§t‘.’l(z)d2 =0

or

t
gm(z)dz = Dw_t

b~
and in the iultiple Freguency Shiflt Keying (M.F.S.K.)

the messeage is of the form

" g
gm(z)dz = O
or
g
gm(z)clz = dw .t
or
_t
gm(z)dz = Nw .t
=
or

-*.
gm(z)dz = b .t

\JIith the restrictions gpplied, the modulated carrier

for the B.F.S.K. or M.F.S.K. message can be written
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s{t) = a(t)cos [I-th+q>(t)] (lL.3)

where

wj:wc-\— Aawc 3 0,1,2,cce7

and Do equals zero. It is possible to detect a message
of the form given in Eg. (li.3) by centering a matched
filter at each freqguency and following each filter
with a sequential sign detector. The output of the
matched filter will be gaussien if the input is un-
correlated white gaussian noise. If the filter is
natched to the signal, the output, at a specific time,
is equal to the total energy in the signal. The matched
filter is a linear filter. Therefore the output, if
signal plus noise is present, will be a waveform of the
same form as 1f noisce alone was present, but shifted
by an smount equal to the cnergy of the signal.

Thus there is no change necessary in the design
of the sequential sign detector developed for a constant
signal. lhen following a matched Tilter, the detector
must only detect a shift in mean of the output wave-

form.,
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=< =8 =,10 P, = .60
S TGNAL PRESENT SIGHAT, ABSENT
DECISION |WUMBER OF DECISION | NUMBER OF ,
OBSERVATIONS ITRIAL OBSERVATIONS]
YES 105 1 NO 2o
YES 90 2 O 210
YES 60 3 NO 165
| YES 105 L NO 210
YES 120 5 NO 150
YES 120 6 NO o 295
| ¥ES 135 T NO 180
| VES 90 8 NO 90
YES 120 9 NO 60
YES 105 10 NO | 165
YES 0 11 NO 90
| YES 75 12 NO 135
YES 120 13 NO 240
| YHS 180 1l NO 210
MO 180 15 O 225
YES 90 16 NO 90
58S 180 17 NO 75
| vEs | 150 18 NO 60
vyEs | 108 19 N0 120
| YES 225 20 YES 270 a
78S 90 o3 mo |- 150
YES 90 22 MO _ 120
YES 150 23 YES 165
YES3 90 2L NO 315
YES 135 25 N0 ] 75

USING SEQUENTIAL SIGN DETECTOR TO DETECT
A1T wM SIGIAL
TARLE V
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TABLE V
cont.
SIGNAL PRESENT SIGMAL ABSENT
DECISION | WUMBER OF DECISION | NUMBER OF
OBSERVATIONS |[TRIAL OBSERVATIONS
YES 135 26 NO 135
| __YES 90 27 NO 135
YIS 90 28 NO 75
YES 105 29 NO 105
YES 90 30 HO 75
O 240 31 NO 105
YES 105 32 KO 120
__¥YBS 105 33 NO 105
YES 165 34 O ~ 90
__YES 240 35 NO 75
YES 90 36 O 225
YES 165 37 NO 75
YES 150 38 YES 105
O 120 39 O 20
YES . 120 Lo NO 195
YES 165 L1 NO 210
___YES 75 L2 NO 60
YES 135 L3 1o 150
YES 120 L)y NO 90
YES 105 L5 YES 225
YES 135 L6 NO 135
NO 21.0 L7 NO 270
YES | 75 18 NO 75
YES 120 19 O 195
| Yms 20 50 NO - 135




R =75 =,10 Py = .57
SIGIAL PRESENT SIGHAL ABSENT
DECISION|NUMBER OF DECISION |NUMBER OF
OBSERVATIONS |TRIAL OBSERVATIONS

1S 100 1 MO 180
YES 260 2 O 1120
YES 500 3 WO 220
YES 320 I HO 220
vas | 200 5 NO 1,00
YES 200 6 O 1,00
YES 260 7 NO 1.60
YES 380 8 N0 100
YES 10 9 10 160
YES 3110 10 NO 260
YES 3.0 11 YES 580
YES 280 12 YES 1100
YES 200 13 NO 620
YES 300 1l 3] 200
YES 11,0 15 O 160
YES 320 16 N0 220
YES 180 17 NO 280
YES 300 18 1O 380
YES 200 19 O 110
YES 260 20 NO 300
YRS 380 21 ¥O 220
YES 160 22 KO 1100
NO 360 23 . YES 200
YRS 260 2l 10 160
YES 180 25 WO 120

USING SEQUENTIAL SIGN DETECTOR TC DETECT

AW FM SIGNAL

TABLE VI
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TABLE VI
cont.
SIGHAL PRESENT SIGNAL ABSENT
DECGISION | NUMBER OF DECISION |WUMBER OF
OBSERVATIONS |TRIAL OBSERVATIONS
YIS 300 o 26 HO 110
YES 220 27 NO 1180
YES 260 28 1O 160
YES 320 29 NO 280
NO 340 30 MO 380
YIS 260 31 NO 210
YES 220 32 NO 280
YES 220 33 NO ‘ 2110
YES 300 3y NO 120
YIS 280 35 YES 320
HO 280 36 NO 1100
YES 2110 37 NO 280
YES 1410 38 NO 200
NO 320 39 NO 180
YES 5hO 110 170 510
YES 320 L1 NO 520 |
YES 1120 112 NO 1,20 -
YES 21,0 I3 NO 200
YES 100 Ll YES 520
YRS 280 L5 o 300
YES "220 L6 NO 160
TES 340 117 HO 200
YES 300 18 HO 300
YES 260 1.9 NO 360
YES L0 50 O 300
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CHAPTER V

SUMMARY AND COHCLUSIONS

In this paper the design of a sequentisl detector,
which utilizes the statistical sign test, has been
developed. It was shown that this detector could be
used to detect signels which changed the d-c level
of’ the noise. It also gppears that this detector
can be used to detect other classes of signals if
appropriate filters precede the detector.

Specific detectors for special cases, such as

-

gaussian noise, can be designed; these detectors require
fewer samples than the sequentisl sign detectér.
llowever these detectors are incapable of efficient
detection for cases other Tthan the one for which they
are designed., DBy using the sign test, the necessity
of redesigning the detector is eliminated when the
noise statistics-change. Thus the sequential sign
detector can eflffectively detect signals in an unlimited
nuakber of special cases without extreme loss in effi-
ciency., This ability to detect a signal in a variety
of special cases plus the ease with which the detector
may be implemented ere what malte the sequential sign
detector so attractive.

In using the seguential sign detector to detect

a signal buried in noise, it was found that the average
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sanple size depends not only on KN end B but also on
the signal to noise ratié, ©, Theoretically this
detector con be used to detect signals with ezitremely
low (<< 1) signal to noise ratios. However it was
Tound that as the signal to noise ratio became low
(«<1l) the average sample size became very large.

This can be seen from figure L. The results shown in
Tebles V and VI demonstrate that the sequential sign
detector can efficiently detect the presence or absence
of a signal in a background of noise with prespecified

provbability of error.
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APPENDIX A
DETERITHATION OF Pl FOR A COMSTALT SIGITAL IiT IIODIIAL

(0, G6.°) LIOISE

Let Py denote the probability ol an observation
Xi being greater than an observation fram'Yi. “hat 1is,
Pq i1s the probability of obtaining a minus sign for any
particular sample,

p; = P(¥Y<X) = P(¥-X<0)

Since the distribution of the noise is Itmovum 2and the

signal is a constant, the distribution of signel plus

noise 1is also known.
Y’""G‘(O, G‘a‘)
X~G(C, 6.7)

Since both distributions are gaussian, the distribution

of the difference is also gaussian,

(X-¥)~G(C,2 aF)

—‘_"‘Y C -G
G >0 - it R - Y
P(X Y_ ) P ( I—z—u_;

:P(Z"-%:)

where Z ~G(0,1).

P(X—Y)O):P(:}..)I%%— = 1- P( 4"{"-‘2(:;_ )



It is known that the signael Lo nolse ratio,©, for a

constant sirnel in gaussian noise 1is

©

B} -

“hus the value of the alternate hypothesis parameter,

, in terms of the signal to noise ratio is given by

-8 :
= 1- < ¥
Py = 1 P(‘Z.. ﬂ5>

“hen the btwo sided test is used the vealue of pl may be

Py

less than .50, This would indicate a negative shift in
the meen snd the detector would actually use the number
of positive signs observed .for the test., Since the

s being tested py is given by

e

positive sign

(e}
i

1= 1P

&
b’ = 1- 1-p(z¢ ) - —o
1 T p(z< =2

Since the signal to noise ratio would now be negative,

i

the above equation can be written

(;,<;ﬁ*§ﬂ__ - I’<Z<~~~

P(z< 3 1-r (2% 3’%>

Therefore by may be uritten

but

=1-p(z¢ E2hcal

The expression for p, 1s now in a form such that it can

be used for both the one-sided and two-sided testis.
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