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ABffi'RACT 

The problem of dividing a reservoir into distinct permeability 

zones, in order to predict fluid flow and thereby the production 

history of the field, has long troubled the petroleum engineer. As 

a solution to this problem a new statistical method for zoning a 

reservoir was developed, using a modification of the analysis of 

variance technique. The application of the statistical zonation 

procedure to permeability data obtained from eight closely spaced 

wells substantiated the validity and effectiveness of the new method 

in deter.mining distinct permeability zones. 
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INTRODUCTION 

One of the major problems in petroleum engineering is that of de

termining, from existing data, the fluid flow pattern within a reservoir 

in order to be able to: 

1. Predict the production history of the reservoir and the 

corresponding economics of production. 

2. Control, if possible, the efficiency of the production 

mechanism. 

In secondary recovery and pressure maintenance projects the knowledge 

of the flow pattern is particularly essential. For here, bypassing 

always occurs and nearly always it is the extent and intensity of by

passing that brings the operation to its economic end. 

The data available for interpreting fluid flow comes mainly from 

coring, Where an infinitesimal portion of the reservoir is removed for 

study from certain wells. Each core sample is analyzed to determine 

its ability to transmit fluids or its permeability. The resulting 

permeability values are then commonly plotted against the depth for 

which they were determined, forming a profile of observations graphi

cally representing the variations found within each cored well. 

The problem of predicting fluid flow resolves itself into that of 

determining the existance, location, and continuity of sedimentarily 

distinct portions of the reservoir with respect to permeability. The 

conditions which govern the deposition of sedimentary rocks are such 

that extreme -ariations in overall sedimentary conditions are seldom 

found ~thin a limited area. Distinct zones of permeability are thus 

found to exhibit some lateral continuity, and it is these zones which 

must be detected. 



From the permeability profiles obtained from each cored well the 

petroleum engineer postulates the pattern of fluid flow within the 

reservoir. Presently two methods of forming permeable zones are in 

common use: 

1. Visual inspection of the various profiles and the intuitive 

construction of continuous permeability zones throughout the 

reservoir. 

2. The construction of capacity distribution curves (plot of 

permeability versus percent thickness) and the division of 

the thickness into an arbitrary number of zones. 
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Both the above methods are based on the assumption that the observed 

permeability readings extend as continuous bands across the reservoir, 

and no regard is given as to whether the variations observed represent 

actual significant differences of simply random variations. 

The defects in the existing methods of zonation lead one to search 

for a more qualitative and quantitative procedure for determining 

permeable zones. Such a search eventually leads to the field of sta

tistics which deals with the tabulation and presentation of data and 

the interpretation of data variations. The process of statistical in

ference which applies to the problem at hand is summarized by Cochran 

and Cox in their text Experimental Designs: -variability in results is 

typical in many branches of experimentation and sampling. Because of 

this, drawing conclusions from the results is a problem in induction 

from the sample to the population. The statistical theories of esti

mation and of· testing hypothesis provides solutions to this problem in 

the for.m of definite statements that have a known probability of being 

true.• 
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Statistical methods are herein presented in an effort to formulate 

a possible means of overcoming the inadequacies of the present methods 

of zonation. Through the use of a branch of statistics called the 

analysis of variance, a new zonation procedure will be derived which 

provides: 

1. An efficient and real means of determining distinct permeable 

zones coupled ~th a quantitative statement of the probability 

of such zones being actually distinct. 

2. A set of characterizing parameters to serve in correlation. 

The main body of this paper is divided into four sections. The 

first deals with the development and description of the statistical 

zonation procedure. Section two discusses the assumptions underlying 

the development of the zonation method. In the third section methods 

are described by which to test the assumptions of section two. The 

fourth and final section applies the work of the previous sections to 

example data. 



SECTION A - ZONATION PROCEDURE 

A continuous sand body or reservoir can be considered as being 

composed of k distinct depositional environments, each represented by 
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a mean and a measure of dispersion of some characterizing physical 

reservoir parameter. Upon considering the complexity of physical 

reservoir characteristics resulting from deposition during a changing 

depositional environment, and from subsequent alterations in physical 

structure due to geologic processes, it would seem logical to assume 

that ~thin each depositional environment the numerical values of 

certain reservoir parameters would be more or less randomly distributed. 

Lateral and vertical gradations within and contamination between these 

environments are commonly encountered, but will not be considered in 

this investigation which in itself will be based on a certain amount of 

isotropy. 

Cores obtained from a reservoir sand body may be analyzed to eval

uate quantitatively certain physical characteristics of the reservoir 

at a particular point; vertical variations in these characteristics are 

due to each of i distinct lithologic environments, where i is equal to 

or less thank. The problem .of detecting, identifying, and correlating 

existing zones on the basis of some measured physical characteristics, 

generally permeability, has long been a problem to reservoir engineers. 

A statistical method called the analysis of variance has been 

successfully used to detect significant differences between samples, 

or sample variations greater than could be expected to occur by chance 

alone at some preset probability level. The analyses of variance tests 

of significance are arrived at from the extension to small samples of 

the theory of least squares as developed by Gauss, Fisher, and others. 
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It is the object of this paper to apply a modified form of this method 

to the problem of zonation. 

The object in the problem of zonation is to detect the existence 

of distinct vertical sections or zones within the permeability profile 

of each well. On the basis that every permeability observation from 

each cored well belongs to one and only one of i distinct populations 

with mean ui and variances v- ~ and that Eisenhart's assumpt~ons under

lying the analysis of variance (17) are fulfilled, then the standard 

procedures of the analysis of variance are applicable to the solution 

of the proble.m. As the first step, an hypothesis is set up concerning 

the distribution and uniformity of the data in question; this hypothesis 

to be tested as to its validity by the analysis of variance method. 

Denote a set of measurements by xij' where xij is the jth value of 

th x taken from the i- zone. i shall run from 1 to r and j from 1 to ni. 

In table form: 

Zone Number 

1 

2 

r 

Observations 

xrn 
r 

Let: N = total number of observations 

= ~ x . . fn 
' ~ J 

= f xij/r 

x •• =I: xi .jN 
l~ J 

As the hypothesis it will be assu~d that the observations xij from 

each zone are normally distributed and that the means of these distri-

butions are all equal as are the variances. The total population of the 



2 
observations is then normal ~th mean u and variance v- and inde-
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pendent of the zone effect. The method of testing this hypothesis is 

to determine whether the variability observed in xij is greater than 

would be expected under the hypothesis. The design of analysis suited 

to this task is the single grouping randomized block design, which can 

be found described in most statistical texts. Table I shows this 

analysis of variance design as well as the corresponding computational 

operations for the analysis. 

Table I 

Analysis of variance table - one variable 

Degrees of 
Source Freedom Sum. of Squares Mean Square 

Total rn - 1 L (Xij- x .. )2. 4l~;l- x .. y1m-') 
ij \J 

Between r - 1 L(Xi.- )( .. )2. ~(Xi.- X .• )i'(-r- \) 
jj ,., 

Within rn - r r ( X1j- X-..)3. {<X;l-X·-0)-Y\-)-l 
1.1 

Computational procedure: 

Only three values need be calculated in order to determine the 

required sums of squares. 

1. 

2. 

3. 

The sum of all observations; A= Lx· · 
Lj ~J 

2 
The total sum of the squared observations; S =LXij 

'~ 
The zone totals; Ri = ~ Xij 

J 

The computation of the sum of squares is then as follows: 

1. Total sum of squares= S- A
2
/N 

2. 
2 2 

Between sum of squares=~ Ri/ni- A /N 

3. Within sum of squares = S - 2 RI/ni 
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The ratio of the mean square value for between zones to the mean 

square value for within zones gives rise to the statistic F which has a 

known distribution for normal populations and, as such, has been adapted 

to serve as the test of significance in the analysis of variance procedure. 

Values of this F-ratio have been tabulated for various probability levels 

and various degrees of freedom. Two samples are considered to differ 

significantly if they yield a value of F greater than that given by the 

table at the chosen level of significance and for the indicated degrees 

of freedom. The magnitude of the F-ratio bears an inverse functional 

relationship with both the level of significance and the degrees of free-

dom. Furthermore, for strict validity in the interpretation of the 

observed F-value, the samples tested must have equal class numbers or 

must be weighted accordingly during the analysis of variance. This 

weighting procedure (10, p. 234) has little effect on the analysis where 

sample numbers differ by a factor of four or less. As such a factor is 

seldom exceeded except in exceptionally thick reservoirs, the weighting 

procedure will not be herein discussed. 

Assuming that the group populations are normal or approximately 

so, nonconfirmation of the original hypothesis by the F-test indicates 

that either or both the group means and variances are heterogeneous. 

If it is assumed that only the zone means are different the analysis 

of variance model ~11 be xij = u + a 1 + e ij; where xij is the observa

tion on the jth foot within the ith zone Whose value depends upon the 

constant u, or grand well mean, plus a contribution from the zone effect 

ai and a local or random error effect eij• The variates ai and eij are 

assumed to be independent in the probability sense, normally distributed, 

and with means zero and variance v- 2 • Based upon this model it can be 
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shown by the process of expectation that the mean square values from the 

analysis of variance table are unbiased estimates of the following: 

Total mean square = v-"1. + n E ~ ((.(i,-u.)z._kt-n-t l 

"' ,. ' .2. Between mean square = v- + n V: 

Within mean square = v- z.. 

~ 

Where v- is the zone variance 
~ 

~ is the variance between the zone means ,. 
h = (N - L ni/N)/(r-1) 

I 

E represents the expected value; as .n ~ oe 

Ef (u, -l.(.) 2 /(t-tt-t) ~ v-z. + ~1 

The analysis of variance here used as a test of the homogeneity 

of means yields, when the hypothesis is rejected, estimates of the com-

ponents of variance due not only to the variation of zone means but 

also to variations from all other causes such as random errors, non-nor-

mality, unequal zone variances, and the like. 

In the preceding pages the basic background for the analysis and 

testing of well profiles has been discussed. Now it is possible to 

proceed directly to the development of the procedure for zonation. As 

a working hypothesis it will be assumed that if a well were divided 

into r segments, ordered according to depth, such that the variance 
2-

between segments ~ would be a maximum while the variance within the 
'&. 

segments v- would be a minimum or rather that the ratio of these vari-

ances v.=~v-~ would be a maximum; then these segments will represent the 

most effective zonation of the well profile. 

To measure the effectiveness of the zonation, an index R can be de-
'2.. 

fined to be ~ c. such that for a completely unifonn reservoir (~~o) 
v-~v;:-

R = 0 and that for perfect zonation (v-= 0) R = 1. The maxinru.m value 
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of R computed for any profile des~gnates the position of the initial 

zonal boundary. For computational purposes it is convenient to use the 

F-ratio or v-~h'Vu.t. I v-l 1n place of the index R. Furthermore, although the 

F-ratio is difficultly related to the quantitative effectiveness of the 

zonation, it has the advantage of providing directly a level of proba-

bility for the observed differences between segments. In other words 

the zonal boundary arrived at by maxirnizing _the F-ratio can -be tested 

to determine for what probability it denotes an actual significant seg-

mentation of the data tested. The number of zones into Which a profile 

must be divided can then be partially determined by the arbitrarily 

chosen probability level. 

The problem of dividing a profile into just two segments so as to 

obtain the greatest significant difference between the segments is the 

. easiest to solve and as such will be considered first. Let x 1 , x 2 , 

xN be observations which are ordered according with depth from 

some fixed reference point. For two zones divide the ordered set into 

two groups for every observation, namely (x1 , _x2 , • Xn) and (xn + lr 

xn + 2, ••• xN); and find, as described in the analysis of variance 

table, the pooled variance within the two groups, the variance within 

the two groups, and the F-ratio which will determine whether a signifi-

cant difference exists between the segments. Since the maximum between 

sum of square& qesignates the maximum F-ratio, only the former need be 

calculated in order to determine the position of the zonal boundary. 

Table 2 illustrates the above procedure by which a profile is broken into 

two segments for every observation and indicates the additional computa-

tiona! steps needed to deter.mine the between sum of squares (hereafter 

designated by V.) 



10 

Table 2 

Division of an ordered set into two groups 

n X, N-n x. 
J J 

1 xl N-1 x2 + x3 + . . • + XN 

2 xl + x2 N-2 x3 + x4 + . . . + XN 

N-1 xl + x2 + . . . XN-1 1 XN 
\ .i \.. J 

T f 

Segment 1 Segment 2 

V == (~ X:j )~ -r (!X~ )/(N-n) - Tj'N 

The maxirmun V which denotes the zonal boundary is then used in the 

previous analysis of variance table to determine the F-ratio and the 

level of significance. The steps in the computation of V as shown in 

Table 2 are rather complex and can be simplified to those shown in 

Table 3, which can easily be perfonned on most hand calculators. 

Table 3 

Simplified zonation procedure .. - 2 n X· n{N-n)/N v = (~X· - nT) N/n(N-n) 
J 1 J 

1 xl 

2 xl + x2 

N-1 xl + x2 + • . • + xN 

Core recoveries are seldom complete, consequently a complete profile 

of observations is seldom obtained. In order to assure a complete order-

ed set of observations, as is necessary in the zonation procedure out-

lined in Table 2, a method for handling missing data is essential to the 

analysis; but in the absence of well-to-well correlative information it 
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is impossible to estimate these missing values. The be~t that can be 

done is to arrive at a suitable substitute so as to minimize contami

nation of the profile. Consecutive missing observations should be re

placed in such a manner that both the well mean and variance will be un

changed. Fields having large sections of missing data within their well 

profiles are unsuited for analysis by the statistical zonation procedure 

as it now stands. 

The procedure of zonation herein derived has one serious operational 

fault Which shall hereafter be termed the end effect. If a small rather 

uniform set of observations, which differ noticeably from the well mean, 

occurs by chance at either or both ends of the profile, then:. obviously 

the variance within said small segment will be low while the variance 

between will be correspondingly high. Thus a high F-ratio will be found 

to exist in these regions which would indicate the segregation of a very 

small number of observations into a distinct zone. This is inconsistent 

with the intuitive conception of the zonation procedure; moreover, the 

maximum F-ratio will be unreliable as a test of significance due to the 

large discrepancy in class numbers between segments. 

To conveniently eliminate the more serious of these effects two 

arbitrary rules should be followed: 

1. Only a maximum V-value bounded by significant minimums shall 

be considered as indicative of a zonal boundary. 

2. No zone shall have 'q' or less observations. 

Thus any high V-values existing at the ends of a profile due to the end 

effect will be ignored in the process of zonation with the next highest 

V designating the position of the zonal boundary. Before continuing, 

note should be made of the fact that in compensating for the end effect 



12 

an actual zone of few observations may be ignored. This possibility 

can be evaluated, however, by noting the position of the occasionally 

high V-value attributed to the end effect and comparing same with the 

position of the end effects, if any, in the surrounding wells. The ex

ample data used in this paper seems to bear out the acceptability of the 

above rules. Under Section D this will be more fully discussed and 

illustrated. 

The extension of the zonation procedure from two to three or more 

zones gives rise to a numerous and complex set of problems. These con

siderations, however, will be greatly simplified if it is assumed that 

the first zonal boundary or rather any previously determined zonal di

vision line represents an actual boundary between two zones and will, 

as such, remain fixed on further subdivision of the profile. 

With the first significant zonal boundary assumed to represent an 

actual division between two zones, continued zonation can then be achieved 

by applying the two zone method on first one then the other of the pre

viously determined segments. The F-test at the chosen level of signif

icance again serves as indicator for the existence of distinct zonal 

boundaries. Each newly segregated portion of the profile is further 

tested by the two zone method until a test of nonsignificance results or 

until an arbitrary limit is reached with respect to -either zone size or 

number. 

It may be argued that the significance of the F-test for more than 

two zones, as outlined above, cannot be easily related to the efficiency 

of the zonation; and may in fact lose meaning for only part of the sample 

is considered when working with more than two zones. Attempts at using 

the entire sample for testing the significance of the zonation for three 
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or more zones proved so complex and resulted in so little gain in com

prehension that they were abandoned. 

A brief re-examination of the statistical zonation procedure re

veals the following general characteristics: 

1. For uniform zones (zero variance within), the zonal boundary 

will occur where the ratio of the segment means reaches a 

maximum. 

2. For a given variance within, the magnitude of the variance 

between and the magnitude of the V-value reach a maximum for 

equal class numbers or zone observations. 



SECTION B - UNDERLYING ASSUMPTIONS OF THE 

ZONATION PROCEDURE 

14 

In the first section of this paper numerous assumptions were pre

sented in relation to the development of the zonation procedure. Many 

of these assumptions require no further explanation, and indeed others 

lack all but empirical substantiation. However, the underlying as

sumptions and principles .on which the analysis of variance is based are 

invaluable to an understanding of the process of zonation, with regard 

to the interpretation of results and require additional enumeration and 

explanation. 

The analysis of variance provides solutions to two different classes 

of problems: 

Class 1: The detection and estimation of fixed relations among 

means of sub-sets of the universe -of objects concerned. 

Here the parameters involved are means and the issues of 

interest are the interrelations of the means. 

Class 2: The detection and estimation of components of random 

variation associated with a composite population. Here 

the parameters are variances and their absolute and 

relative magnitudes are of primary importance. 

The distinction between these t~ classes must be taken into account in 

the estimation of the relevant parameters arising from the analysis of 

variance as well as in the evaluation of the efficiency of the particular 

experimental design. In particular, the problem of zonation as presented 

in this paper comes under class 1. Homogeneous variances are assumed, 

and the problem is to detect whether the observed variations between 

continuous segments of the profile are significant, coming from different 



15 

populations, or are such as could occur by chance alone. 

The computational steps of the analysis of variance are the same 

for both classes because the decomposition of the sum of squared devia

tions of the individual observations from the general mean of the ob

servations into two or more 'sum of squares' is based upon an algebraic 

identity that is valid whatever the meaning of the numbers involved. 

When the formulas and procedures are used merely to summarize properties 

of the data, no assumptions are needed to validate them. However, anal

ysis of variance as a method of statistical inference with respect to 

the population from which the data is drawn requires that certain as

sumptions about the population and the sampling procedure must be ful

filled if the inferences are to have meaning. These assumptions, as 

given by Eisenhart (17), must then first be investigated as to their 

validity before the preceding algebra of the analysis of variance can 

be interpreted in the light of existing statistical tests of significance. 

Eisenhart's four assumptions underlying the analysis of variance 

may be briefly stated as follows: 

Assumption 1 - Independence of errors: The nurnb€rs xij are random 

variables that are disributed about true mean values mij' that are fixed 

constants. This assumption implies that an unbiased estimator of any 

linear function of mij is provided by the same linear function of xij• 

Generally, this can be assurned to be the case where proper randomization 

is assumed as in the sedimentary process where randomization is practical

ly inherent. However, significant correlation of certain physical 

reservoir parameters with position ~thin the field may be encountered, 

and to such an extent as to invalidate this assurnption. Such cases are 

generally easily detected and are not applicable to analysis by the 

present zonation procedure. 
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Assumption 2 - Additivity of treatment effects: The parameters 

m~J·, are related to the means mi , m . , and m by mi. = m + (m . - m •• ) 
..L • ·] • • J • • 1. 

+ (m.j- m •• ). Thus the differences between any arbitrary pair of col-

um.n-wise means is a comparative measure of the average difference in 

effectiveness of the factors identified with these columns. Unless the 

error variance is small or the treatment effects large, non-additivity 

will generally be negligible. However if non-additivity is indicated, 

for instance by the regression of mean on range or mean on variance, it 

would be well to transform the variables by some suitable method to ob-

tain addi ti vi ty. Such transfo:nns are discussed in detail by Bartlett ( 13). 

AssUIT£tion 3 -Uniformity of variance: The random variables xij 

have a co:mmon variance and are mutually uncorrelated (zero covariance). 

The effect of differences between variances will be to reduce the sen-

sitivity of the tests of significance, indicating greater significance 

than actually exists. The detection of said heterogeneity is difficult, 

especially so with unknown data. 

Assumptions one through three, when valid, allow the use of standard 

analysis of variance techniques to obtain unbiased estimators of the 

variances of x ... This means that an unbiased estimator of the variance 
~J 

of the difference of two observed column means can be evaluated from the 

residual mean square value. Thus a method for judging whether a real 

difference exists among the means for the column factors has been de-

veloped. The additional assumption of normality gives a quantitative 

nature to this yardstick of significant differences. 

Assumption 4 -Normality: The xij are jointly distributed in a 

multivariate normal distribution. When assumptions one through four are 

satisfied, the analysis of variance procedures for inferring the existence 

of non-zero differences among population means are valid. As a general 
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rule the effect of non-normality is to make the tests appear more sig

nificant than they actually are. Again, it would be better to normalize 

the data by some suitable transformation; thus providing a more definite 

solution to the problem. 
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SECTION C - ANALYSIS OF ZONATION ASSUMPTIONS 

The procedure for zonation has significance or meaning only if the 

preceding assumptions about the data are valid. The validity of assump-

tions two through four are subject to serious doubt, and of these only 

Assumption 4 lends itself readily to examination but in so doing casts 

light upon the validity of the ·remaining assumptions. 

Various graphical and numerical methods exist which can be used to 

determine or indicate the population distribution of the data thereby 

examined, and by which the validity of Assumption 4 may be tested. 

Furthermore, such methods commonly provide additional characterizing 

parameters which are of potential use in correlation. 

A discussion of the more useful of these methods is presented in 

the following pages; an understanding of which is necessary for their 

correct use as well as for the correct interpretation of the resulting 

pararneters. 

By means of certain characterizing numerical methods, parameters 

can be determined whose sign and value indicate the underlying geomet-

rical distribution of the population in question. These parameters 

serve two other purposes; they indicate the amount of the deviation from 

the normal and the corresponding effect on the statistical tests of sig-

nificance, and they aid in geologic correlation. 

We shall here consider the most common and the most useful of these 

The rth moment u about the 
r numerical methods, the method of moments. 

N 

mean X of the numbers Xl, x2, ••• XN is given by u,.= (1/N) L (xi - x)~ 
i•l 

Only the first four moments have recognizable significance with respect 

to direct geometrical interpretation; and they are applicable, with any 

certainty, only to large samples (~ 50) or large numbers of samples. 
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The computational procedures for computing the first four moments are 

as follows: 

2 
S1/N 

3 
3S2S1/N + 2S1/N 

N 

Where N is the number of observations and Sr = f; (xi )r 

Using these first four moments as a basis, Fisher (7) developed a 

set of semi-invariants, termed k-statistics, which serve as unbiased 

estimators of parameters representing the distribution of the population 

from which the samples are drawn. These k-statistics are as follows: 

2 
(NS2 - s1 )/N(N-l)(N-2) 

2 3 
(N S3 - 3NS2s1 + 2S1 )/N(N-l)(N;._2) 

= [N(N+l)S4- 3(N-l)S~]/(N-l)(N-2)(N-3) 

The first two k-statistics are respectively the sample mean and the un-

biased estimator of the population variance. 

k3 , termed the third cumulant, serves as a measure of skewness or 

assymetry; its magnitude indicating the amount by which the more strongly 

developed observations deviate from the position of the mean, and its 

sign indicating the direction of this deviation. Maximum development 

to the left of the mean is taken as positive, while development to the 

right is negative. For practical purposes a new statistic g1 is de-

termined so that it is independent of the original units of the data and 

therefore applicable as a comparison to measurements of different types 

3/2 
and magnitudes, gl = k3/K2 • 

The fourth cumulant K4 forms the basis for the measure of kurtosis, 
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or the contamination of an otherwise normal distribution. It reflects 

by its sign a greater (positive) or fewer (negative) number of large 

deviations than would be expected were the distribution normal. Again 

a dimensionless statistic g2 is used as the direct measure of kurtosis, 

2 where g2 = k4/k2. The extreme sensitivity of g 2, due to the inclusion 

of the fourth power of the variate, seriously affects its applicability 

in the analysis of widely variable and often highly contaminated permea-

bility data. Only with the largest of samples ()100) should the alge-

braic complexity of the computation of g2 be undertaken. 

For comparisons with normal distributions, tables have been con-

structed, showing the expected values of gl and g2 for various proba-

bilities and samples sizes. Such a table has been computed by Bennet 

and Franklin (1, p. 95). The most commonly encountered numbers of ob-

servations were used and the 5% and 1% levels of significance were 

chosen. Normally distributed data should have values of g1 and g2 which 

exceed those in the table only 5% and 1% of the time. If these values 

for 5% are exceeded, the normality of the underlying distribution would 

be questionable. 

Numerous graphical procedures are available for the purpose of de-

picting the underlying distribution of a set of observations. They, 

however, are by no means equally efficient or applicable as will be seen 

from the following discussion of the more pertinent of the methods. 

Tabulation into classes and the graphical presentation of this data 

as histograms is commonly used for rough preliminary visual appraisal of 

·the distribution. However with small numbers of widely variable data, 

the descriptive ability of histograms is a sensitive function of the 

arbitrarily chosen class interval; and, as euch, may not only fail to 



21 

disclose pertinent information but may even suggest erronous conclusions. 

Furthermore, raw histogram data is not always reliable or indeed appli

cable for direct statistical interpretation. Only by successive trial 

and error can a class interval be found such that the underlying geometry 

is clearly pictured. Although arbitrary rules cannot be set down for 

choosing appropriate class intervals, the maximum range is of prime im

portance in affecting this choice. Generally division of the range into 

ten to twenty-five intervals will be sufficient for most problems. 

Histograms are of use only for tentative initial insights into the 

geometrical shape of the data distribution. More exact work demands a 

more quantitative graphical rr~thod such as is found in the cumulative 

percent curve. 

The cumulative percent curve is formed by: 

1. Ranking the observed data in the order of their increasing 

magnitude. 

2. Obtaining the cumulative sum of this ranked data. 

3. Determining the cumulative percent corresponding to each ranked 

observation. 

The resultant plot of cumulative percent versus the magnitude of the 

corresponding observation establishes the desired curve. The ordinate 

(P) for any abscissa (x) gives the percent of the distribution having 

values less than or equal to that particular abscissa. Now only a finite 

number of observations are available for plotting this curve, but for 

practical purposes these points outline the continuous curve that would 

result from infinite sampling. From this intuitive assumption of con

tinuity one -is free to deteDmine values other than those actually recorded• 
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In the cumulative percent curve is found a detailed quantitative 

means of portraying the sample distribution which is independent of the 

unit~ as long as they are lirtearly related, or the numerical magnitude 

of the data involved. The median of the distribution is determined by 

the abscissa corresponding to the 50th percentile, and the dispersion 

is indicated by the inter-quartile range (x751o - x 251). For a nonnal 

curve\T = 3/4 of th·e inter-quartile range. 

Transferring the cumulative percent curve to probability paper 

offers a convenient means of determining the departure of the distri-

bution from the normal, and provides a means for rapidly checking any 

postulated distribution by applying the corresponding normalizing trans-

form and visually observing the resultant plot. Probability paper is 

so designed that any normal probability distribution yields a straight 

line when plotted on this paper. From this straight line two parameters, 

the mean and the standard deviation, can be found which completely 

characterize the distribution. The mean is the value on the abscissa 

corresponding to the 501o fractile (x50%). The standard daviation must 

be obtained from two points along the curve. For the normal population 

it can be shown mathematically that approximately 68.27% of the distri

- + bution is included within the range x -V. Therefore a graphical esti-

mate of the standard deviation can be obtained from the difference of 

the abscissa values corresponding to the 501o and either the 15.9% or 

84 .l1o fractiles. 
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SECTION D - ANALYSIS OF EXAMPLE DATA 

The data used to test and exemplify the procedures previously out

lined was obtained from eight wells cored into a fairly continuous 

horizontal fine grained micaceous sandstone of Pennsylvanian age, 

averaging 55' in thickness, at a depth of approximately 1650', and 

occurring within the Olyrr~ic Pool, Hughes County, Oklahoma. These 

eight wells cover approximately a quarter of a section in area and 

roughly follow the northeast-southwest trend of the sand section; their 

planner relationship being shown in Figure l. 

The reservoir parameter analyzed was permeability; and the data 

consists of such permeability observations, one for every cored foot 

of the sand section. Inch plugs were removed from the well cores at 

foot intervals, and the absolute permeabilities of these plugs were then 

measured and recorded, with an accompanying graphical representation, 

as shown in Appendix A. Observations from the eight wells range from 

0 to 337 millidarcys; the mean of the observations is 30 millidarcys; 

and the majority of the high values appear to occur in samples from the 

top of the profiles. 

To facilitate the presentation of this section, the operational 

steps employed will be discussed with respect to only one example well 

(Well K-17) for which the indicated calculations have been performed 

and recorded in Appendix B. 

Initially an attempt was made to characterize the distribution of 

the permeability observations as found within the given section. Per

cent histograms were prepared from each well profile. The observations 

forming the well profiles were arranged in order of increasing rrdgnitude. 

A convenient class interval was then chosen by inspection and the per-

cent of the observations found in each value range was recorded and 
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plotted against the correspondin~ value for each range interval. Section 

1-B and Figure 1-B of Appendix B illustrate the ordered data involved 

and the resulting histogran1 obtained for Profile K-17. The geometrical 

shape represented by this histograiT, is very similar to those obtained 

from every other well. The marked skewness to the left and the long 

drawn-out tail in the region of high values is typical of a logarithmic 

distribution, or one in which the logarithm of the data is normally dis

tributed. As this indicated distribution might be the result of two or 

more superimposed distributions, each of uncertain nature, it cannot be 

immediately interpreted as characterizing the distribution within each 

depositional environment. 

To obtain a further insight into the distribution of the data, each 

profile was divided into two segments by the statistical zonation pro

cedure; and each segment was then examined by both numerical and graph

ical methods. Table 4 illustrates the permeability means and standard 

deviations corresponding to the eight wells and their respective two 

subdivisions. Percent histograms prepared for each segment were similar 

to each other as well as to those previously prepared for the wells as 

a whole (See Appendix B; Section 1, Figure 2-B). The method of moments 

indicates positive skewness and kurtosis; both of which vary significantly 

from the normal (See Appendix B; Section 2-B). From .the similarity of 

histogr~a geometry and parameter values produced from each well and each 

well segment, it is assumed that the permeability obs~vations under 

consideration have a coiTmon type distribution. 

To test the apparent siir).ilarity of this type distribution to the 

lognormal, a cumulative percent curve for each well and each well seg

ment was prepared, as shown in Section 1-B of Appendix B, and plotted 
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on logarithmic probability paper (probability paper with the abscissa 

in logarithraic spacing). The resulting approximate straight lines would 

seem to confinn the hypothesis that the data studied is distributes as 

the lognormal. 

Figure 3-B of Appendix B shows the curves obtained from the plot 

of the cumulative percent data for well profile K-17 on probability and 

log probability paper. Both curves differ from straight lines, but the 

one on log probability paper le.ss so. Confinnation of the hypothesis of 

a lognorraal distribution is not evident until the cumulative percent 

curves for the two detennined segments of profile K-17 are plotted on 

log probability paper (Appendix B; Figure 4-B). Segment 2 gives a 

straight line. Segment 1, however, appears to be composed of two dis

tinch straight line portions. Later in this s-ection it will be shown 

that the observations forming each straight line porti,o-n of Segment 1 

actually come from two distinct zones. Similar relations observed when 

working with the other profiles indicate that a rough visual method for 

determining the number of zones might be to count the number of major in

flection points of the cumulative percent curve on log probability paper. 

From the straight lines observed when the cQ~ulative percent curve 

is plotted on log probability paper, both the mean and standard deviation 

of the transformed and the original data may be directly approximated. 

The mean of the transformed data equals the logarithm of the abscissa 

corresponding to the 50% fractile - M llog x ~ = log xsa'lo· The standard 

deviation of this distribution is given by: 

Mathematically the relation of the transformed data to the original is 

given by . the following equations: 
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2. 

log x log x 50% + 1.1513 Yh 
r\K} 

0.4343 i (only when~ is small) 

The constants here indicated are for the logarithm to the base ten. 

For practical purposes it has been demonstrated that both log x and x 

can be regarded as normally distributed as long as the ratio of the 

standard deviation to the mean for x is less tha·n 1/3 or as long as the 

standard deviation of log x is less than 0.14. 

It may now be reasonably assumed that the permeability observations 

under consideration are distributed as the lognormal having marked posi-

tive skewness, with the mode to the left of the mean and a long drawn-

out tail towards the right high-valued side. The distribution is fur-

thermore more sharply peaked than the normal, being leptokurtic (posi-

ti ve kurtosis). 

Referring to table 4 it is apparent that there is a definite cor-

respondence between the means and standard deviations for the wells and 

well s~grnents. Mean and standard deviation seem to bear almost a one 

to one relation to each other which invalidates Assumption 2. Trans-

forming the data to their respective logarithms is the commonly applied 

technique used to stabilize these two parameters in such cases. Thus 

.the logarithmic transform of the permeability observations would seemingly 

resul-e in a set of data tentatively satisfying both Assumptions 2 and 4 

and suited to zonation by analysis of variance techniques. 

The proceeding analysis indicates that raw permeability data is 

unsuited to zonation by the method herein derived; therefore, the data 

in the well profiles was transformed to their conresponding logarithms 

to the base ten, zero values being recorded for the logarithm of perme-

ability observations less than or equal to one. The transformed data is 
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shown in Appendix A with a corresponding graphical representation. The 

zonation procedure was then applied to each well profile of transforw~d 

data until no significant division line between segments could be de

tected. Section 3-B of Appendix B illustrates this procedure. 

Here division of the 37 observation profile is at the 11th foot, 

as indicated by the maximum V-value bounded by distinct minimums occur

ring there. The high V-value occurring at the 36th foot illustrates 

the end effect. The zero value of the 37th observation, being greatly 

different from the mean of 1.050, results in a high variance between 

segments and a correspondingly high V-value as indicated. The analysis 

of variance when applied to the two indicated segments results in a 

F-ratio of 9.067 for l and 36 degrees of freedom. The table of F-values 

for these degrees of freedom gives a value of 7.39 at the 1% level. As 

this value is less than that calculated, a significance of greater than 

99% is indicated. 

Continued zonation of the two deterrnined segments produced the 

following results: 

For segment one, the maximum V-value indicated division at the 6th 

observation. Inclusion of this value in the analysis of variance table 

produced an F-ratio of 3.48 for l and 11 degrees of freedom. This value 

is less than that given by the F-table for the 5'7o level, 4.48, and as 

such was taken to indicate a nonsignificant difference between segments. 

Segment two was found to give a maximum V-value at the 25th obser

vation due to the previously encountered zero end value. Ignoring this 

end effect, the next highest V indicated division of the segment at the 

llth observation. The corresponding F-ratio of 6.73 fell between the 

values in the F-table at the 5% and 1% levels, 4.24 and 7.77 respectively, 
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for the indicated degrees of freedom. Further examination placed the 

level of significance around 2%, or the chances are 2 out of a hundred 

that the observed difference between segments could have occurred by 

chance alone. 

Continued zonation of the newly determined segments resulted in 

tests of nonsignificance. Well K-17 then has three significantly differ

ent segments, which shall be considered as representing three distinct 

depositional environments or permeability zones. 

The zonal boundaries determined for all eight wells are shown by 

horizontal red lines on each well profile of Appendix A. High values of 

V resulting from the end effect are also indicated in red, being labeled 

EE. On comparing the profiles of both the original and the transformed 

data as well as the positions of the zonal boundaries, it would seelli 

that no inconsistancies are present and that the zonation of the trans

formed data corresponds to an intuitive sense of rightness. Further

more, the indication is that a zonal boundary detected using the original 

data will also be detected some time during the zoning. of the transformed 

data, though not necessarily equally significant or detected in any par

ticular order. 

Table 5 represents a tabulation of the means and standard deviations 

of the observations corresponding to each well and each ·distinct well 

segment of transformed data. It is apparent from this table that the 

means and standard deviations are independent. Moreover, as the standard 

deviations are all approximately of the same order of magnitude, Assump

tion 3 would seem to be sufficiently satisfied for this analysis. Note 

should be made of the fact, however, that as differences in variances 

do exist between some segments of some profiles they no doubt contribute 
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to the significant segregation of thos·e profiles. 

After having zoned each well profile, it becomes necessary in the 

study of the fluid flow pattern to extend the segments of each profile 

across the reservoir to form continuous zones, that is to correlate zones 

of comparable permeability well-to-well across the field. If a seg-

ment of some profile was determined to be not significantly different 

from the remainder of the profile; and yet a zone of mean and standard 

deviation corresponding to this segment was significantly detected in 

the surrounding wells, then it might be well to call this nonsignificant 

segment (based on one well) part of the surrounding zone. However, a 

simplified procedure for performing such an operation is lacking; and 

at best all that can be done is to record the nonsignificant zonal 

boundaries determined in an effort to intuitively carry out said oper

ation. 

With the example problem at hand only the significantly segmented 

portions of each profile were used to form zones, thus avoiding com

plexity and ambiguity in the following discussion. As . the means of the 

segments from the eight wells of the field are noticeably different, 

they were used as the parameters for correlation across the field. Seg

ments of similar means were sequentially connected to form the main zones 

of the sand section as shown in the geologic cross section pictured in 

Figure 2. Only three continuous zones are apparent, and these were 

labeled zones 1, 2, and 3. For these, the block type representative of 

Figure 3 conveniently presents the characteristics of the samples com

posing each major zone and irrumediately lends itself for analysis as to 

the existence of trends and extreme or nonsignificant values. 

A randomized block design of the type shown in Appendix C can be 



30 

used to examine each constructed major zone for trends or significant 

variations within the zones, as represented by significant row and 

column variations or interactions. The results of such an analysis can 

be found in Appendix D and are here summarized: 

Zone 1: This upper zone is found in only four of the eight wells, 

being chiefly represented in the northwest row. It is of 

rather uniform thickness and bears only an indefinite re

lation to the lower zones. Statistically the con~ribution 

of well 1~-ll is significantly different from those of 

the remaining wells, as determined by the t-test. The 

calculation of the missing values necessary to complete the 

block design was not performed because of insufficient 

data upon which to base such calculations. 

If as indicated observation 1-Q-ll is ignored as not 

belonging to Zone l, then the remaining three observations 

fom a rather uniform zone as indicated by the small stand

ard deviation of 0.0388. Otherwise both significant row 

and column differences are indicated. 

Zone 2: This middle zone of the reservoir is found in all but well 

M-11 and represents the most continuous as well as one of 

the most uniform zones detected. Zone 2 rests directly on 

Zone 3 and thickens noticeably in the south. With the 

calculated missing value, the analysis of variance was 

unable to detect any significant variations within the 

zone. The low standard deviation of 0.0825 further attests 

to the uniformity of this zone. 

Zone 3: The northeastern portion of the reservoir contains this 
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lower zone which is represented in five of the eight wells. 

Thickening occurs in the southwest, and the analysis of 

va.riance shows no significant trends. The high standard 

deviation of 0.4583, however, indicated substantial heter

ogeneity within the zone. 

Assuming that the average periD.eability within the three major zones 

detected will substantially control fluid flow, what value should be 

used to represent the average overall zone permeability? Commonly the 

arithmetic average of the raw data is used in this respect, but such an 

average can only have meaning if the permeability readings obtained 

through coring extend as continuous bands throughout each zone. Com

parisons of these mean values with those obtained from actual flow tests 

at the well, properly modified for extraneous influences, have often 

proved how unsatisfactorily the arithmetic mean represents overall zone 

permeability. Indeed, one of the initial assumptions inreveloping the 

zonation procedure was that of random distribution of permeability values 

throughout each zone. 

If we consider only a linear horizontal path through any zone, fluid 

will flow along this path from one permeability increment to another; the 

value of such inc~ements being indicated by the magnitude of the obser

vations within each zone profile and the variability in magnitude of such 

increments being indicated by the zone standard deviation. In such a 

case the path permeability would be characterized by the harmonic mean 

of the data in the zone profile. However, flow of fluids through a sand 

reservoir is not necessarily linear, the fluid seeking the path of least 

resistance. The harrr~nic mean is then too small, for it greatly diminishes 

the effects of large values which definitely play an important role in 
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controlling fluid flow. The geometric mean gives more weight to these 

large values and yet not full weight as does the arithmetic mean, and 

as such, is, in the author's opinion, a more suitable mean by which to 

represent the average zone permeability. 

The antilogarithm of the sum of the logarithms of the permeability 

observations divided by the total number of observations represents the 

geometric mean of the data and is readily available from previous· calcu

lations. For the three major zones these values are as follows: 

Zone 1 59.49 md 

Zone 2 - 23.29 md 

Zone 3 - 11.65 md 

Obviously the lower the standard deviation of the data within each zone 

the w~re uniform will be the flow and the more closely will the geometric 

mean represent the zone permeability. Further work to determine a par

ameter capable of accurately representing the overall zone permeability 

is vitally needed for the more effective evaluation of fluid flow within 

the reservoir. 
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CONCLUSIONS 

1. The zonation procedure as developed in the body of this paper 

appears to represent a very useful tool for the detection of dis

tinct segments within any ordered set of data, as demonstrated by 

the results obtained with the example data. From the initial as

sumptions underlying the construction of said zonation procedure, 

the efficiency or effectiveness of the method is high and as such 

represents an improvement over existing zonation techniques. Fur

thermore, the procedure enables independent analysts to arrive at 

the same results, provides additional means or parameters for 

correlation, and is easily programmed for use on the standard 

digital computers to simplify the work of zonation. 

2. The permeability observations for the field in question have an 

approximate lognormal distribution, or in other words the loga

rithms of the observations are themselves normally distributed. 

Random high values are common within the data and mask the exis

tence of distinct depositional environw.ents. Indications are that 

most permeability observations are distributed as the lognormal, 

confirming previous work of other analysts, and as such should be 

transformed to logarithms prior to analysis. 

3. A single parameter representing the average overall permeability 

of any zone would seem to be best found in the geometric mean, which 

is directly obtainable from the zonal computations performed upon 

the lggarithmic transformed data. 
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RECOMMENDATIONS 

1. The quantitative effects of nonvalidity of the assumptions under

lying the fabrication of the zonation procedure should be investi

gated. At present only empirical methods seem to be available for 

such an investigation, and at best only broad generalized state

ments concerning these effects could be hoped for. 

2. The effects of unequal segment numbers upon the significance of 

the F-test should be further determined, and general rules should 

be established for treating such unequal class numbers. 

3. Further work should be performed to determine the most represen

tative parameter for identifying the overall zone permeable capacity. 

Perhaps the application of multiple correlation analysis to core 

data and field tests of well productivity would provide an answer 

to the question. 



M~~llA 

Tabulation and Graphical Representation of Absolute 

Permeability Data, Both Regular and Logarithmic, 

For Eight Sample Wells 

Notation: 

Penm. Permeability, here measured in millidarcys (md.). 

Log - Logarithm to the base ten. 

35 

Horizontal red line - Position of determined zonal boundary; 

labeled alphabetically in order of determination with level 

of significance indicated. 

Horizontal black line (NS) - Position of nonsignificant determined 

zonal boundary. 

Vertical red line (EE) - Position of high V-value attributed to 

the end effect. 
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I I I I 

·-----0.447 
1.146 
1.532 "-
1.699 \ 
0.623 <·------· o.ooo 
o.1 66 ~---- B 
1. 653 ---------------__c ;% > 
o.ooo------
1.447 
o.8i2 .----· 
1.230 ""· 
1.699 ~-
1.875 ' 
1.362 -------~· 
0,568 ·--------1.398 
1.756 '"· 
0. 944 -------. -----o.ooo 
1.279 -------. 
1.756 ~ 
0.944 ---------· 
1.715 -----1.362 /. 
1.301 ! 
1.602 " 
1.732 \ 
1.114 ----· 
1.431 ·"· 
i:~~6 "; 
1. 602 c==:=:: ./· 
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o.681 .=- A 
0.279 ./ <4%> 
1.230 ------------· 0 • 00 0 :::::::...._ 
1,44 7 ~---=-=:::::::::::::~--. N S 
o.869 . .-----
1.602 -----
1.301 ./· 
0.813 -------~ o.ooo 
0.940 -------· 1.414 "-.... 
0.908 -~ 
1.322 ~-
1.491 \ 
0.398 ·-------0,114 ./ 

I 



Well M-1.5 
md. ---31-__. log md. ... 

D(~i~ Perm. 20 40 60 80 
I I I 1 

Log 
Perm. 0.5 1.0 1.5 2.0 

I I I 1 

1653 
16.54 
1655 
1656 
1657 
1658 
1659 
1660 
1661 
1662 
1663 
1664 
1665 
1666 
1667 
1668 
1669 
1670 
1671 
1672 
1673 
1674 
1675 
1676 
1677 
1678 
1679 
1680 
1681 
1682 
1683 
1684 
1685 
1686 
1687 
1688 
1689 
1690 
1691 
1692 
1693 
1694 

28 . 
94 ------ 1.447 

4
74 ~· 1.973 

6 -----· 1.869 
20 ·----- . 1. 662 
19 ! 1.301 
16 1 1.279 I 

21 \.__ 1.204 I 

70 ---- 1.322 "· 
12 . ---. 1.845 -.........._ 

103 -=: ~:81~ -~· 
25 ·------------ -3.6-~ 1.398 -------------· 
22 ~- 0.356 ·------
17 // 1.342 
1.4 ------ 1.~?,0 . --------·/ 

75 o.~6 ~ 
67 / 1.875 ==::::: NS 
87 . .........___ 1.826 I 

77 / 1.939 \ 
36 ·--------· 1.886 i 25 / 1.5.56 ./· 
38 "· 1.398 / 21 ./ 1.580 ......... 

120 ---- 1.322 / 
16 2.079 -----

-26.-== ~· - A i·~;t -~· 
4 • 0 '. ( 1%) -...._--====--.::::::::::::.....:._ A 

23 ...........___ o.6o2 ....._. <3%> 
16 / 1. 3 62 -------------. 
36 .............. 1.204 .I 
12 -~ 1.556 "-..._ 
15 \ 1. 079 . ..-------. 
12 I 1.176 \ 
19 '-. 1.079 I 
8.2 / 1.279 "· 

27 ~ 0.914 ./ 
15 / 1.!~31 - ...... -. 

5
0 ------ 1.176 .I 

19 . .------· 1.699 ................ 
13 / 1.269 ./ 

1.114 ./ 

NS 
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Depth Perm. 
(:ft) 

Well K-13 
md. ----~-

20 40 60 80 
I I I I 

Log 
Perm. 

131 - 2.117 
20 ·=- 1.301 

127 ------- 2.104 
46 \, 1.663 
5862 ·------ 1.716 

·- 1.934 
142 2.152 

15 --------- 1.176 

5~ -~ ~:~t4 
90 . 1.954 
75 -~ 1.875 

112 ~ 2.049 
86 . ~ 

log md. --~--
o.5 

I 
1.0 1.5 2.0 

I I I 

------· ·-------.~· 
\ ., 

" -----· ·-----. / 
·~. 

I 

' I 

39 

1652 
1653 
1654 
1655 
1656 
1657 
1658 
1659 
1660 
1661 
1662 
166) 
1664 
1665 
1666 
1667 
1668 
1669 
1670 
1671 
1672 
1673 
1674 
1675 
1676 
1677 
1678 
1679 
1680 
1681 
1682 
1683 
1684 
1685 
1686 
1687 
1689 
1690 
1691 
1692 
1693 
1694 
1695 
1696 
1697 
1698 

.5. 7 ·~- - -A O. 7.56 
25 ·------- (1%) 1.398 

::;::::::::::- _.............. . B 

·-----. ( 3%) 
~. 

I . 
./ 

~~ ·----- i:~~6 
36 J 1.556 

/ 

27 // 1.431 
19 

1 
1.279 -·- ,.+---, - - A 

16 / 1 • 204 / ( 1%) 
8.8 .....__ 0.944 ·~ 

30 ~. 1.477 1 
9 ./ 1 \ 1.279 \ 

22 • 1.342 I 

18 { 1.255 I 
18 ~. 1. 255 ===-==-
o.1, o.ooo\~ 
1.1 " 0 • 041 . 

11 I 1.041 -------· 
8 • 2 \ 0.914 I 

11 . 1.014 '........._ 
32 ~- 1.505 -........ / I 
25 "' 1.447 ' 35 1.544 
32 /' 1.505 
28 --- 1.447 
5.7 .~ 0.756 

11 \. 1.041 
27 ~- 1.431 
3.4-~ 0.531 

13 " 1.114 
11 ! 1.041 
23 "· 1.362 
18 / 1.255 

(Continued following page) 
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md. ~ Log 
log md. ~ 

Depth Perm. 20 40 60 80 Perm. o.s 1.0 1.5 2.0 
(ft) I I I I I I l 1 

1699 9.7 ·, 0.987 . 
\ 

1700 12 /. 1.079 /. 
1701 3.8 ·------ o.sso ·------1702 58 

·-----------
1.763 / 1703 19 1.279 --r--· 1704 2.3 ~ 0.362 ~ / EE 1705 0.1 ~. o.ooo -----1706 19 1.279 

1707 12 ./ 1.079 ./ 



Well 1-0-13 
md. 

Depth Per.m. 20 40 60 80 
(ft) l I I I 

Log 
Perm. 

1669 
1670 
1671 
1672 
1673 
1674 
1675 
1676 
1677 
1678 
1679 
1680 
1681 
1682 
1683 
1684 
1685 
1686 
1687 
1688 
1689 
1690 
1691 
1692 
1693 
1694 
1695 
1696 
1697 
1698 
1699 
1700 
1701 
1702 
1703 
1704 
1705 
1706 
1707 
1708 
1709 
1710 
1711 
1712 
1713 
1714 

2.6 . ...____ 0.414 
23 I 1.)80 
20 . 1.301 
43 ~ 1.633 
53 ~- 1.724 
14 /. 1.146 
s .s ."' o. 740 

13 ·- 1.113 
120 - 2.079 
173 - 2.2)8 

9.0 ·~ 0.954 
102 ---- 2.008 
138 2.140 
107 2.029 

37 ." 1.568 
50. ' 1.699 
52 I 1.716 
49 ~ 1.690 
34 . 1.532 

1·.7 ·------- 0.230 
23 ~. 1.362 
3.6 -~ 0.556 

11 . ---- 1.04J. 
57 -.----- 1. 756 

175 2.243 
_QJ_ --==. ~ 1. 799 
~ /. :_;;;;;;> ( i%) 1.447 

22 ·~ 1.342 
37 \ 1.568 
41 I 1.612 
42 -------. 1. 623 

9.5 ·----- 0.978 
38 ."-.. 1.580 

54 ·-----· 1.732 24 1.)90 
36 """\ 1.556 
42 ./· 1.623 
26 1.432 
42 "-..... 1. 623 
11 ,----- 1.041 
13 1.114 
25 """· 1.398 
19 ~ 1.278 
30 .'-.......... 1.477 
48 ·------· 1.681 12 1.079 

log md. • 

o.5 1.0 1.5 2.0 

I I I I 

•------t--. 
I 

EE ·~. 
\ 

./· 
~· 

~ ·----., 
-------· ·----- \ 

I 

-~ 
\ 

\ . 
I 

I 
·~· NS 

------· ·~ 

·------·~ /. 

.~· 
I 

'· \ 
\ 

. -----------. 
' ./· 

"· \ 
/ 

• :;;>" >· NS 
\ 

'· I 
' ' -~· 

(Continued following page) 
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md. log md. -Log 
Depth Perm. 20 40 60 80 Perm. 0.5 1.0 1 • .5 2.0 

{tt) I I I I I I I I 
1715 12 . 1.079 \ \ 
1716 1.5 

------· 
1.176 ~ 1717 44 1.643 

1718 22 ----- 1.342 / 

" \ 1719 30 
./ 

. 1.477 / 1720 16 1.204 . 
1721 22 \ 

1.3i2 
\. 

"\.. \ 
1722 29 1.4 2 . 

---- " 1723 .5.5 1.740 . 
1724 27 ·----- 1.431 .---+--./ 
1725 2.3 . 

____.,-
0.362 

1726 0.6 11 o.ooo / EE 
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Well M-11. 

md. ----- Log log md. ~ 

Depth Perm. 20 40 60 80 
<rt> I I I I 

Perm. 0.5 1.0 1.5 2.0 
I I I I 

1706 
1707 
1708 
1709 
1710 
171.1. 
171.2 
1713 
171.4 
1715 
171.6 
1717 
171.8 
1719 
1720 
1721 
1722 
1723 
1724 
1725 
1726 
1727 
1728 
1729 
1730 
1.731. 
1732 
1733 
1734 
1.135 
1736 
1737 
1738 
1739 
1740 
1741. 
1742 
1743 
1744 
1745 
1746 
1747 
1748 
1749 
17.50 
1751 
1752 

331 2.527 
31 ·-= 1.491 ·-------247 - 2.393 -----i 

216 ------ 2.336 ~ 
i~ <- ~:~~ /:=- NS 

28 ·--------- 1.447 '·~ 75 . 1.875 /. 
43 . ----- 6 ----- 1. 33 -~ . . 2.0 ·~- 0.301. ~----

1.04 - 2.01.6 \ 
128 - 2.107 ~· 
42 ~·- A 1.623 /. A 

20 ~· (1%} 1.301. ·-----·
7 

(1%) 2.4 . ----- 0.380 
59 ~· 1.771 .___?· 
11. . ----- 1. 041 ' 
19 '· 1.278 /. 

9.5 ./ 0.978 ·, 
1.5 /· 1.176 ----· 
0.2 \ o.ooo------
5.2 . 0.716 ."-.... 

14 )· 1.146 _/· 
.5.7 ·---- 0.756 ·----26 / 1.415 . 

1.6 . 1.204 ----·/ 
3.6 ·~ 0.556 ·--

47 --· 1.672 -------· 6.1 /----- 0.785 / 
3.2 , o.5o5 ·, 
8 • 5 . 0 • 9 29 '-.... 

27 ~- 4 ............ 1.. 31 ~· 
24 -----! 1.380 -----· 
0.9' o.ooo ~ 
3.3 ·---- 0.518 ·~ NS 

64 . ---· 1.806 ;:>· 
s~ ·~ i:~6~ - ·, 
15 -~ 1.176 /""'. 
4. 7 ·(____ o.672 ·< 

30 ·, l.i77 ·,. 

1ft ~., 1 ~3 ' . \ 
1.6 2 

39 / 1.591 .' 
37 ! 1..1568 ------ ~ 
5.0 ·---.__----- O.b99 ·------. 33 . 1.518 

(Continued fol.l.owing page) 
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md. .. log md • .,. 
Log 

Depth Perm. 20 40 60 80 Perm. o.5 1.0 1.5 2.0 
(tt) I I I l I I I I 

1753 24 .~· 1.380 ~· 
175~ 4.6 0.662 ·~ 
175 14 ' . 1.146 ., 
1756 20 " . 1.301 . 
1757 20 I 1.301 I 

·~. 
. 

" 1758 43 1.633 . 
1759 23 -~ 1.362 / 

1760 76 ~· 1.881 
-~ . 

/ 1761 33 1.518 . 
1762 19 / 1.279 / . 

/ 
. 

1763 10 / 1.000 
176~ 1.1 ~-/· O.Oft1 --------· 176 9.7 "· 0.9 6 --------



Depth Perm. 
(:tt) 

Well 1-Q-11 
md.--.... :-- Log log md. • 

Perm. 0.5 1.0 1.5 2.0 20 40 60 80 
I I I I I I l J 

0.2 \ o.ooo-----
6.0 . - o. 778 ·------.L_ 

159 - 2.201 , ______ \ 
183 2.262 EE /. 

91 -·- 1.959 ~· 
31 •.::: 1.491 ·---

107 ~ 2.029 /• 
64 ·---- 1.806 ." 

127 ~--- - 2.104 -----· 
33 ------· 1.518 -------. 
2. 2 . ------ 0. 342 . ------

44 

1698 
1699 
1700 
1701 
1702 
1703 
1704 
1705 
1706 
1707 
1708 
1709 
1710 
1711 
1712 
1713 
1714 
1715 
'1716 

49 ·- 1.690 ·~ 

~ • A ~ ---·- -;:-· 
0.9 ( (1%) o.ooo------- <4%> 

1717 
1718 
1719 
1720 
1721 
1722 
1723 
1724 
1725 
1726 
1727 
1728 
1729 
1730 
1731 
1732 
1733 
1734 
1735 
1736 
1737 
1738 
1739 
1740 
1741 
1742 
1743 

6.0 ' o. 778 i 
6.5 i 0.813 /. 

3.3 ·---- -~li ·==-
706 ·"· 

-=:::::::::. B 
\ (1%) 8 1.934 

11 . 1.014 -------· ·""-. 21 '· 1.322 
31 .> 1.491 
22 / 1.342 
1351 • ----- • 11. ~4144 

~ e;;J 

16 .~ 1.204 
4.5 -~. o.653 

5o 1.699 
18 ·----- 1.255 
22 \ 1.342 
3.9 -~ 0.591 

19 ~" 1.279 

\ 
I 

/" 
~

/ 
. ....----· 
------· /" 

\ 

·--------· \. 27 -----· 1.431 o.6, o.ooo-----------
2.8 -~ o.ii7 1 

1
23

9 
( 1.3 2 I 
""-. 1. 279 ., 

31 · 1.491 ; 
202.3 -~·/ 1.3061 -------· 

' 0.3 2 ·-----
~ ·"· i:Mt~ ·,., 
29 '·, 1.462 ' 
40 ~- 1.602 ./ 
26 . 1.415 

(Cont~ued following page) 
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md. log md. -Log 
Depth Perm. 20 40 60 80 Perm. o.5 1.0 1.5 2.0 

(ft) I I I l I I I I 

1744 6.3 

-------· 
0.799 ·-----1745 39 1.591 

1746 10 ·----- 1.000 ·-----1747 1~ 
\ 

1.1~6 
\ 

------·~ ·----1748 i4 1.6 1 '\. 1749 

·-------
1.806 

/ 17.50 30 1.477 . 
1751 .55 ~- 1.7tO " 1752 23 . -------- 1.3 2 / 
1753 38 "'-· 1.580 ' . 1754 34 I 1.531 I 

1755 14 . .-----· 1.146 . / 
1756 4-5 / 0.653 . ~ 



Well 1-0-11 
md. Log log md. 

Perm. 0.5 1.0 1.5 2.0 Depth Per.m. 20 40 60 80 
< :rt > I I l I 

1712 
1713 
1714 
1715 
1716 
1717 
1718 
1719 
1720 
1721 
1722 
1723 
1724 
1725 
1726 
1727 
1728 
1729 
.1730 

. I I I I 

2.6 1 0.415 I 
1.7 ·~ 0.230 ·~ 

23 /. 1.362 /. 
11 . 1. 041 -------. 
1.1,/ . 0.041 i 
1.1 ~ ~ ·:=. . A 

13 . 1 • llli- oc::::::::::::: • -' 
20 "·------- 1.301 . "·~) . 
57 ·-------- 1.756 ·~ 

1.01 - 2.004 ./0 

40 \ 1.602 .,........-
4.5 ·------ 1.653 ""' 
90 -· 1.954 ----· 22 ·= 1.342 . 

161 - 2.207 ------i 
160 2.204 /. 
121 2.083 

92 ·~ 1.964 ~ 
110 - 2.041 ~ 

36 . 1.556 .. 
64 -----· 1.806 ~, 

46 

1731 
1732 
1733 
1734 
1735 
1736 
1737 
1738 
1739 
1740 
1741 
1742 
1743 
1744 
1745 
17b..6 

7_ 0 ____': • A 1. 84.5 . -------- --=: · B 
7.1 /---=---== ( 1%) 0.851 -~ ( 1%) 
2.1 ·~ 0.322 '-

1747 
1748 
1749 
1750 
1751 
17.52 
1753 
17.54 
1755 
17.56 
1757 

9.8 ·----- 0.991 . ---..... 
58 ------· 1.763 . ----· 16 /. . 1.204 .~ 
5 .1 . ""' 0. 701 . ~ 

16 / 1.20L. ~/ 
14 I 1.146 I 
14 .""' 1.146 ·, 
25 \ 1.398 \ 
27 \ 1.431 \ 
29 i 1.462 I 

27 ""-. 1.431 
38 I 1.580 
34 \ 1.531 
38 1.580 
39 I 1.591 
42 \"· 1.623 

' I 
I 
\ 

\ 
\ . 53 1.724 

51 I 1.707 
ll. / ------- 1. 041 
8.2 ."" 0.914 

I 

-----/ 
17 ' 1.230 
25 '· 1.398 " \. 

(Continued following page) 
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md. Log log md. ~ . 
Depth Perm. 20 40 60 80 Perm. o.5 1.0 1.5 2.0 

(1't) I l I J I J J I 
1758 22 i 1.3~2 I 1759 23 1.3 2 . 
1760 31 "" 1.491 \ . 
1761 33 \ 1.518 \ 

·~ \ 1762 49 -----. 1.690 
/ 1763 26 / 1.415 / 
. 

1764 13 . 1.114 I 176.5 13 I 
1.1ii 1766 33 

·----.___ 
1.51 

.'--... . 
1767 21 / 1.322 . / 
1768 14 

/ 
1.146 / 

. --------- . 

------1769 45 ---- 1.653 
1770 27 ~ 1.431 . / 
1771 12 ~ 1.079 . / 
1772 4.9 I 

~ 
. / ·----- ---- c 1773 50 ·------- 1. 99 0:::::::::::::: • 

""~ 1%) 1774 114 2.057 
' 1775 110 

-------- 2.014 / 1776 59 1.771 . 
1777 53 / 1.724 J 
1778 28 ------· 1-447 . /" 



APPENDIX B 

Sarr.ple Calculations Performed Upon 

Well Profile K-17 
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SECTION 1-B 

Histogram and Cun1ulative Percent Curve Data and 
Calculations for Profile K-17 and Segments 

Profile K-17: 

Ordered Perm. Cumulative Cumulative 
Observations (md.) Sum Percent 

0.8 0.8 0.1 
0.9 1.7 0.2 
1.5 3.2 0.4 
1.9 5.1 0.6 
2.0 7.1 0.8 
2.4 9.5 1.1 
2.6 12.1 1.4 
2.7 14.8 1.7 
3.4 18.2 2.1 
4.0 22.2 2.6 
4.8 27.0 3.1 
4.9 31.9 3.7 
6.1 38.0 4.4 
6.2 44.2 5.1 
6.3 50.5 5.9 
6.8 57.3 6.6 
9.3 66.6 7.7 

12 78.6 9.1 
13 91.6 10.6 
15 106.6 12.4 
17 123.6 14.3 
19 142.6 16.5 
20 162.6 18.8 
23 185.6 21.7 
25 210.6 24.4 
27 237.6 27.6 
31 268.6 31.2 
32 300.6 34.9 
33 333.6 38.7 
36 369.6 42.9 
43 412.6 46.7 
49 461.6 53.5 
51 512.6 59.5 
63 575.6 66.9 
81 656.6 76.2 
96 752.6 87.3 

109 861.6 100.0 

49 
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Ordered Penn. Cumulative Cumulative 
Observations (md.) Sum Percent 

Segrnent 1: 
0.9 0.9 0.1 
1.5 2.4 0.4 
1.9 4.3 0.7 
2.0 6.3 1.0 
2.4 8.7 1.4 
2.6 11.3 1.8 
2.7 14.0 2.3 
4.0 18.0 2.9 
6.3 24.3 3.9 
6.8 31.1 5.0 

13.0 44.1 6.8 
19.0 63.1 10.2 
23.0 86.1 13.9 
25.0 111.1 17.9 
33.0 144.1 23.2 
36.0 180.1 29.0 
43.0 223.1 35.9 
49.0 272.1 43.8 
63.0 335.1 54.0 
81.0 416.1 67.0 
96.0 512.1 82.4 

109.0 621.1 100.0 

Segment 2: 
0.8 0.8 0.3 
3.4 4.2 1.8 
4.8 9.0 3.7 
4.9 13.9 5.8 
6.1 20.0 8.3 
6.2 26.2 10.9 
9.3 35.5 14.8 

12.0 47.5 19.8 
15.0 62.5 26.0 
17.0 79.5 33.1 
20.0 99.5 41.4 
27.0 126.5 52.6 
31.0 157.5 65.5 
32.0 189.5 78.5 
51.0 240.5 100.0 
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SECTION 2-B 

Calculation of First and Second Cumulants for 
Segments 1 and 2 of Profile K-17 

Segment 1: 

N = 22 L x4 279,775,122.2 

L X = 621.1 K2 1074 

L x2 = 40,078.4 gl = 0.8 (51o level) 

LX 3 3,278,542.5 1.5 ( 5% level) = g2 = 

K3 = (N2s3 - 3nS2Sl + 2S~)/N(N - l)(N- 2) 

= 45,890 

gl = K3K3/2= 1. 2 

K4 = (NCN + l)S4 - 3(N- l)S~ 1 /(N- l)(N- 2)(N- 3) 

= 6,200,330 

g2 = K4/K~ = 5 • 4 

Segment 2: 

N = 15 

L X = 240.5 

z x2 = 6, 594.4 

L x 3 = 235,446.7 

K3 = 3450 

gl = 1.3 

K4 = 218,154 

g2 = 15.3 

L x4 

K2 

gl 

g2 

= 9,595,159.1 

= 196 

= 1 (5% level) 

= 2 (Set level) 
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SECTION 3-B 

Zonation Calculations 
Profile K-17 

Profile K-17: 

Cumulative Cum. Sum of 
n Losz Data Sum Squared Data n(N-n)LN v 
1 0.602 0.602 0.362 0.972 0.206 
2 0.176 0.778 0.393 1.892 0.924 
3 0.380 1.158 0.538 2.757 1.439 
4 0.431 1.589 0.724 3.568 1.911 
5 1.799 3.388 3.960 4.324 0.802 
6 2.037 5.425 8.109 5.027 0.152 A 
7 0.279 5.704 8.187 5.676 0.477 
8 0.301 6.005 8.278 6.270 0.915 
9 o.ooo 6.005 8.278 6.811 1.742 

10 0.415 6.420 8.450 7.297 2 .2sr I 
11 0.799 7.219 9.088 7.729 2.427 
12 1.556 8.775 11.510 8.108 1.804 
13 1.398 10.173 13.464 8.432 1.434 
14 1.279 11.452 15.100 8 .'703 1.212 
15 0.833 12.285 15.793 8.919 1.346 
16 1.908 14.193 19.434 9.081 0.748 
17 1.114 15.307 20.675 9.189 0.704 
18 1.633 16.940 23.342 9.243 0.416 
19 1.982 18.922 27.270 9.243 0.114 
20 1.362 20.284 29.125 9.189 0.056 
21 1.690 21.974 31.981 9.081 0.001 
22 1.519 23.493 34.28 9 8.919 0.017 
23 1.230 24.723 35.801 8.703 0.107 
24 1.176 25.899 37.184 8.432 0.058 B 
25 0.531 26.430 37.466 8.108 0.260 
26 1.491 27.921 39.690 7.729 0.050 
27 0.690 28.611 40.166 7.297 0.009 
28 0.792 29.403 40.793 6.811 0.000 
29 0.785 30.188 41.409 6.270 0.011 
30 1.301 31.489 43.102 5.676 0.000 
31 1.079 32.568 44.266 5.027 0.000 
32 0.681 33.249 44.730 4.324 0.042 
33 1.708 34.95-'7 -$7.647 3.568 0.026 
34 0.968 35.925 48.584 2.757 0.018 
35 1.505 37.430 50.849 1.892 0.244 
36 1.431 38.861 52.897 0.972 1.158 
37 o.ooo 38.861 52.897 
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Analysis of Variance 

D.F. Sum of Squares Mean · Square F 

Total 36 12. 081 

Between 1 2.430 2.430 9.067 
( 1"Jo) 

Within 36 9.651 0.268 

Segment A: 
n n(N-n)/N v 

1 0.909 0.003 

2 1.636 0.174 

3 2.182 0.301 

4 2.545 0.421 

5 2.727 0.004 

6 2.727 0.813 

7 2.545 0.486 

8 2.182 0.263 

9 1.636 0.006 

10 0.909 0.022 

Analysis of Variance: 

D.F. Sum of Squares Mean Square F 

Total 11 3.371 

Between 1 0.811 0.811 3.48 
(NS) 

Within ll 2.560 0.233 
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Segment B: 

CtL"TIU1ati ve 
n Sum n(N-n)/N v 

1 1.556 0.962 0.119 
2 2.945 1.846 0.146 
3 4.233 2.654 0.128 
4 5. 066 3.385 0.012 
5 6.974 4.038 0.196 
6 8.088 4.615 0.134 
7 9.721 5.115 0.282 
8 11.703 5.538 0.697 
9 13.065 5.885 0.758 

10 14.755 6.154 1.086 
11 16.274 6.346 1.313 
12 17.504 6.462 1.301 
13 18.680 6.500 0.436 
14 19.211 6.462 0.417 
15 20.702 6.346 0.144 
16 21.392 6.154 0.246 
17 22.184 5.885 0.380 
18 22.969 5.538 0.204 
19 24.270 5.115 0.257 
20 25.349 4.615 0.221 
21 26.030 4.038 0.055 
22 27.738 3.385 0.275 
23 28.706 2.654 0.193 
24 30.211 1.846 0.545 
25 31.642 0.962 1.540 
26 31.642 

Analysis of Variance: 

D.F. Sum of Squares Mean Square F 

Total 25 5.300 

Between 1 1.124 1.124 6.73 
(21,) 

Within 25 4.176 0.167 



APPENDIX C 

Single Grouping Rando~ized Block Design 

Table form of data: 

Column 

1 2 3 j c 

1 x11 Xl2 Xl3 X·. 
1) Xlc 

·--- >---- ---- - I- ·-· - - --- t- · 

R 
0 

w 

Column 
Means 

2 

i 

r 

X21 

xil 

xrl 

X .1 

x22 

xi2 

Xr2 

X .2 

Analysis of variance table: 

Degrees of 
Variation Freedorrl 

Total rc-1 

Between 
Row Means r-1 

Between 
Colur.m c-1 
Heans 

x23 X2j X2c 

Xi3 X· . 
1) xic 

xr3 Xrj Xrc 

X .3 X • j X .c 

Sum of Squares 

L (xi j-X .• )2 

L (x · -x 1 • • • 
)2 

L (x ·-X • J •• 
)2 

xl. 

X2. 

X· 1. 

xr. 

X .. 

59 

Row Means 

Mean Square 

Sum of Squares 
divided by 
the Degrees 
of Freedor,1 

Residual ( r-1) ( c-1 ) ~ (x · · -x · -x ·+x · · ) 2 
1) 1. .J 11 



Computations: 

Total Sum of Squares= iex~j - x~./rc 

Row Sum of Squares =[x~./c- x~./rc 

Colurnn Sum of Squares = L x~ j/r - x~ ./rc 

Residual SuiT. of Squares = Total - Row & Column Sum of Squares 

Calculation of missing data: 

A single missing unit may be replaced by 

(cB + rT- G)/(c-l)(r-1} 

where B is the total of the remaining units in the column where the 

60 

missing unit appears, T is the total of the units in the row where the 

missing unit appears, and G is the grand total. 

For several missing units Cochran and Cox (3, p. 111) suggest the 

follo~ng procedure: For missing units a, b, c, d, .•• , first estimate 

values for all units except a. The above formula is then used to find 

an approximation of a. With this approximation and the values previously 

assumed for c, d, •.• , the above formula is used to approximate b. After 

a complete cycle of these operations, a second approximation is found 

for a and so on until the new approxiruations are not materially different 

from those found previously. 

For each missing unit, one degree of freedom is subtracted from the 

total and residual sum of squares. 



Zone 1: 

APPENDIX D 

Analysis of Major Zones for 
Significant Variations 

1.810 

1.733 

1.777 1.583 

61 

The value 1.583 can be shown to be significantly different from 

the other three numbers and as such should not be included in Zone 1. 

The remaining three values have a standard deviation of 0.0388 which 

indicates, when compared with the n1ean of 1.773, good unifonr.ity. 

Zor.le 2: 

Col tL;>n 

Totals 

Calculation ot 

1.347 

1.422 

a 

1.314 

4.083 

Missing Value: 

a = ci3 -

T 1.395 

G 9.694 

B 4.083 

c = 2 

r = 4 

a = 1.351 

Row Totals 

1.479 2.826 

1.475 2.897 

1.395 1.395 

1.262 2.576 

5.611 9.694 

rT - G /(c-l)(r-1) 



Analysis of Variance 

Total 

Colunm 

Row 

Residual 

Zone 3: 

Column 
Totals 

D.F. 

6 

3 

1 

2 

Sum of Squares 

0.041 

0.004 

0.028 

0.009 

0.871 1.023 

1.054 1.135 

1.138 b 

2.063 2.158 

Calculation of Missing Value: 

B 2.158 

T 1.138 

G 5.221 

c 2 

r 3 

:. b 1.255 

Analysis of Variance: 

D.F. Sum of Squares 

Total 4 0.084 

Column 2 0.020 

Row 1 0.063 

Residual 1 0.001 

Mean Square 

0.0013 

0.028 

0.0045 

Row 
Totals 

1.894 

2.189 

1.138 

5.221 

Mear Square 

0.010 

0.063 

0.001 

F 

1 (NS) 

6.22 (NS) 

F 

10 (NS) 

63 (NS) 
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N 

1-0-11 

1-Q-11 
0 

Figure 1 

Pl.an View ot 
Exsmp1e Wel.ls 

Ol.ymp:tc Pool. 
Hu.ghes County • Oklahoma 
Scale: 1" == 400' 

·o 
1-0-13 

0 
M-1.5 

63 

0 
K-17 

0 Water Input Wel.l 



Figure 2 
Geologic Cross Section 
Showing Continuity of 
Permeability Values 
Within the Example Wells 

(Not to Scale) 

1.583 

0.562 

1.262 

1-0-11 

1-Q-11 
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K-13 K-15 

0.841 

1.054 

1.479 

1.023 

K-17 



FIGURE 3 
Block Diagrams Illustrating, for Each Major Zone, the Means and 
Standard Deviation of the Log Permeability Observations Found 

Therein 

Well No. 

Mean Form of Block Data 
Standard Deviation 

Zone 1 
K-15 JC-17 

K-13 M-15 

1.810 
0.933 

M-11 1-0-13 

1.733 
0.545 

1-0-11 1-Q-11 

1.777 1.583 
0.319 0.757 

Zone 2 Zone 3 

JC-15 JC-17 JC-15 JC-17 

1.347 1.479 0.871 1.023 
0.444 0.~32 0.546 0.451 

JC-13 M-15 I K-13 M-15 

1.422 1.475 1.054 1.135 
0.356 0.496 0.444 0.391 

M-11 1-0-13 M-11 1-0-13 

1.395 1.138 
0.351 0.363 

1-0-11 1-Q-11 1-Q-11 1-Q-11 

1.314 1.262 
0.316 0.406 
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TABLE 4 

Tabulation of Means, Standard Deviations, and Observation Nwnbers for 
each Per.meability Profile and each Profile Segment. 

Standard 
Mean Deviation Nwnber 

Well K - 17 23.29 27.19 37 

Segment 1 28.23 32.77 22 
Segment 2 16.03 13.99 15 

Well K-15 22.63 19.90 50 

Segment 1 27.48 21.42 33 
Segment 2 13.22 12.33 17 

Well M-15 34.65 30.04 42 

Segment 1 43.89 33.05 27 
Segment 2 18.03 12.39 15 

Well K-13 33.16 34.62 56 

Segment 1 76.79 41.12 14 
Segment 2 18.62 12.84 42 

Well 1-0-13 38.86 38.07 58 

Segment 1 53.05 50.67 26 
Segment 2 27.33 14.11 32 

Well M-11 38.15 59.47 60 

Segment 1 104.58 107.65 11 
Segment 2 21.56 5.66 49 

Well 1-Q-11 37.00 46.80 59 

Segment 1 84.95 77.43 13 
Segment 2 23.45 19.29 46 

Well 1-0-11 39.25 36.40 67 

Segment 1 56.48 50.59 22 
Segment 2 30.38 23.47 45 
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TABLE 5 
Tabulation of Means, Standard Deviations, and Observation Nwrhers for the 
Significantly Distinct Segments of each Well Profile of Transformed Data. 

Standard 
Mean Deviation Number 

Well K-17 

Segment 1 0.655 0.659 11 
Segment 2 1.479 0.332 11 
Segment 3 1.023 0.451 15 

Well K-15 

Segrr.ent 1 0.841 0.678 9 
Segment 2 1.347 0.444 24 
Segment 3 0.871 0.546 17 

Well M-15 

Segment 1 1.475 0.496 27 
Segment 2 1.135 0.391 15 

Well K-13 

Segment 1 1.810 0.933 14 
Segment 2 1.422 0.356 6 
Segment 3 1.054 0.444 36 

Well 1-0-13 

Segment 1 1.395 0.351 58 

Well M-11 

Segment 1 1.733 0.545 13 
Segment 2 1.138 0.363 47 

Well 1-Q-11 
Segment 1 1.583 0.757 13 
Segment 2 0.562 0.336 5 
Segment 3 1.262 0.406 41 

Well 1-0-11 

Segment 1 0.552 0.554 6 
Segment 2 1.777 0.319 16 
Segment 3 1.314 0.316 40 
Segment 4 1.803 0.265 5 
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