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ABSTRACT

This work focuses on variants of the conventional sphere decoding technique for Multi

Input Multi Output (MIMO) systems. Space Time Block Codes (STBC) have emerged as a

popular way of transmitting data over multiple antennas achieving the right balance between

diversity and spatial multiplexing. The Maximum Likelihood (ML) technique is a conven-

tional way of decoding the transmitted information from the received data, but at the cost

of increased complexity. The sphere decoder algorithm is a sub-optimal decoding technique

that is computationally efficient achieving a symbol error rate that is dependent on the initial

radius of the sphere.

In this thesis, the decreasing rate of the radius of the sphere is increased by using a

scaling factor of less than unity. This allows the algorithm to examine less number of vectors

compared to the original algorithm making it much more computationally efficient. The sphere

decoding algorithm is largely focussed on the Alamouti codes that have two antennas at the

transmitter. This work extends the sphere decoding algorithm to other STBC having more

than 2 transmit and receive antennas. The performance and the computational complexity of

the fast sphere decoder is compared with that of the original sphere decoder and its variants.
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1. INTRODUCTION

Multi Input Multi Output (MIMO) systems have replaced the conventional Single Input

Single Output (SISO) systems in the last decade, and has emerged as a major area of research

in the field of Wireless Communications for major applications. The multiple antennas at the

transmitter and receiver can achieve a data rate that is much higher than that of the SISO

system. The multiple antennas also aim to improve the performance of the system through

various diversity techniques.

A MIMO system can be defined as a wireless communication system consisting of multi-

ple antennas at the transmitter and multiple antennas at the receiver. The number of antennas

at the transmitter and receiver are denoted by M and N respectively. For the case, when the

transmit antennas equal the receive antennas, we denote the number by N .

The demand on higher data rates have always been of prime importance for wireless

subscribers, as a result of which, new techniques in signal processing and coding need to

be developed. There was a need to utilize the existing bandwidth to support a larger data

rate with better quality that would combat the effects of multipath fading and Additive

White Gaussian Noise (AWGN) prevalent in the channel. The quality of transmission can be

improved by sending multiple copies of the transmitted signal over various paths to multiple

receivers. This would ensure that, under the worst case circumstances, one received antenna

would carry the desired signal. This technique is called as diversity. There are different types

of diversity - time, frequency, space and polarization. Space diversity would ensure that the

bandwidth utilization remains the same as that of SISO systems, while at the same time

ensuring that the data rate and quality of transmission is increased [1].

Space-Time Block Codes (STBC) combine spatial and time diversity to increase the

capacity of the system. Space-Time Block codes and Space-Time Trellis codes are examples

of space time coding techniques. A general MIMO system that uses Space-Time Block Codes

in the wireless communications system is illustrated in Figure 1.1. The multiple antennas

at the transmitter transmit a certain number of symbols within a set of time slots. This

results in the receiver getting more than one copy of the data after experiencing the various

channel effects. The received data can be decoded using various techniques - Zero Forcing

(ZF), Minimum Mean Square Error (MMSE) and Maximum Likelihood Detection (ML). The

complexity of the decoder increases as the number of antennas at the transmitter and receiver

increases.

The ML decoding technique is the optimal decoding technique achieving the best perfor-

mance in terms of Symbol Error Rate (SER). But the complexity of the ML detector increases
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exponentially as the number of antennas at the transmitter and receiver increases. Consider

a case of N symbols transmitted in T time blocks. The number of points to be evaluated for

a K sized constellation to decode both the symbols would increase exponentially, and is given

by KN . This is highly complex considering a large system of multiple antennas and a large

sized constellation.

The computational complexity of the ML detection algorithm can be reduced by getting

the channel state information (CSI) at the transmitter. The transmit precoding and receive

shaping techniques would decompose the MIMO system into several parallel independent

paths. As a result, the decoder search is reduced to K points, and this results in huge saving in

computation compared to the KN search for an unknown channel. The CSI cannot be obtained

at the transmitter under all conditions, and therefore, a sub-optimal way of decoding the

symbols is realised through Sphere Decoding. Sphere Decoders offer an alternative approach

at a lower complexity to improve the efficiency of the decoding technique.

There are many variants of the Sphere Decoder, depending on the initial radius, and

the way the search points are located in the algorithm. This thesis explores the basic sphere

SPACE
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Figure 1.1 Diagram of a wireless MIMO communication system
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decoding algorithm, and compares it to its variants in computational complexity and SER.

The original sphere decoder, after the computation of the first point in the lattice, reduces the

radius of the sphere to the value of the distance of this new point to the received point. The

decreasing rate of the radius can be increased by multiplying with a scaling factor less than

unity. This can be adjusted adaptively or by keeping a fixed scaling factor. A fixed scaling

factor would reduce the complexity of the sphere decoder to a large extent at the expense

of SER. This paper studies the effect of reducing the radius at a constant rate to examine

complexity and performance. Sphere Decoders are clearly defined for Alamouti codes, and

this paper explores the effect of sphere decoders on other space time block codes for multiple

antennas.

In the following sections, the importance of STBC for MIMO systems along with the

different decoding techniques - ML, sphere decoders and its variants is discussed. Simulations

are carried out by transmitting a million STBCs over a flat fading channel, whose coefficients

vary per block for different values of signal to noise ratio (SNR). The results are compared for

SER and complexity. The complexity is determined by the number of floating point operations

per second (FLOPS).
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2. SPACE-TIME BLOCK CODES

2.1. INTRODUCTION

The space-time block codes provide a new dimension to the transmission of data us-

ing multiple transmit and receive antennas. Data is encoded using a space-time block code,

and the encoded data is split into N streams which are simultaneously transmitted using N

transmit antennas. The received signal at each antenna is a linear superposition of the N

transmitted signals, perturbed by noise [1]. In most situations, the wireless channel suffers

attenuation and path loss due to destructive addition of multipaths in the propagation media

and to interference from other users. In a Rayleigh fading environment, it is often difficult

for the receiver to determine the exact message transmitted due to severe attenuation and

multipath fading characteristics, unless some less attenuated component of the signal is pro-

vided to the receiver. In many situations, since the wireless channel is neither significantly

time-variant nor highly frequency selective, the possibility of deploying multiple antennas at

the transmitter and receiver is considered to achieve spatial diversity.

2.2. SPACE-TIME BLOCK CODES GENERATION

The Space-Time Block codes are matrices that are designed to make use of transmit and

receive diversity. The elements in the matrix are symbols taken from any particular constella-

tion. The constellation may be as simple as a Binary Phase Shift Keying (BPSK)constellation

with only real symbols, or the symbols may also be complex as can be seen in a Quadrature

Amplitude Modulation (QAM) or Quadrature Phase Shift Keying (QPSK) constellations.

The constellation decides the real or complex symbols transmitted as a part of the matrix.

2.3. THE SYSTEM MODEL

The Space-Time Block code [2] for a 2 transmit antenna system is given by the Alamouti

[3] Code.

G2 =


 x1 x2

−x∗2 x∗1


 (2.1)

The columns specify the number of antennas, while the rows specify the time slots. The

time taken to transmit each entry in the matrix is TSymbol, the symbol time. The time taken

to transmit each row of the matrix is TSlot, the slot time. The time taken to transmit each

bit is TBit, the bit time. If K is the size of the constellation and M is the number of transmit
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antennas, the bit time, symbol time and the slot time can be systematically represented by

the following equations

TBit = TSymbol/log2(K) (2.2)

TSlot = TSymbol ·M (2.3)

TBlock = (Number of rows in the STBC) · TSlot (2.4)

The waveform transmitting a given symbol can be represented by [4]

xl(t) =
∞∑
i=1

xig(t− iTSymbol) (2.5)

where xi denotes the sequence of amplitudes obtained by mapping k-bit blocks of binary digits

from the information sequence xn into the amplitude levels ±1, ±3, ±(M − 1), M = 2k/2 − 1

depending on the type of QAM constellation selected, g(t) is the real pulse over interval

(0, Tsymbol).

The waveform transmitting the information in a given slot time can be represented by

x(t) =
∞∑

j=1

Nslot∑
i=0

djg(t− jTSlot − iTSymbol) (2.6)

where, Nslot refers to the number of symbols transmitted in a given slot time, dj = [xj1, xj2],

xji ∈ {xi} and xi form the entries of the STBC matrices.

From the block code G2, we notice that two symbols are transmitted in two time slots.

So, the rate of this code is 1.

The representation of a band pass signal in the desired form is given by

s(t) = Re{[xl(t)]e
j2πft} (2.7)

The signal xl(t) is the equivalent low pass signal and is the complex envelope of the real signal

s(t) represented by a(t)+jb(t). a(t) and b(t) can be viewed as information bearing signal

amplitudes of the quadrature carriers cos(2πft) and sin(2πft), respectively. The real valued

signal s(t) has a frequency content centered in the vicinity of f.

s(t) = Re{[a(t) + jb(t)]ej2πft} (2.8)

The signal amplitudes take a set of discrete values for a 4, 16 and 64 QAM signal

constellation. The set of definite amplitude levels for a(t)+jb(t) constitute the complex signals

x1, x2.... These complex values are the entries of the space time block code matrices.



6

The STBC transmitted depends on the number of transmit and receive antennas in the

system. The STBC considered here are Orthogonal Space Time Block Codes that have the

following unitary property

GGH =
ns∑
i=1

|xn|2 · I = c · |I| (2.9)

The orthogonality has the following significance

• Achieves full diversity order provided by the transmit and receive antennas - these codes

exploit the 2η dimensions, where η = min(M,N).

• Simple ML decoding algorithms can be obtained by Linear processing at the receiver

2.4. THE TRANSMISSION MODEL

Consider a wireless communication system with M transmit antennas and N receive

antennas, transmitting the symbols at different time slots. In each time slot, a codeword is

transmitted, corresponding to the number of transmit antennas. The channel is assumed to

be a flat fading channel and the path gain from transmit antenna i to the receive antenna j is

defined to be αi,j. The path gains are modeled as samples of independent complex Gaussian

random variables with a variance of 0.5 per real dimension [5]. The channel is assumed to be

quasi-static over a number of time slots, or it is at least assumed to be static for time slots

that correspond to transmission of one block code.

At time t, the signal ri
t received at antenna j, is given by [6]

ri
t =

n∑
i=1

αi,jc
i
t + ηj

t (2.10)

where the noise samples ηj
t are independent samples of a zero-mean complex Gaussain random

variable with variance n/(2SNR) per complex dimension. The average energy of the symbols

transmitted from each antenna is normalized to be one.

Assuming perfect channel state information is available, the receiver computes the deci-

sion metric
l∑

t=1

m∑
j=1

∣∣∣∣∣r
j
t −

n∑
i=1

αi,jc
i
t

∣∣∣∣∣

2

(2.11)

over all code words

c1
1c

2
1 · · · cn

1c
2
2 · · · cn

2 · · · c1
l c

l
2 · · · cn

l
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The codeword that minimizes the above sum is the code word that is favored for transmission.

This is computationally intense since all possible combinations of the symbols are verified in

the metric.

2.5. ALAMOUTI CODE

Alamouti space-time block codes are a special class of orthogonal block codes achieving

a code rate of 1. Space-time block codes are represented by a m × l matrix, where m repre-

sents the number of transmit antennas and l represents the number of time slots required for

transmission. Alamouti codes have a special significance in that the columns of the matrix are

orthogonal achieving a code rate of 1. The code rate is determined by the number of symbols

transmitted in a given number of time slots. For example, for a two transmit two receive

antenna system, two symbols are transmitted in two time slots, thus getting a code rate of 1.

The Alamouti code for a two transmit two receive antenna system is given by (2.12).

G2 =


 x1 x2

−x∗2 x∗1


 (2.12)

The columns specify the number of transmitters, while the rows specify the time slots.

The symbols are taken from a complex constellation, with each symbol represented by b bits.

At time slot 1, kb bits arrive at the encoder and select constellation signals s1, · · · , sk. The

symbols obtained from mapping the bits to a particular constellation gives rise to a matrix C,

which contains specific constellation symbols. The symbols are transmitted from M transmit

antennas for each kb bits. If ci
t represents the element in the tth row and ith column of C, the

entries ci
t, i = 1, 2, · · · ,m are transmitted simultaneously from transmit antennas 1, 2, · · · ,m

at each time slot t = 1, 2, · · · , p. So, the ith column of C represents the symbol transmitted

from the ith antenna and the tth row of C represents the transmitted symbols at time slot

t. Exploiting the basic feature of C, the orthogonal columns of C provide a linear decoding

scheme and give rise to a simplified ML decoding scheme. Since k symbols are transmitted

in p time slots, the rate R of the code is defined to be R = k/p. Therefore, for the Alamouti

code, the code rate is 1.

2.6. OTHER SPACE-TIME BLOCK CODES

The STBCs are realised with the goal of finding a tradeoff between diversity and mul-

tiplexing. There is the tendency to increase the data transmission rate by sending unique

symbols at different time instants. This would save the redundancy of sending the same sym-

bols, which in turn would increase the data rate. But, in a multipath environment, there is
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a possibility that the channel cannot support the data rate decided by the Space Time Block

Code. The multipath fading characteristics most often results in lossy transmission, which

would lead to incorrect decoding at the receiver. In such cases, the multiplexing rate has to be

compromised by reducing the code rate. It is absolutely essential to keep the matrices of the

Space-Time Block Codes orthogonal in order to have remarkably simple decoding algorithms

based on linear processing at the receiver. Apart from the most popular Alamouti code which

has a code rate of 1, there are several other codes, which maintain the orthogonal structure

of the code, but with lower code rates. The following are the half rate space-time block codes

for a 3-Tx and a 4-Tx system.

G3 =




x1 x2 x3

−x2 x1 −x4

−x3 x4 x1

−x4 −x3 x2

x∗1 x∗2 x∗3

−x∗2 x∗1 −x∗4

−x∗3 x∗4 x∗1

−x∗4 −x∗3 x∗2




(2.13)

In this case, four symbols are transmitted in eight time slots. The rate of this code is

therefore 1/2.

G4 =




x1 x2 x3 x4

−x2 x1 −x4 x3

−x3 x4 x1 −x2

−x4 −x3 x2 x1

x∗1 x∗2 x∗3 x∗4

−x∗2 x∗1 −x∗4 x∗3

−x∗3 x∗4 x∗1 −x∗2

−x∗4 −x∗3 x∗2 x∗1




(2.14)

As in the previous case, four symbols are transmitted in eight time slots for this four

transmitter system. So, the rate of this code is also 1/2.

The code rate can be increased by reducing the time slots in transmitting the same

information. This can be clearly observed in the following codes which have a higher code

rate.
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H3 =




x1 x2
x3√

2

−x∗2 x∗1
x3√

2

x3√
2

x3√
2

−x1−x∗1+x2−x∗2√
2

x3√
2
− x3√

2

x2+x∗2+x1−x∗1√
2




(2.15)

In this case, three symbols are transmitted in four time slots, which results in a rate of

3/4. For a four transmit antenna system, the STBC is given by

H4 =




x1 x2
x3√

2
x3√

2

−x∗2 x∗1
x3√

2
− x3√

2

x3√
2

x3√
2

−x1−x∗1+x2−x∗2
2

−x1−x∗2+x1−x∗1
2

x3√
2
− x3√

2

x2+x∗2+x1−x∗1
2

−x1+x∗1+x2−x∗2
2




(2.16)

It is not possible to design space-time block codes having a code rate of 1 for any given

number of transmit antennas. Alamouti code is a special case for a 2 transmit antenna

system that maintains the orthogonal structure with a code rate of unity. The research on

space-time block codes have led to many results demonstrating the highest code rate possible

for different number of transmit antenna systems. There was a challenge to come up with

complex orthogonal space-time block codes with rate greater than 1/2 apart from the codes

discussed above having a code rate of 3/4. Such a code is obtained for a 5 transmit antenna

system and is as shown in the matrix below [7].
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G5 =




x1 x∗2 x∗3 x∗4 0

x2 −x∗1 0 0 x∗5

x3 0 −x∗1 0 −x∗6

0 x3 −x2 0 x7

x4 0 0 −x∗1 x∗8

0 −x4 0 x2 −x9

0 0 −x4 x3 x10

x5 0 −x∗7 −x∗9 −x∗2

0 x5 −x6 x8 x1

x6 −x∗7 0 −x∗10 x∗3

x7 x∗6 x∗5 0 0

x8 x∗9 −x∗10 0 −x∗4

x9 −x∗8 0 x∗5 0

x10 0 x∗8 x∗6 0

0 −x10 −x9 x7 0




(2.17)

From the above matrix, it is seen that 10 symbols are transmitted in 15 time slots. This

would give a code rate of 2/3.

The simulations are carried out by transmitting the STBCs G2−G5 and decoding them

using ML detection and sphere decoding. These techniques are discussed in the following

sections.
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3. MAXIMUM LIKELIHOOD DETECTION

3.1. INTRODUCTION

Maximum likelihood decoder achieves the best performance in terms of SER among all

the decoding techniques. The computational complexity of this technique is very high, but

with the advent of orthogonal space-time block codes, the exponential complexity is reduced

to linear processing at the receiver. The space-time block codes along with multiple antennas

achieve significant performance gain at no extra processing expense. In a maximum likelihood

decoder, the complexity of the decoder increases exponentially as the number of transmit

antennas. The significance of orthogonal space time block codes arises from the fact that the

exponential complexity is reduced to a linear complexity.

The important aspect of the maximum likelihood detector is to estimate the channel at

the receiver. The channel can be estimated using different estimation strategies. The different

methods may be blind, semi-blind and assuming perfect channel state information is available,

the receiver computes the decision metric [6]

l∑
t=1

m∑
j=1

∣∣∣∣∣r
j
t −

n∑
i=1

αi,jc
i
t

∣∣∣∣∣

2

(3.1)

over all code words

c1
1c

2
1 · · · cn

1c
2
2 · · · cn

2 · · · c1
l c

l
2 · · · cn

l

The codeword that minimizes the above sum is the code word that is favored for transmission.

3.2. TWO ANTENNA TRANSMIT DIVERSITY SCHEME

A simple transmit diversity scheme was proposed by Alamouti that improves the quality

of the signal and the simple processing is discussed below [3].

It is assumed that the channel is constant across two consecutive symbols. The channel

co-efficients are picked from an i.i.d distribution. If α1 and α2 are the channel co-efficients from

the two transmitters to the receiver, then the received signal at the receiver at two different

time instants can be given by

r1 = α1c1 + α2c2 + η1 (3.2)

r2 = −α1c
∗
2 + α2c

∗
1 + η2 (3.3)
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The codewords can be recovered from the received signal by the following equations

c̃1 = α∗1r1 + α2r
∗
2 = (α2

1 + α2
2)c1 + α∗1η1 + α2η

∗
2 (3.4)

c̃2 = α∗2r
∗
1 − α1r

∗
2 = (α2

1 + α2
2)c2 − α1η

∗
2 + α∗2η1 (3.5)

The combiner sends the decoded symbols to the maximum likelihood detector, which min-

imises the following decision metric

|r1 − α1c1 − α2c2|2 + |r2 + α1c
∗
2 − α2c

∗
1|2 (3.6)

over all possible values of c1 and c2. Expanding the above equation and deleting terms that

are independent of the codewords, the above minimization leads to separately minimizing

|α∗1r1 + α2r
∗
2 − c1|2 + (α2

1 + α2
2 − 1)|c2

1| (3.7)

for detecting c1 and

|α∗2r1 − α2r
∗
2 − c2|2 + (α2

1 + α2
2 − 1)|c2

2| (3.8)

for decoding c2.

3.3. TWO ANTENNA TRANSMIT RECEIVE DIVERSITY SYSTEM

The maximum likelihood decoder for a two antenna transmit receive diversity system is

similar to the one derived in the previous section. The decision metric for such a system is

given by
m∑

j=1

(|rj
1 − α1,js1 − α2,js2|2 + |rj

2 + α1,js
∗
2 − α2,js

∗
1|2) (3.9)

over all possible values of s1 and s2, respectively. The quasi-static nature of the channel as-

sumes that the path gains are constant over two transmissions. The above metric is expanded

and those terms that are independent of the codewords are deleted. The final minimization

metric reduces to the equivalent expression.

−
m∑

j=1

[rj
1α

∗
1,js

∗
1 + (rj

1)
∗α1,js1 + rj

1α
∗
2,js

∗
2 + (rj

1)
∗α2,js2

−rj
2α

∗
1,js2 − (rj

2)
∗α1,js

∗
2 + rj

2α
∗
2,js1 + (rj

2)
∗α2,js

∗
1]

+(|s1|2 + |s2|2)
m∑

j=1

2∑
i=1

|αi,j|2 (3.10)
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The above metric decomposes into two parts, each of them being a function of only one

variable. In this case, the first part is a function of s1 and the other a function of s2. The

first part is given by

−
m∑

j=1

[rj
1α

∗
1,js

∗
1 + (rj

1)
∗α1,js1 + rj

2α
∗
2,js1 + (rj

2)
∗α2,js

∗
1]

+(|s1|2)
m∑

j=1

2∑
i=1

|αi,j|2 (3.11)

which is a function of s1 only and is independent of s2.

The second part of the expansion is given by

−
m∑

j=1

[rj
2α

∗
2,js

∗
2 + (rj

1)
∗α2,js2 − rj

2α
∗
1,js2 + (rj

2)
∗α1,js

∗
2]

+(|s2|2)
m∑

j=1

2∑
i=1

|αi,j|2 (3.12)

which is a function of s2 only and is independent of s1.

The minimization of (3.9) is equivalent to minimizing these two parts separately. This

is turn is equivalent to minimizing the decision metric

∣∣∣∣∣

[
m∑

j=1

(rj
1α

∗
1,j + (rj

2)
∗α2,j)

]
− s1

∣∣∣∣∣

2

+

(
−1 +

m∑
j=1

2∑
i=1

|αi,j|2
)
|s1|2 (3.13)

for detecting s1 and the decision metric

∣∣∣∣∣

[
m∑

j=1

(rj
1α

∗
2,j − (rj

2)
∗α1,j)

]
− s2

∣∣∣∣∣

2

+

(
−1 +

m∑
j=1

2∑
i=1

|αi,j|2
)
|s2|2 (3.14)

for detecting s2.

From (3.13) and (3.14), it can be clearly seen that the symbols do not have to be obtained

from exponential processing of the data. Simple linear processing is sufficient to obtain the

symbols. The estimation of symbol s1 is done by trying out all possible combinations for s1.

If s1 had to be determined based on the values of multiple symbols in the equation, then

the computation would vary exponentially. If there were two symbols in the equation, then
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the estimation of s1 would have had to be dependent on (Constellationsize)N number of

iterations, where N is the number of dependent symbols. It can be clearly seen that there is

no performance sacrifice in using it.

3.4. MAXIMUM LIKELIHOOD DECODING - OTHER STBC

The decoders for G3, G4, H3 and H4 can be similarly derived. The specific formulae for

decoding G3 is as given below. The decision metric to decode s1 is given by

∣∣∣∣∣

[
m∑

j=1

(rj
1α

∗
1,j + rj

2α
∗
2,j + rj

3α
∗
3,j + (rj

5)
∗α1,j + (rj

6)
∗α2,j + (rj

7)
∗α3,j)

]
− s1

∣∣∣∣∣

2

+

(
−1 + 2

m∑
j=1

3∑
i=1

|αi,j|2
)
|s1|2 (3.15)

The decision metric to decode s2 is given by

∣∣∣∣∣

[
m∑

j=1

(rj
1α

∗
2,j − rj

2α
∗
1,j + rj

4α
∗
3,j + (rj

5)
∗α2,j − (rj

6)
∗α1,j + (rj

8)
∗α3,j)

]
− s2

∣∣∣∣∣

2

+

(
−1 + 2

m∑
j=1

3∑
i=1

|αi,j|2
)
|s2|2 (3.16)

The decision metric to decode s3 is given by

∣∣∣∣∣

[
m∑

j=1

(rj
1α

∗
3,j − rj

3α
∗
1,j − rj

4α
∗
2,j + (rj

5)
∗α3,j − (rj

7)
∗α1,j − (rj

8)
∗α2,j)

]
− s3

∣∣∣∣∣

2

+

(
−1 + 2

m∑
j=1

3∑
i=1

|αi,j|2
)
|s3|2 (3.17)

The decision metric to decode s4 is given by

∣∣∣∣∣

[
m∑

j=1

(−rj
2α

∗
3,j + rj

3α
∗
2,j − rj

4α
∗
1,j − (rj

6)
∗α3,j + (rj

7)
∗α2,j − (rj

8)
∗α1,j)

]
− s4

∣∣∣∣∣

2

+

(
−1 + 2

m∑
j=1

3∑
i=1

|αi,j|2
)
|s4|2 (3.18)
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For decoding G4, the decoder minimizing the decision metric is given by the following expres-

sion for decoding s1

∣∣∣∣∣

[
m∑

j=1

(rj
1α

∗
1,j + rj

2α
∗
2,j + rj

3α
∗
3,j + rj

4α
∗
4,j + (rj

5)
∗α1,j + (rj

6)
∗α2,j+

(rj
7)
∗α3,j + (rj

8)
∗α4,j)

]− s1

∣∣2 +

(
−1 + 2

m∑
j=1

4∑
i=1

|αi,j|2
)
|s1|2 (3.19)

For decoding s2, the decision metric is given by

∣∣∣∣∣

[
m∑

j=1

(rj
1α

∗
2,j − rj

2α
∗
1,j − rj

3α
∗
4,j + rj

4α
∗
3,j + (rj

5)
∗α2,j − (rj

6)
∗α1,j−

(rj
7)
∗α4,j + (rj

8)
∗α3,j)

]− s2

∣∣2 +

(
−1 + 2

m∑
j=1

4∑
i=1

|αi,j|2
)
|s2|2 (3.20)

For decoding s3, the decision metric is given by

∣∣∣∣∣

[
m∑

j=1

(rj
1α

∗
3,j + rj

2α
∗
4,j − rj

3α
∗
1,j − rj

4α
∗
2,j + (rj

5)
∗α3,j + (rj

6)
∗α4,j−

(rj
7)
∗α1,j − (rj

8)
∗α2,j)

]− s3

∣∣2 +

(
−1 + 2

m∑
j=1

4∑
i=1

|αi,j|2
)
|s3|2 (3.21)

For decoding s4, the decision metric is given by

∣∣∣∣∣

[
m∑

j=1

(−rj
1α

∗
4,j − rj

2α
∗
3,j + rj

3α
∗
2,j − rj

4α
∗
1,j − (rj

5)
∗α4,j − (rj

6)
∗α3,j+

(rj
7)
∗α3,j + (rj

8)
∗α4,j)

]− s1

∣∣2 +

(
−1 + 2

m∑
j=1

3∑
i=1

|αi,j|2
)
|s1|2 (3.22)

The rate 3/4 code H3 is decoded in a similar way by using the following decision metric for s1

∣∣∣∣∣

[
m∑

j=1

(
rj
1α

∗
1,j − (rj

2)
∗α2,j +

(rj
4 − rj

3)α
∗
3,j

2
− (rj

3 + rj
4)
∗α3,j

2

)]
− s1

∣∣∣∣∣

2

+

(
−1 +

m∑
j=1

3∑
i=1

|αi,j|2
)
|s2|2 (3.23)
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For decoding s2, the decision metric is given by

∣∣∣∣∣

[
m∑

j=1

(
rj
1α

∗
2,j − (rj

2)
∗α1,j +

(rj
4 + rj

3)α
∗
3,j

2
+

(−rj
3 + rj

4)
∗α3,j

2

)]
− s2

∣∣∣∣∣

2

+

(
−1 +

m∑
j=1

3∑
i=1

|αi,j|2
)
|s2|2 (3.24)

For decoding s3, the decision metric is given by

∣∣∣∣∣

[
m∑

j=1

(
(rj

1 + rj
2)α

∗
3,j√

2
+

(rj
3)
∗(α1,j + α2,j)√

2
+

(rj
4)
∗(α1,j − α2,j)√

2

)]
− s3

∣∣∣∣∣

2

+

(
−1 +

m∑
j=1

3∑
i=1

|αi,j|2
)
|s3|2 (3.25)

Similarly, to decode the rate 3/4 code H4, the decision metric to estimate s1 is given by

∣∣∣∣∣

[
m∑

j=1

(
rj
1α

∗
1,j + (rj

2)
∗α2,j +

(rj
4 − rj

3)(α
∗
3,j − α∗4,j)

2
− (rj

3 + rj
4)
∗(α3,j + α4,j)

2

)]

−s1|2 +

(
−1 +

m∑
j=1

4∑
i=1

|αi,j|2
)
|s1|2 (3.26)

The decision metric to decode s2 is given by

∣∣∣∣∣

[
m∑

j=1

(
rj
1α

∗
2,j − (rj

2)
∗α1,j +

(rj
4 + rj

3)(α
∗
3,j − α∗4,j)

2
+

(−rj
3 + rj

4)
∗(α3,j + α4,j)

2

)]

−s2|2 +

(
−1 +

m∑
j=1

4∑
i=1

|αi,j|2
)
|s2|2 (3.27)

The decision metric to decode s3 is given by

∣∣∣∣∣

[
m∑

j=1

(
(rj

1 + rj
2)α

∗
3,j√

2
+

(rj
1 − rj

2)α
∗
4,j√

2
+

(rj
3)
∗(α1,j + α2,j)√

2
+

(rj
4)
∗(α1,j − α2,j)√

2

)]

−s3|2 +

(
−1 +

m∑
j=1

4∑
i=1

|αi,j|2
)
|s3|2 (3.28)
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4. THE SPHERE DECODER

4.1. INTRODUCTION

ML decoder uses an exhaustive search algorithm where all possible codewords are checked,

and the one with minimum distance is selected as the final codeword. The search algorithm

is carried out by comparing the received vector with all possible codewords over an additive

white Gaussian noise channel. The ML decoding technique is certainly an optimum decoding

technique but with the increase in the number of transmit and receive antennas along with a

complex constellation adds to the computational complexity of the decode mechanism.

Sphere Decoding is a new type of decoding technique which aims to reduce the compu-

tational complexity of the decoding technique. In case of a sphere decoder, the received signal

is compared to the closest lattice point, since each codeword is represented by a lattice point

[8]. The number of lattice points scanned in a sphere decoder depends on the initial radius of

the sphere. The correctness of the codeword is in turn dependent on the SNR of the system.

The search can easily be restricted by drawing a circle around the received signal in such a

way so as to encompass a fixed number of lattice points. This entails a search of not all the

codewords in the constellation and allows only those codewords to be checked that happen to

fall within the sphere. All codewords outside the sphere are not taken into consideration for

decoding.

Considerable research has gone into sphere decoding in the last decade. This has resulted

in the emergence of quite a few sphere decoders with various variants to facilitate the decoding

process. The conventional sphere decoders have been replaced by sphere decoders where the

search proceeds independent of the initial radius. There are also list sphere decoders where

more than one solution can be found. The size of the list can be as long as the constellation

size, in which case the complexity is the same as the ML decoding technique or it can be

of much lesser size, in which case the number of points scanned would reduce. The sphere

decoder is investigated for each case and SER for different types of space time block codes is

determined and its complexity is compared with the conventional ML decoder.

4.2. ORIGINAL SPHERE DECODER

In order to make use of sphere decoding, a lattice representation of the multiple antenna

system is obtained. Each Space Time Block Code transmits a vector of symbols, and these

symbols are aggregated to obtain a lattice point. When dealing with lattice codes for the

fading channel, there is the problem of decoding a totally arbitrary lattice given its generator

matrix. In the case of independent fading channels, with perfect CSI given to the receiver,
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the ML decoding of the received vector has to satisfy the performance metric given by the

following equation

min‖r− x‖ = min‖w‖ (4.1)

where r is the received vector. x = (x1, x2, · · · ,xn) is one of the transmitted lattice code points.

The lattice points can be written as the set x = uM, where M is the lattice generator matrix

corresponding to the basis (v1,v2, · · · ,vn) and u = (u1, u2, · · · ,un) is the integer component

vector to which the information bits are easily mapped. The noise vector n = (n1, n2, · · · ,nn)

has real, Gaussian distributed independent random variable components, with zero mean and

unit variance.

The lattice decoding algorithm [9] searches the lattice through a given set of points that

is bounded by the initial radius of the sphere with the received point as center. The complexity

of the algorithm is controlled by the initial radius of the sphere. The received vector and the

space time block code are translated to lattice points, and the difference is represented by

an integer component vector ξ of the cubic lattice. The flowchart in Figure 4.1 discusses the

necessary steps in sphere decoding. We write x = uM, r = ρM with ρ = (ρ1, ρ2, · · · ,ρn), and

w = ξM with ξ = (ξ1, ξ2, · · · ,ξn). ρ and ξ are real vectors. Then, w =
∑n

i=1 ξivi, where

ξi = ρi − ui, i = 1, · · · ,n define the translated coordinate axes in the space of the integer

component vectors.

The Cholesky factorization of the Gram matrix G = MMT yields G = RT R, where R

is an upper triangular matrix. Then,

Q(ξ) =
n∑

i=1

qii

(
ξi +

n∑
j=i+1

qiiξj

)2

≤ C (4.2)

The main function of the sphere decoder is to determine the vector by finding the equations

of the border of the ellipsoid. The upper and lower bounds of the components un and un−1

are ⌈
−

√
C

qnn

+ ρn

⌉
≤ un ≤

⌊√
C

qnn

+ ρn

⌋
(4.3)

Similarly, for the n− 1th term, the equation is given by

⌈
−

√
C − qnnξ2

n

qn−1,n−1

+ ρn−1 + qn−1,nξn

⌉
≤ un−1 ≤

⌊√
C − qnnξ2

n

qn−1,n−1

+ ρn−1 + qn−1,nξn

⌋
(4.4)

This equation can be extended to determine the intermediate points of the lattice. The

ith integer component is determined using the same set of equations. The bounds are thus

obtained iteratively from one integer component to the other. The following set of equations
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Figure 4.1 Flowchart of the original sphere decoder

are used to obtain the bounds

Si = Si(ξi+1, · · · ξn) = ρi +
n∑

l=i+1

qilξl (4.5)
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As the ith point in the lattice is determined, the location of the (i− 1)th point in the system

is governed by the equation

Ti−1 = Ti−1(ξi, · · · ξn) = C −
n∑

l=i

qll

(
ξl +

n∑

j=l+1

qljξj

)2

= Ti − qii(Si − ui)
2 (4.6)

When a vector is found inside the sphere, the radius is computed accordingly with respect to

the newly found point in the lattice. The updated radius is used for further calculations to

check for remaining vectors in the lattice space.

The radius must be chosen in such a way that the value selected must equal the covering

radius of the lattice. The initial radius selected plays a critical role in identifying the correct

point in the lattice. Ideally, the noise variance of the system is found and the initial radius of

the sphere is adjusted according to the Signal to Noise Ratio. This entails the sphere decoder

to find at least a single point inside the sphere and prevents the condition of erasure, which

is a result of decoding failure. In case of an erasure, the radius of the sphere is increased and

the sphere decoding is again repeated to obtain favorable results.

The flowchart of the conventional sphere decoder is slightly modified by obtaining the

zero-forcing solution, instead of just computing the pseudo-inverse of the channel. The sphere

decoder is then applied to the received vector that is obtained from the zero-forcing decoder

to determine the accurate solution.

4.3. MODIFIED SPHERE DECODING ALGORITHM

The proposed sphere decoding algorithm computes the actual point from the surface of

the sphere towards the center as it searches for the optimum solution. This is inefficient since

the ML solution is associated with the lattice point closest to the surface of the sphere, and

there is an additional complexity in starting the search from the surface of the sphere.

The modified sphere decoder takes care of this problem by examining the points close

to the received point at the center of the sphere. As a new point is reached, the search is

restricted by computing the radius of the sphere to be equal to the distance of the newly

discovered lattice point from the sphere center.

The flowchart representing the modified sphere decoder highlights the differences as

compared to the original sphere decoder. As the lower and upper bounds are computed, in

order to determine the ith coordinate, the components of yi are sorted in ascending order

according to the metric

|yij − Si|2 (4.7)
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for 1 ≤ j ≤ Ni, with the output stored in the row vector zi. Whenever a valid lattice point

is found, the radius is updated and the lower and upper bounds are again recomputed. The

algorithm is explained in detail in the [8]. The computational savings with the modified sphere

decoder is a lot as compared to the original sphere decoder. This is discussed in detail with

reference to the simulation results.

4.4. FAST SPHERE DECODER USING AN ADAPTIVE RADIUS

A sphere decoder is proposed in which the initial radius of the sphere is not important.

In the original sphere decoder, whenever a point is found inside the sphere, the radius of

search sphere reduces to the value of the distance of this new point to the received point. In

the proposed method, this radius decreases at a faster rate. The rate of decrease of the radius

is governed by equation (4.8) [10]

d2 = k ∗ d̂2 (4.8)

where d is the new radius and d̂2 is the squared distance of the previous founded point to the

center and the scale parameter k is bounded by 0 ≤ k ≤ 1

The question that arises is the way the scale parameter k has to be chosen. The radius

is inversely proportional to the value of k. The algorithm speeds up as the value of k gets

smaller, but keeping the value too small may cause some problems as the algorithm approaches

the received point. So, the value of k has to be changed adaptively. The possible values for

a sphere in the mth dimension determines the points in the m + 1th dimension, and it is the

number of these possible values, t, that is used for calculating the value of k. In general,

if this number is large, then the number of points inside the radius C will be large and the

coefficient k tends to the lower side. On the other hand, if the sphere decoder has to search

less number of points, then the value of k tends to one. The function that gets these desired

properties is given by [10]

k(t) = exp

[
−(

1

α
t)β

]
(4.9)

where t is the number of points in the nth dimension of lattice and α, β are the parameters

that control this function.

4.5. FAST SPHERE DECODER - CONSTANT SCALING FACTOR

The algorithm of the original sphere decoder is slightly modified to include a scaling

factor less than unity as shown in Figure 4.2. The original sphere decoder changes the radius

of the sphere once the first point inside the sphere is determined. There is a scaling factor

that is associated with the radius that has to be determined. The scaling factor k is fixed at

one for the original sphere decoder, but this radius can be reduced by allowing it to decrease
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Figure 4.2 Flowchart of the sphere decoder with a scaling factor less than unity

at a faster rate. This would have the advantage of reducing the number of computations as

compared to the modified sphere decoder and the fast sphere decoder when the initial radius

of the sphere is kept low. At high initial radius, the modified sphere decoder has the advantage

over other algorithms, since it is not entirely dependent on the initial radius of the sphere.

The savings in computational complexity due to a constantly varying radius using a scaling

factor even slightly lesser than unity is much more than the original sphere decoder. The
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performance of such a system over an adaptively varying radius is slightly inferior in terms of

the Symbol Error Rate, but the computational savings outweighs small changes in SER.

The performance of the fast sphere decoder is checked for different values of the scaling

factor. At very low values of the scaling factor, there is bound to be significant savings in

the computational complexity, but at the cost of high SER. The computational complexity is

directly proportional to the scaling factor, and as k tends to 1, the performance of the fast

sphere decoder approaches that of the original sphere decoder in terms of the symbol error

rate as well as complexity. So, an optimum value of k must be chosen in such a way that there

is not a large compromise with respect to the symbol error rate at a reduced complexity.

The radius can be altered as per the following equation

d2 = k ∗ d̂2 (4.10)

where d is the new radius and d̂2 is the squared distance of the previous founded point to the

center and the scale parameter k is bounded by 0 ≤ k ≤ 1.

As compared to the previous method, k is set a value between 0 and 1. This value is not

determined adaptively, and thus significant savings in computation is achieved. A low value

of k is chosen when the SNR of the system is low, and a high value of k is chosen when the

SNR of the system is high. This is because the received vector is translated to a point in the

lattice which is the transmitted vector at high values of the SNR. A good performance can

be achieved using this sphere decoder if there is an idea of the SNR of the system. Thus,

depending on the SNR, a low or high value of k is set to obtain good performance in terms of

SER and complexity.

4.6. LIST SPHERE DECODER

The list sphere decoder is a generalization of the sphere decoder [11]. The sphere decoder

finds a single vector that sub-optimally solves the Maximum Likelihood detection problem.

In case of a list sphere decoder, it finds the L best solutions depending on the value taken for

the list size. It stores each of these vectors uk, along with their corresponding radius Ck in a

list Lk = uk, Ck for k = 1, · · · , L. The list sphere decoder is obtained by modifying the sphere

decoder algorithm. Each time, it finds a point in the sphere, the list sphere decoder checks to

see if it is better than any of the other arguments in the list, and if so, exchanges them.

The list sphere decoder requires an order of L comparisons. In effect, the selection

sort algorithm is directly dependent on the number of entries in the list. The complexity of

the algorithm increases as the list size increases. The list size is fixed in such a way that

2Mc.M > Ncand ≥ 1, where Mc is the bits per symbol, M is the number of transmit antennas
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and Ncand is the candidate set of all suitable points that maximizes the minimum distance

metric. The sphere decoder algorithm is modified to a list sphere decoder using the following

steps. Every time, the search finds a point inside a sphere of radius r [12],

• the radius does not decrease to correspond to the new radius r

• if the list is not full, this point is updated to the list; or if the list is full, the list is

updated with the new point if the new point has a smaller radius than the largest radius

in the list.

Hence, L contains the maximum likelihood estimate and Ncand−1 neighboring points for

which the minimum metric is satisfied. A large r generally allows for large Ncand, which

amounts to large number of points being evaluated, yielding a reliable list. There is also a

tradeoff between the accuracy and the speed of the sphere decoder. It is computationally

intensive to find Ncand points than to find a single point since the radius does not decrease

adaptively with every point that is found. The number of points Ncand in the list depends on

the initial radius of the sphere. If the initial radius of the sphere is kept very small, no matter

how large Ncand is, it is insufficient to determine such a large number. On the other hand, if

the initial radius of the sphere is very large, it would take a large number of iterations to find

the best suitable Ncand number of points. A large radius would actually search through many

candidate points before finding the best Ncand number of points.
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5. SIMULATION RESULTS

The space time block codes are decoded using Maximum Likelihood technique for dif-

ferent set of codes. The original sphere decoder is examined for different values of the radius

to determine the Symbol Error Rate. The number of floating point operations is determined

for each type of space time block code for different values of the radius.

5.1. ALAMOUTI CODE

The simulation is carried out for G2 by keeping the radius as
√

11, and the graph

in Figure 5.1 denotes the Symbol Error Rate for about a million symbols. It can be clearly
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Figure 5.1 SER of Alamouti Code for 2 and 1 receive antennas - k=1,r=
√

11

noticed from the figure that the SER improves with the increase in number of receive antennas.

In both curves, the number of transmit antennas is kept constant, and only the number of

receive antennas is changed. The number of receive antennas is clearly a deciding factor in

determining the performance of the MIMO system.
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It can be seen from Figure 5.2 that as the initial radius of the sphere increases, the SER

improves drastically. At a radius of 1, 7dB of extra SNR is required to achieve the same SER

as obtained with a radius of
√

11. As the scaling factor is reduced from 1 for a radius of
√

11,

the performance of the sphere decoder degrades as can be noticed from the curves for a scaling

factor of 0.3 and 0.5 respectively. It can also be observed that for a radius of 10, there is no

significant improvement in SER as what is obtained for a radius of
√

11. This is because, a

radius of
√

11 encompasses all the points in the lattice, and so an increase in radius does not

increase the number of lattice points examined. The complexity analysis for these curves can
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Figure 5.2 SER of Alamouti Code

be examined in Figure 5.3. It can be observed that ML decoding has the highest complexity.

The number of FLOPS per symbol is significantly higher than that of the other techniques.

The computational complexity of the original sphere decoder can be significantly reduced

by reducing the scaling factor to 0.5 and 0.3. The modified sphere decoder has the least

complexity compared to the other decoding techniques for a given radius. The computational

complexity of the fast sphere decoder lies between that of the original sphere decoder and

the modified sphere decoder. Thus, Alamouti code has an SER that improves with increasing
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Figure 5.3 Complexity of Alamouti Code

radius. This improvement cannot be noticed when the radius increases beyond
√

11 as all the

lattice points are covered for this radius.

5.2. G3 STBC

In case of G3, there are three transmit antennas with a code rate of 1/2. The SER of the

system for G3 improves with increase in radius. At a radius of 1, there is a big degradation

in performance of the sphere decoder as far as the SER is concerned. It can be seen that

from Figure 5.4 that there is a good improvement in performance with increase in radius. At

a radius of
√

11, it can be noticed that the reduction in scaling factor does not impact the

performance much. A radius of
√

11 is not sufficient to examine all the points in the lattice.

So, an increase in radius to a value of 5 gives the sphere decoder the option of exploring

more points in the lattice, and thus arriving at a better decision. There is a limiting value of

radius beyond which there is no significant improvement in SER. Thus, a large radius does

not guarantee a better SER. It can also be seen that for very low values of radius, the SER is

one for values of SNR upto 20dB.

The complexity of G3 is analysed in Figures 5.5 and 5.6. It can be observed that at

very low values of the radius, the number of FLOPS per symbol is very low for the original
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Figure 5.4 SER of G3

sphere decoder. It is only after 20dB that the FLOPS per symbol begins to increase. This

is because at low values of SNR, the sphere decoder declares an erasure as it is not able to

find sufficient points within the lattice. But as the SNR increases, the number of FLOPS per

symbol becomes more consistent. It can also be noticed that with a scaling factor of less than

unity, the number of FLOPS per symbol reduces significantly.

From the figures, it can be observed that increasing the radius to 5 does not increase the

complexity to a large extent. But since the complexity is considered per symbol, small savings

in complexity will result in large savings when transmitting a large quantity of symbols. It

can also be observed that at a radius of
√

11, there is large savings in complexity when the

sphere decoder changes its complexity from 1 to 0.9, but remains almost consistent when the

scaling factor changes from 0.9 to 0.75. This is because the number of points examined does

not change by a large amount when the scaling factor is reduced from 0.9 to 0.75 as compared

to the change from 1 to 0.9.

5.3. G4 STBC

The SER and complexity of G4 are analysed in Figures 5.7 and 5.8, respectively.
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The complexity graph indicates that as the scaling factor is reduced from 0.9 to 0.75,

there is not much difference in the computational complexity. This is because the number of

points examined within the lattice does not change by a large amount.

5.4. H3 STBC

The SER and complexity of H3 are analysed in Figures 5.9 and 5.10, respectively. As in

the previous cases, it can be seen that at low values of radius, the SER suffers a degradation in

performance. As the radius is increased the SER improves, but it should be noticed that the

waterfall curve is not as prominent as the other STBC SER curves. The SER for H3 has more

of linear variations when decoded using sphere decoding. But, the ML curve still exhibits a

good fall at higher values of SNR.
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Figure 5.9 SER of H3

From the complexity curve, it can be observed that for a radius of
√

11, a scaling factor

of 0.75 has lesser FLOPS per symbol compared to that of the original sphere decoder. It can

also be seen that the modified sphere decoder has the least complexity but achieving the same

performance as that of the original sphere decoder.
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Figure 5.10 Complexity of H3

The linearity of the SER curve suggests that the sphere decoder fails to decode the

symbols correctly at high values of SNR. In general practice, the SER of the system falls at

a very high rate as the SNR of the system is increased. This could be due to the complex

orientation of the lattice.

5.5. H4 STBC

The SER and complexity of H4 are analysed in Figures 5.11 and 5.12, respectively. From

the SER figure, it can be easily observed that reduction of scaling factor facilitates a reduction

in complexity. For a radius of 10, it can be seen that the SER is influenced only by the scaling

factor. At a radius of
√

11, it can be observed that the SER is high at low values of SNR,

but at large values of SNR, it overtakes the performance when k is 0.1 and radius is 10. So,

scaling factor is a critical factor when the radius of the sphere is high.

The FLOPS per symbol exhibit significant reduction as the scaling factor is reduced

from 1 to 0.75 at a radius of
√

11. The modified sphere decoder clearly achieves the best

complexity for a given radius. It can also be observed that there is no reduction in FLOPS

per symbol when the scaling factor is reduced from 1 to 0.9.
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The graphs clearly indicate the significant changes in computations for different values

of the scaling factor. It also shows the importance of determining the right value of radius to

achieve a good SER.

5.6. G5 STBC

The SER and complexity of G5 are analysed in Figures 5.13 and 5.14, respectively. The

SER curve clearly shows the difference in SER for different values of radius and scaling factors.

At a radius of 10, different scaling factors give different performance graphs. The FLOPS per
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Figure 5.13 SER of G5

symbol for different conditions is obtained in Figure 5.14. It can be seen that at such a high

value of radius, when the scaling factor is reduced, the computational complexity reduces

considerably. The number of FLOPS per symbol at a scaling factor of 1 for a radius of
√

11

is close to what is obtained when the scaling factor is reduced at considerably large values

of radius. The modified sphere decoder achieves large reduction in number of FLOPS per

symbol. An overall comparison of SER for different STBCs is as shown in Figure 5.15.
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6. CONCLUSION

Space Time Block Codes have emerged as popular means of transmitting information

over MIMO systems achieving the right balance between diversity and spatial multiplexing.

Alamouti code is a well known space time block code that makes use of two transmit antennas.

There are other space time block codes for multiple transmit antennas. These codes do not

have a code rate of unity, but there is the trade-off of good performance due to better diversity

and more antennas at the transmitter and receiver. In this paper, space time block codes for

three, four and five transmit antennas are studied and their performance is compared with

that of the Alamouti code.

In the first section, we examined the Maximum Likelihood (ML) Detector to decode the

different space time block codes. The following result was observed. Increasing(Decreasing)

SNR increased(decreased) the performance of the system in terms of the Symbol Error Rate

(SER). The FLOPS per symbol is independent of the SNR, since increasing or decreasing the

SNR does not change the number of points visited in the constellation. ML decoding is a

brute force algorithm with large overhead in the computational complexity.

In the second section, the sphere decoding algorithm is studied along with its different

variants. The original sphere decoder algorithm proposed by [9] is carried out for the dif-

ferent space time block codes discussed. The SER for all these codes is determined and the

computational complexity of the decoder is significantly less compared to the ML detection.

The modified sphere decoding algorithm [8] is an improvement over the original sphere decod-

ing algorithm with significant savings in computation achieving the same SER. The second

variant of sphere decoding is when the radius of the sphere decreases at a faster rate than

the original sphere decoder. The rate of decrease of the radius is determined by different

values of the scaling factor (in this case 0.9 and 0.75). It is observed that as the scaling factor

decreases, the computational complexity reduces considerably. The SER is not affected at

very large values of the SNR, but at low values of SNR, the decoder suffers a degradation

in SER. Thus, it can be concluded that ML decoding is the optimal decoder for achieving

the best performance in terms of SER, but at high computational complexity. The original

sphere decoder achieves close to ML performance, but a significant reduction in complexity.

The modified sphere decoder achieves the same performance as the original sphere decoder

in terms of SER, but at a much lesser complexity. Employing scaling factors less than unity

achieves a good performance in terms of computational savings, but at a slight degradation

in SER at low values of SNR.
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Future work includes investigating the use of error correction codes to the Space Time

Block Codes to achieve better performance. Channel estimation techniques can be employed

to determine the channel at the receiver. Blind and semi-blind approaches can be used to

estimate the channel and the effect of SER with imperfect channel estimation can be studied.

The sphere decoding algorithms should also be tried for larger constellations for large number

of transmit antennas. Since, in real time scenario, the rate of variation of the channel is too

fast, it should be investigated to see if there is any technique to track the channel variations

per time slot. Further techniques can be explored to achieve a method that combines the

features of ML decoding and sphere decoding.
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