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Abstract—Visual language or visual representation has been 

used in the past few years in order to express the knowledge in 

graphics. One of the important graphical elements is fractal and 

L-Systems is a mathematics-based grammatical model for 

modelling cell development and plant topology. From the plant 

model, L-Systems can be interpreted as music sound and score. 

In this paper, LSound which is a Visual Language Programming 

(VLP) framework has been developed as a tool that can model 

plant to music sound and generate music score and vice versa. 

The objectives of this research have three folds: (i) To expand 

the grammar dictionary of L-Systems music based on visual 

programming, (ii) To design and produce a user-friendly and 

icon-based visual language framework typically for L-Systems 

musical score generation which helps the basic learners in 

musical field and (iii) To generate music score from plant models 

and vice versa using L-Systems method. This research 

undergoes four phases methodology where the plant is first 

modeled, then the music is interpreted, followed by the output 

of music sound through MIDI and a score is generated. 

Technically, LSound was compared to other existing 

applications in the aspects of the capability of modelling the 

plant, rendering the music and generating the sound. LSound is 

a flexible framework in which the plant can be easily altered 

through arrow-based programming and the music score can be 

altered through the music symbols and notes which encourages 

non-experts to work with L-Systems and music. 

 

Index Terms—L-Systems;, Plant Modeling; Music 

Rendering; Score Generation; Visual Language Programming. 

 

I. INTRODUCTION 

 

Visual languages have become popular in the computing 

world with the presence of visual programming and the visual 

user interface. The development of visual languages is to help 

in problem-solving. It is a problem-oriented tool. This is to 

ease the users to understand more on the new knowledge. As 

the time passed by, the VLP has been used in various aspects 

such as in games, education and also in music. According to 

a research, VLPs can be used to make computer science more 

approachable to a wider range of students [1]. Normally, 

visual language is used in a learning process that is to ease the 

students who want to learn a particular subject without having 

any basic [2]. In educational purpose, visual languages are 

used to make a better understanding as compared to 

traditional programming languages [1]. Using graphical 

presentation data, many problems can be easily solved. It can 

also be a tool for better communication because of the usage 

of visual instead of text. Most of the times, using graphics can 

help people to understand more about the new knowledge that 

they learn. 

Astrid Lindenmayer (1968 – 1989) is a theoretical biologist 

that introduced l-system model to describe the growth pattern 

of fractals including the branch for structuring the plants. In 

L-system, there is a set of symbols (sequence of strings) that 

has its own application of certain rules. It consists of the 

axiom (the starting point), alphabets and a set of production 

(rules). More other symbols or strings can be produced when 

the rules are mutated [3]. By using the L-system, it can 

produce infinite numbers of strings that with its own rules. 

Grammar can be generated by the L-system without variance 

between the terminal and nonterminal symbols [4]. 

Grammars can be a music analysis tool and as a composition, 

tool to find the right grammar with modelling a piece and 

generated by following the grammar [5].  

Music is one of the languages to connect people. Music can 

be used to communicate on things that cannot be conveyed 

by using a normal language. Art of ordering tones or sounds 

in succession and in combination which to produce a 

composition with unity and continuity music is defined as a 

part of the science [6]. Music has been important nowadays 

which encourage all the music industries to produce more 

music by using the technologies. There are many 

technologies that have been used by the music industries such 

as recording, sound production, audio quality and much more. 

The music score is a prior knowledge for the basic learner 

who learns music. It is a part of music theory that is learnt by 

the learners. A music score consists of music notation, pitch, 

beat (octaves) and much more.  

A musical score or a musical composition is a written form 

with scores as major importance in compositional processes 

in computer-aided frameworks and parts of variance 

instruments appear on separate staves on large pages [3]. 

Nevertheless, the score is also important in music. Thus, a 

combination of technology with the music helps in 

developing better music in the future. L-System is an 

effective language but could not be fully utilized by the non-

experts. The latest technology is mainly for advanced 

development of fractals and is not based on Visual Language 

Programming (VPL).  

A reproduction of L-System based application to convert 

plants to music sound and generate the music scores would 

be an interesting research. So, the main objective here is to 

investigate on the L-System model, identify which grammar 

is more viable for non-experts to utilize it to be able to 

perform plant modelling, music rendering and score 

generating. 

 

II. LITERATURE REVIEW 

 

L-Systems have been used intensively in modelling of 

fractals, plants, trees, rendering music, chord spaces and 

generating music score. There are many types of L-Systems 

namely DOL, turtle interpretation of strings [7], branching 

structures, bracketed OL, stochastic, context-free, context-
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sensitive and parametric [8]. Through the evolutionary 

algorithms, genetic operators are incorporated into L-

Systems to increase the variability in the musical 

interpretation [9]. Besides, a rule-based L-Systems model 

could reach the optimal value when the algorithms are all 

applied concurrently [10]. In terms of plant modelling, the 

developmental of the tree models have been combined with 

dynamic and evolving conditions such as turbulent [11]. The 

simulated tree is then able to interact with the environment 

and biologically transformed to create visually convincing 

ecosystems [12]. Besides, Derzaph and Hamilton [13] also 

proposed to let the branches of the virtual plants to be 

responsive to wind, growth and motion where the leaves 

could bend, twist and vibrates themselves through nested L-

Systems. In terms of music rendering, one of the greatest 

challenges faced is in producing words of fixed length. By 

using Finite L-Systems, it is found to be a promising 

technique in creating word of infinite length with controllable 

complexity [14]. However, unsupervised algorithms may be 

considered as undesired. Kaliakatsos-Papakostas et al. [15] 

proposed to produce rhythmic sequences with fitness 

characteristics to diversity the output. Lim and Talib [16] 

have also proposed to hybrid the context-sensitive and 

stochastic L-Systems to produce harmonious musical sound. 

Through the laws of probability, a series of automated music 

could be generated in a more unpredictable manner [17]. 

In terms of score generation, there are many types of 

research where L-Systems are interpreted through the plant 

model. To generate both melody and rhythm in melodic 

sequences, Holder et al. [18] proposed to add coefficient 

weights to notes, intervals, articulations, key signatures, 

dynamics and note durations. Kathiresan also proposed to 

hybrid the Hidden Markov Model (HMM) with Categorical 

Distributions (CD) [19]. Furthermore, Rubin and Agrawala 

[20] proposed to add emotion to music score relevantly to 

improve its expressiveness. However, there is not a single 

attempt to interpret the plant through the music score. In a 

case study of performing pattern formation using Neyname’s 

words to produce a Persian poem from Rumi, L-Systems gave 

a realistic orthography result [21]. Other than these, L-

Systems are also used as a precise parametric tool to model 

the forest with various weather conditions [22]. As the 

structure of L-Systems language is in a complicated form, it 

is hard to deal when the user has no prior knowledge in this 

domain. Therefore, VPL is introduced to L-Systems in many 

types of research with regards to plant modelling, music 

rendering and score generation. 

 

III. METHODOLOGY 

 

Figure 1 shows the workflow of the LSound application 

that intends to facilitate the processes to execute the 

application in more easily and systematically manner for the 

user. 

  

 
 

Figure 1: Workflow of LSound application 

In the first phase, the information is extracted from the user 

input for describing the properties of the plant such as branch 

sizes and angle. The information is the data sources in which 

the text is generated from the user’s drag and drop’s actions.  

In the second phase, the data is extracted into text annotation 

before applying it for the interpretation of the plant model. 

The text annotated is classified into axiom and alphabet 

which then undergone the context-sensitive and stochastic 

processes. Through the random mutation of the alphabets, 

production rules are generated. In the third phase, as the 

appropriate action that has been assigned to each terminal in 

the alphabet based on the properties of the plant, a plant is 

modelled using the information interpreted by the production 

rules. From the plant model, the music sound is rendered 

through MIDI and finally, the music score is generated. If 

there are changes to the music icons themselves, the graphical 

interpretation of a string is extracted from musical score to re-

modal the plant. The extraction uses the mathematical model 

of L-Systems in processing the new structures of the virtual 

plant. 

 

IV. DEVELOPMENT OF SOUND 

 

In this research, the visual language framework is used in 

music symbols or notes and the arrows are to improve the 

user-friendliness. The user can use the application easily by 

selecting the different icons or symbols and they are able to 

generate the music score with different instrument choices. 

The user could reconstruct the icons that have been put 

together to experiment the sounds that have been generated 

from the music score or from the plant model and make more 

style or pattern of the plant with more choices of audio. With 

that, the user is able to learn that easily because they can see 

and hear the music generate with that particular symbols. 

More options are provided for users such as the tempo could 

change as needed and also different musical instruments such 

as piano, violin and guitar can be selected. The development 

modules of LSound are depicted in Figure 3. The modules 

consist of virtual plant modeling, music rendering and score 

generation respectively. 

  

 
 

Figure 3: LSound development framework 

 

The usage of the visual language framework is to meet the 

needs of the user who does not have prior knowledge in music 

and L-system. For the user who does not have prior 

knowledge in programming is also able to use this application 

because it uses visual language framework. This framework 

encourages and eases the non-researcher to generate a 

musical score, sound and model the plant based on the L-

system concepts as shown in Figure 4. 
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Figure 4: Interface of LSound 

 

The plant model would be visualized by the set of grammar 

models that are represented by the up, down, left and right 

arrows. Starting from the axiom which is at the root of the 

plant begins, the user can easily use the arrow to make the 

pattern (branching) of the plant and the visualization of the 

plant is visible to the user at the left of the production part. 

The converted rules are produced through the icons where 

mutations can be applied in an uncountable time. Once the 

‘Interpret’ button in the main interface is clicked on, a new 

set of grammars is produced at the production string. The 

angle and the sizes of the right and left branches (small, 

medium, large) can be determined. Figure 5 shows the 

simplified VLP based on icons in LSound. 

 

 
 

Figure 5: Icon-based simplified VLP of LSound 

 
The plant model could be viewed in the Xy, Zx and Yz 

perspectives when the button ‘Make’ is clicked on. The 

virtual plant model appeared as shown in Figure 6. 

From the plant model, the music is rendered through MIDI. 

The audio part for rendering is visible to make the user do 

changes easily as how they want it. Figure 7 shows that the 

audio could be rendered as a different instrument which 

allows the user to use various types of music to generate the 

music scores. LSound has three major types of instruments 

that are piano, guitar and violin. The user can also change the 

tempo for the audio and adjusts the volume easily with the 

‘stop’, ‘play’ and ‘pause’ buttons. 

 

 
 

Figure 6: Virtual plant for LSound 

 

 
 

Figure 7: Audio for LSound 

 
Figure 8 shows the score generation module that has 

universal music notes and symbols where the user can just 

drag and drop the symbol to the music sheet and can re-model 

the plant by clicking ‘interpret’ button. The plant model 

would change according to the music score and user can play 

the audio and edit the audio before rendering it as the final 

output.  
 

 
 

Figure 8. Score generation for LSound 
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Table 1 
L-System Based Application 

 

Application Visual 

 
 

 

TreeSketch 

 
 
 

 

L-Studio 

 
 
 

 

L-Py 

 
 
 

 

L-Score 

 
 
 

 

LMuse 

 
 
 

 

OpenAlea 

 
 
 

 

OpenMusic 

 
 
 

VLMR 

 
 
 

 

LSound 

 
  

The result consists of various grammatical dictionaries 

with a user-friendly and icon-based visual language 

framework typically for L-Systems musical score generation 

which helps the basic learners in the musical field. The 

mutation of the virtual plant is done through the stochastic L-

Systems. 

 

V. TECHNICAL EVALUATION 

 
For the preliminary evaluation, there was no involvement 

on the user comments. From the technical perspective, the 

comparison is done between various applications as shown in 

Table 1. 

L-System based applications namely TreeSketch, L-

Studio, L-Py, LScore, LMUSe, OpenAlea, OpenMusic, 

VLMR and the proposed LSound are technically analysed 

and compared (See Table 1). On one hand, the tree is 

modelled at real-time while the motion of the brush is 

determining its forms by using TreeSketch. Besides, L-Py’s 

architecture is solely for plant modelling with various 

optimization tools to alter its parameters. Furthermore, L-

Studio allows the generated plant model to undergo changes 

of surfaces, contours, animations and others. However, 

TreeSketch, L-Py and L-Studio neither render music nor 

generate a musical score by utilizing VLP.  

On the other hand, LScore could only render music sound 

through MIDI files from L-Systems’ descriptions. 

Furthermore, LScore concentrates only on Deterministic 

Context-Sensitive and Stochastic Parametric. With LMUSe, 

2D and 3D plants could be drawn with x-, y- and z-axes. 

Besides, music is only rendered, provided a set of complete 

L-System grammar is inputted. However, LMUSe is rather a 

complicated program where it is not based on VLP and no 

music score could be generated. With OpenAlea, the plant 

could be viewed in 3D and is generated through iPython 

Shell. OpenAlea also provides a GUI named VisuAlea. 

VisuAlea is a visual and an interactive modeling environment 

typically for advance Functional-Structural Plant Model 

(FSPM). OpenMusic is a VLP-based program that could 

render musical sound and generate a score. However, 

OpenMusic does not have an interface to portray the plant 

model even though it is based on L-System tree generation to 

render music using Lisp. VLMR could generate plant models 

and music sound but not the music score when icons are 

connected and assembled to represent its L-System 

grammars. Therefore, in the context of L-Systems, there is a 

clear necessity to propose an application where it can model 

plant, rendering music, generate a musical score and it is 

based on VLP. On top of these, none of the applications 

mentioned could model plant and generate score vice versa 

when the L-Systems grammar is altered through VLP. 

 
Table 2 

Comparison Between Different Existing Applications with Regards to L-
System  

 
Application Virtual 

Plant 
Modelling 

Music 

Sound 
Rendering 

Visual 

Language 
Programming 

(VLP) 

Music 

Score 
Generation 

TreeSketch Yes No No No 

L-Py Yes No No No 
L-Studio Yes No No No 

LScore No Yes No No 

LMUSe Yes Yes No No 
OpenAlea Yes No Yes No 

OpenMusic No Yes Yes Yes 

VLMR Yes Yes Yes No 
LSound Yes Yes Yes Yes 
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VI. CONCLUSION 

 

The main purpose of this research is to design and produce 

a user-friendly and icon-based visual language framework 

typically for L-Systems musical score generation which helps 

the basic learners in the musical field. This framework can be 

fully utilized by the non-experts, non-programmers and also 

non-researchers of this L-system music score generator for 

the producing of music sounds. It is very convenient and has 

an understandable graphics and visual aid that can help in 

generating a musical score. This research is about expanding 

the dictionary to as wide as possible compared through 

mutation of rules to writing the textual programs in order to 

ease the users to use this framework. Based on the technical 

evaluation of the other existing applications, this framework 

has been successfully deployed using VLP that can model 

plant, render music and generate a score. Besides, the user 

can conveniently change the score or plants vice versa to 

generate a new piece of music. This framework is able to 

encourage individuals who do not have prior knowledge in 

music and L-system but would like to learn about the musical 

notes, to apply the visual language tools in generating musical 

score and understanding L-Systems. 
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