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ABSTRACT 

 

The performance of wireless networks is dependent on a number of factors 

including the available energy, energy-efficiency, data processing delay, transmission 

delay, routing decisions, security overhead, etc. Traditionally, due to limited resources, 

nodes were tasked with only collecting measurements and sending them to a base station 

or central unit for processing. With increased capabilities of microprocessors the data 

processing is pushed more toward network and its more capable nodes. This thesis 

focuses to virtualize the processing resources of the entire network and dynamically 

distribute processing steps along the routing path while optimizing performance. 

Additionally, a new multi-key encryption (MKE) scheme is proposed to optimize 

efficiency while enhancing security. The main benefit of the MKE scheme is the 

improved resilience of the advanced encryption standard (AES) against correlation power 

analysis (CPA) attack by breaking the correlation between power consumption and the 

used secret key. The MKE security scheme is analyzed with network implementation and 

studied for its effects on network parameters such as network connectivity, resilience 

against node capture and energy efficiency of the scheme. Moreover, a new analysis 

methodology is proposed to quantify a resilience of a network against node capture such 

that the strength of the underlying security mechanisms is taken into account. 

Furthermore, the tradeoff between security and network performance is addressed by the 

proposed task-scheduling scheme. Also, the proposed methodology does not make 

assumption of homogenous network that is often used in literature to simplify analysis 

and scheme design. In contrast, the proposed formulation is generic, thus allowing 

heterogeneous nodes to be used while guaranteeing network performance. Consequently, 

the proposed scheme creates a wireless “computing cloud” where the processing tasks are 

dynamically assigned to the nodes using the Dynamic Programming (DP) methodology. 

The processing and transmission decisions are analytically derived from network models 

in order to optimize the utilization of network resources including: available energy, 

processing capacity, security overhead, bandwidth etc. As a result, the online 

optimization of network resources is achieved.  
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1. INTRODUCTION 

 

Objective 

The main goal of this work is to improve the performance of wireless networks 

and applications, which are dependent on several factors including energy available at the 

nodes, channel capacity, security requirements, processing capacity at the devices, etc. 

The proposed scheme is designed to address these constraints while maximizing network 

performance in terms of energy efficiency, network lifetime [1], security of a data 

transfer, reduced network bottlenecks [2], etc.  

Advantages 

The proposed approach introduces new modeling and analysis methodologies to 

improve understanding of the network performance and its constraints. The proposed 

scheme for distributed processing is generic and designs to be an online solution. This 

initial work simplifies certain aspects of network control, specifically the routing is 

assumed to be formed before the task scheduling begins. However, the generic 

framework can easily be extended, in the future, to address other network dynamics and 

encompass complexity of networked application. 

Motivation 

 The motivation behind this work is of two-fold: 

• Energy efficient transmission and processing of data in the wireless network 

• Improvement of the network security with emphasis on correlation power analysis 

(CPA) attacks 

Multi-hop wireless networks relay data through intermediate nodes. The route 

through such a network is often constructed dynamically. Traditionally, wireless 

networks only store and forward the data to the destination while letting the application 

layer process the data at either source or destination. However, such an approach leads to 

high processing overhead at the end-nodes while the intermediate ones sit idle thus 

leading to unbalanced resource utilization, battery depletion, increased delay, etc. 

Consequently, many wireless and mobile applications would benefit from dynamic 

scheduling of data processing tasks while they are in transit. For example, instead of 

waiting until destination node to analyze the data, the processing can be distributed along
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the route thus delivering the digested information to the destination. Such information 

can be used immediately without waiting for processing to end. 

Moreover, wireless networks employed in a wide range of military and civilian 

applications including battlefield surveillance border and fire monitoring, traffic control, 

healthcare, voice communication, and body sensor networks. The requirements and 

constrains vary significantly among such applications. For example, a time-critical 

application favors a low end-to-end delay. In contrast, better energy utilization is 

preferred in case of battery operated, long-term monitoring application. Consequently, it 

is desired that communication protocols are aware of application demands and adopt 

themselves according to user requirements, which in turn depends on application needs. 

Overall, the proposed scheduling of a distributed processing is applicable to any of the 

wireless communication systems including wireless ad hoc, sensor and mesh network. 

Some applications, for example surveillance or military ad hoc networks, require 

increased security services. However, due to remote deployment the wireless devices are 

often susceptible to capture by an intruder. The attacker will attempt to acquire secret 

information, for example secret keys used for data encryption. A correlation power 

analysis (CPA) is a very “attractive” type of attack since the attacker does not have to 

tamper with the device itself thus avoiding detection. The CPA attack passively monitors 

energy consumption in order to discover secret key employed by the node to encrypt 

data. The existing approaches to thwarting CPA attack, for instance heterogeneous S-

Boxes which is discussed in Paper 2, focus on security alone while ignoring energy costs 

of the proposed solution. In contrast, the proposed MKE scheme addresses both security 

and energy-efficiency challenges of AES encryption in wireless networks. 

Moreover, the impact of the security mechanisms on the overall network 

performance and resilience is often not adequately analyzed in the existing literature. In 

contrast, the presented work introduces a new methodology for analyzing the network 

connectivity and resilience when a specific security mechanism is employed. 

Additionally, the impact of the energy-efficiency of the encryption architecture on the 

distributed processing scheme is studied. 

Furthermore, the required security level increases over time with the 

computational power available to attackers. The ever-improving processor’s speed and 
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capabilities that are available to the attacker force the application and network designers 

to increase the size of encryption key as the obvious remedy. As a result, the cost and 

energy consumption of the networked devices increases. Consequently, a simple increase 

of key size may not be sufficient to handle the tradeoff between the security, energy 

efficiency, and cost. 

Approach 

The proposed approach aims to schedule the processing of tasks among the nodes 

in the route to optimize the user defined metric, for example energy efficiency, delay etc. 

Easy adaptation of solution to application requirements by adjusting cost gains/metric. 

The proposed scheme improves the performance of the network by distributing the data-

processing load within the network similar to cloud computing methodology. Cloud 

computing cost-analysis is utilization-oriented, and changes constantly to cope with 

changing requirements of users. This methodology when applied online to wireless 

networks will handle the distribution of tasks by the network nodes and thereby reduce 

the transmission costs and processing oriented delay costs. For example, a node can take 

a decision to process the data entirely by itself or partially process it and transfer it to the 

next available neighbor for further processing. 

The proposed performance improvement approach employs a dynamic 

programming (DP) [3] methodology to analyze the tradeoffs with respect to application 

requirements including delay [4], security overhead, energy consumption [5], and nodes’ 

capabilities. The derived communication protocol guarantees high performance in terms 

of the user requirements. 

The proposed dynamic programming solution controls the energy consumption 

[6], the delay associated for processing a task by adjusting or managing the way the task 

is processed in the network. The proposed scheme based on DP model also examines 

how security overhead which acts as a burden (i.e., due to security architecture 

implementation) can be used along to improve the performance of the network in terms 

of energy efficiency, reducing end to end delay [7] etc. Hence, performance improvement 

scheme based on DP model could be employed in a wireless network to improve 

performance of wireless networks. 



4 
 

However, when a strong encryption mechanism is employed it increases energy 

consumption. As a result, the performance of the proposed task scheduling scheme will 

be reduced when an energy inefficient security mechanism is employed. In order to 

minimize the negative effect of such strong encryption mechanism the proposed DP 

approach uses multi-key encryption (MKE) [8] scheme to encrypt the data packets. The 

proposed novel MKE scheme thwarts correlation power analysis (CPA) attacks [9] [10] 

on advanced encryption standard (AES) algorithm while reducing energy overhead of the 

encryption mechanism. Consequently, the performance of the proposed DP-based 

network scheme is optimized while reducing energy expenditure and increasing security 

for data in the network.  

For example, sensors communicate to exchange data using shared common keys 

to encrypt the transmitted data and it is made possible through cryptographic keys as well 

as key management protocols [12][13][14] to dictate the security infrastructure for sensor 

networks. Existing key management schemes have drawbacks with respect to at least one 

of network constraints including vulnerability of sensor nodes to attacks, resources of 

computation, communication, storage and power supply. Hence, it is important to 

maintain a good balance between the security and performance under constraints 

depending on application requirements. 

The proposed scheme is evaluated in realistic networked scenarios. The metrics 

include the energy efficiency, network connectivity, and network resilience [16] [17] 

against node capture. The analysis results of the proposed scheme are generic thus can be 

applied in various communication networks with AES as encryption algorithm, to 

improve security against CPA attacks. 

Finally, this combined methodology is analyzed how the focus on single metric 

would affect network in terms of other network factors. For example, focus on equal 

energy consumption distribution will affect delay associated with processing of a task and 

vice versa. The scheme is also analyzed in terms of various routing patterns in the case of 

heterogeneous nodes and in the case of mobile nodes in the network. 
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Contributions 

Paper І: 

• Proposed  a communication model to evaluate the tradeoff between the execution 

of data processing tasks and delegating the execution to the neighbor nodes  

• Developed a DP-based solution to evaluate tradeoff between user defined metrics 

to formulate appropriate decision 

• Mathematical analysis of the scheme that provides guarantee of the performance 

for a generic wireless network, and can be applied to WSNs, wireless ad hoc 

networks, etc. 

Paper ІІ: 

• Developed a novel, multi-key AES-based engine and protocol for wireless 

networks that thwarts the CPA attack while reducing energy consumption, 

• Theoretical and simulation analysis of the proposed encryption scheme in terms 

of resilience to CPA and brute force attack that provides performance guarantee, 

• Proposes a new methodology for analyzing a network resilience that consider the 

strength of underlying security mechanism 

Future work 

The proposed DP solution has to evaluate the effects of scheduling of tasks on 

available routes at a given point in the network. The effect of routing decisions on various 

performance-centric metrics has to be studied. The proposed DP-based solution uses 

Riccati equations that assume a simplified, linear system. Hence, an integrated and 

optimal control law for the task scheduling scheme has to be designed such that a 

complexity and nonlinear dynamics of wireless networks are addressed. The existing 

MKE protocol has to be extended to include a key management scheme for wireless 

networks for practical implementations since the existing schemes might incur high costs 

in terms of memory usage or key setup overhead.  
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PAPER 

I. A DYNAMIC PROGRAMMING APPROACH: IMPROVING 

PERFORMANCE OF THE WIRELESS NETWORKS 
 

Sandeep Kolli and Maciej Zawodniok 

Department of Electrical and Computer Engineering 

Missouri University of Science and Technology, Rolla, MO-65409 

skkw8@mst.edu and maciej_zawodniok@ieee.org 

 

 

ABSTRACT— Traditional wireless networks focus on transparent data transmission 

where data are processed at either source or destination nodes. In contrast, the proposed 

approach aims at distributing the data processing among the nodes in the network thus 

providing higher processing capability than a single device. Moreover, energy 

consumption is balanced in the proposed scheme since the energy intensive processing 

will be distributed among the nodes. The performance of a wireless network is dependent 

on number of factors including an available energy, energy-efficiency, data processing 

delay, transmission delay, routing decisions, security architecture etc. Typical existing 

distributed processing schemes have a fixed node or node type assigned to the processing 

at the design phase, for example a cluster head in wireless sensor networks aggregating 

the data. In contrast, the proposed approach aims to virtualize the processing, energy, and 

communication resources of the entire heterogeneous network and dynamically distribute 

processing steps along the communication path while optimizing performance.  

Moreover, the security of the communication is considered as important factor in 

decision to either process or forward the data. Overall, the proposed scheme creates a 

wireless “computing cloud” where the processing tasks are dynamically assigned to the 

nodes using the Dynamic Programming (DP) methodology. The processing and 

transmission decisions are analytically derived from network models in order to optimize 

the utilization of the network resources including: available energy, processing capacity, 

security overhead, bandwidth etc. The proposed DP-based scheme is mathematically 
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derived thus guaranteeing performance. Moreover, the scheme is verified through 

network simulations. 

Keywords— Wireless sensor networks (WSN), Dynamic Programming (DP), Load 

Balancing, cloud computing 
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1. INTRODUCTION 

 

The wireless networks have many military and civilian applications including 

battlefield surveillance, border and fire monitoring, traffic control, and healthcare and 

body sensor networks. Designing a durable sensor network has always been a challenge 

due to limited energy available at battery-operated devices. Moreover, in sensor networks 

a typical application has to extract information from the raw data. Typically, the 

information extraction is tasked to the sink node in order to conserve energy of sensors. 

However, the sensor devices are equipped with ever more capable processors. 

Additionally, the amount of extracted information is typically much smaller than the 

amount of raw sensor data. The energy consumption and the communication delay are 

proportional to the amount of transmitted data. Hence, the network-wide energy 

consumption and end-to-end delay can potentially be reduced when the data are 

processed early at the routing path. The proposed cross-layer optimization will 

dynamically optimize the performance of the networks in different areas: network routing 

[2], avoiding energy holes [3], prolong network lifetime [4] and others. 

A number of related algorithms have been proposed for different application 

environments. In hierarchical-based algorithms [5][6], nodes are partitioned into different 

levels such that sensing data is transferred from lower to higher, up to the users. In 

wireless sensor networks, applications will have different requirements for data collection 

and dissemination process. For example, a network metric can be short packet delay for 

time-critical applications. In contrast, better energy utilization is preferred in case of 

battery operated, long-term monitoring application. Hence, it is essential that 

communication protocols are aware of application demands and adopt themselves 

according to application-requirements. The aim of the proposed model is integration of 

application requirements in terms of delay associated, security overhead, energy 

consumption and nodes’ capabilities and design a communication protocol for better 

functioning of the network in terms of user requirements. 

The proposed scheme improves the performance of the network by distributing 

the load within the network similar to cloud computing methodology. Cloud computing 

cost-analysis is utilization-oriented and adapts to changing application demand, topology, 



9 
 

and resource availability. In a traditional computing cloud, multiple applications are 

hosted on common set of servers, which allows consolidation of application workloads 

on smaller number of servers for better utilization. The clouds virtualize resources for 

example using virtual machines (VM) in order to efficiently distribute and quickly 

process multiple user requests. For example, a user starts a processing-intensive image 

manipulation application. Instead of spending hours on a local desktop or transferring to a 

specific super-computer, the application is inserted into a VM and sent to the cloud to be 

executed. The user’s VM is dynamically assigned and if necessary distributed on physical 

machines inside the cluster without the user intervention or awareness. The computing 

cloud is capable of efficient load balancing and optimization of delay and energy-

efficiency beyond what a manual operation would accomplish. 

A task scheduling problem in the case of cloud computing deals with to meet 

user’s job QoS requirements and use cloud resources effectively in an economic manner. 

However, nodes in a decentralized wireless networks have to collaborate among 

themselves to broadcast requests and route data. For example, typical battery-operated 

sensor nodes have limited energy supply that limits their lifetime. Hence, such a network 

has to optimize available resource in order to increase its lifetime, energy-efficiency, 

response time, etc. The proposed approach employs the concept of virtualization of 

resources and virtual machines (VMs) to manage the processing task. However, in 

contrast to traditional, wired computing clouds the wireless variant requires consideration 

also for communication costs and overhead. The mobile VM calculates the percentage of 

task to be completed at a particular node based on the resources available in the network. 

This methodology applied to sensor networks manages the distribution of tasks among 

the mobile nodes while reducing the transmission and processing oriented costs including 

energy and delay metrics. For example, a node can make a decision to either  

• Execute entire set of tasks by itself and relay the final result (typically smaller 

than the input data set),  

• Perform some tasks and transfer partial results to the next available neighbor for 

further processing, or  

• Only transfer the data (and tasks) to the next node. 
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The proposed scheme also examines how a security overhead impacts the 

performance of the network in terms of energy efficiency, end-to-end delay, task 

distribution, network lifetime, etc. In order to minimize the security overhead an MKE 

[1] scheme is adopted for security. The MKE thwarts CPA attacks in wireless networks 

while reducing energy consumption. Overall, the proposed scheme aims to improve the 

performance of wireless network considering various metrics that impact the 

performance. 

The proposed scheme is studied with respect to various cost optimization metrics 

using either single or multiple metrics. For example, focus on equal energy consumption 

distribution will affect delay associated with processing of a task and vice versa. The 

scheme is also analyzed in terms of various routing patterns of heterogeneous nodes and 

mobile nodes in the network. 

In this paper, a mathematical model based on dynamic programming [7] is used to 

solve the issue of multi-stage decision-making. The decision to perform the task at 

particular stage or node of the network depends on various factors as described. Using 

DP methodology the multi stage decision problem is translated to multiple single stage 

problems that are correlative and solved accordingly. 
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2. BACKGROUND AND RELATED WORK 

 

Optimization of a multi-hop wireless network is most naturally approached using 

dynamic programming (DP) methodology. Many researchers used the DP methodology 

in networks to solve various problems including finding optimal routing strategies, 

minimal energy consumption, optimal strategy in data aggregation, hierarchical routing 

issues, etc. W. G. Yang [8] proposes a DP based strategy where a minimal hop number 

with minimal energy consumption routing algorithm. However, designing a minimal 

energy consumption routing hasn’t been considered. A. Ciancio and A. Ortega [9] 

considers optimal strategy sequence of data aggregation using DP principle to get a 

balance between energy consumption and data distortion. Using DP principle hierarchical 

routing is addressed in [10][11].  

A dynamic programming optimization method was used in [12] to obtain an 

optimal scheduling policy that explores the channel dynamics to obtain a reasonable 

tradeoff between the communication throughput and packet transmission delay. A 

general DP framework was presented in [13] to obtain the optimal power and rate control 

policies that satisfy deadline-based QoS constraints. The DP approach was used in [14] to 

find a smart policy for energy-efficient tracking in wireless sensor networks. Based on 

DP approach, an algorithm was proposed [15] for a data-collecting sensor network, where 

the energy consumed includes both the transmission energy and energy consumed in the 

electronic circuitry. 

A new metric-based cost function model is proposed to improve the performance 

of the sensor networks using DP principle. The DP solution yields distributed decision 

making at each node that minimizes the total cost function. De Couto et al [16] 

implemented a routing protocol that incorporates a metric called ‘expected transmission 

cost’ which measures expected number of transmissions required to successfully send a 

packet across a link. To optimize end-to-end delay and path capacity Draves et al [17] 

defined a two-term metric called ‘weighted cumulative expected transmission time’. The 

first term accounts for end-to-end delay while the other accounts for interference. 

Iannone et al [18] defined the cost of a link as inverse of its nominal rate, and showed 

that by finding low-cost paths. 
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Dynamic programming technique is used for finding optimal route in wireless 

networks for reducing congestion, improving energy efficiency and for a variety of 

reasons. For example, Zhou [19] used DP methodology to find optimal routes in an 

energy efficient manner. However, the principle is not based on cost function which has 

been used the proposed scheme. It is more focused on considering nodes as states of the 

system, which rather simplifies than holistically solves the network performance 

optimization challenge. Similarly, Lingyang [20] using DP methodology to determine the 

best packet forwarding route that has maximum successful transmission rate subject to 

source-to-destination energy consumption constraint. It focuses only on energy 

consumption constraint but neglects other contributing metrics to improve performance 

of the network. 

Using DP methodology many researchers aimed at finding optimal solutions for 

the network with respect to various metrics, for example length of routing path, security 

overhead, energy consumption, end-to-end delay, and throughput. The schemes improve 

the performance of the network with respect to only individual metrics. However, 

network performance depends on multiple metrics and it is essential to consider a 

combined approach. In this paper, a DP based approach is defined which improves 

performance of network in terms of energy utilization, balanced energy consumption in 

the network, reducing transmission costs and end-to-end delay. Moreover, the proposed 

scheme enables optimization of application-layer processing along the routing path which 

is lacking in existing literature. 

In this paper, a cumulative cost function metric based on DP principle is proposed 

for WSNs. In this model, a communication model for the network is proposed to 

transform WSN structure into standard DP model. The cost function includes three metric 

terms: (a) residual energy available to the nodes, (b) delay, and (c) energy consumed for 

data transmission. Based on the cost function, node at each hop makes a decision on 

which processing tasks should be performed locally such that the user-defined metric is 

optimized. 

The main contributions of this paper are: (1) a cost function for multi-stage 

decision making, (2) mathematical based communication model for WSN and (3) 

analysis of the proposed scheme with respect to each cost metric in theory and using 
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network simulations. The paper is organized as follows: communication model based on 

DP principle is presented in Section III. In Section IV, the cost analysis for 

communication model in presented and sub-optimal law for decision making of amount 

of data processing, security overhead and combination of all the metrics is presented. In 

Section V, the model is analyzed via simulation results with respect to metrics like 

lifetime of the network, cost of data transmission in terms of delay and energy. 
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3. COMMUNICATION MODEL 

 

Typically wireless network follows the communication pattern where source 

nodes relay streams of data to a remote destination node either periodically or based on 

events. For example, a sensor node collects the measurements and transmits them to 

monitoring station where the data are processed. In typical WSN scenario, the nodes have 

fixed tasks to complete on their own with limited collaboration with other nodes in the 

network. The nodes perform the tasks regardless of resource availability at the node and 

its neighbors. This creates a divide within the network with nodes in the activity zone 

performing the tasks and depleting their own resources quickly. This leads to shorter 

lifetime of nodes and reduced sensing capabilities of the entire network. 

In this paper, a communication model is proposed where nodes locally evaluate 

the tradeoff between the execution of data processing tasks and delegating the execution 

to the neighbor nodes. Moreover, the processing steps often reduce the amount of data 

that has to be forwarded to the destination. The scheme makes the decision based on the 

cost function that quantifies the energy resources on the nodes, individual nodes 

performance capabilities, processing delay including a task and cost of transmission of 

data between the nodes for completion of the task. 

Additionally, the proposed scheme does not assume that all nodes are 

homogenous. In realistic scenario, some nodes may have higher processing capabilities 

thus should be preferred when assigning the tasks over other, resource constrained nodes. 

Consequently, the communication model considers following four metrics when 

defining the cost function: 

1) Energy Consumption: In WSN, energy available in the nodes is an important 

parameter in assessing the lifetime of the network. It is essential for better 

performance and to get desired results that all the nodes in the network would 

maintain same energy level. If some of the nodes in the network dissipate their energy 

quickly, then there is more chance of nodes dying earlier, thus rendering the sensor 

network ineffective. This metric will improve the lifetime of the network through 

balancing the energy levels among the nodes. 
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2) Cost of Transmission: This metric would help in assessing the cost associated with 

energy consumption for transmission of data packets and the associated delay, which 

are important metrics in time-critical applications. For example, to complete a task a 

node can either execute the entire task by itself or partially execute it and transfer the 

execution to the neighboring node with the data required to for completing it. In the 

first case, the transmission-energy is minimized since only the required information is 

communicated instead of much larger raw data. Also, the transmission delay is 

minimized since the least data has to be transmitted. In the later case, the task is 

divided among two or more nodes where partially processed data has to be forwarded 

between the nodes thus incurring higher transmission related costs (energy and 

delay). Hence, this cost metric will promote processing of the data early on the 

communication path. 

3) Processing Delay Cost: This metric assesses the cost associated with processing of a 

task on a node in terms of delay time. In a network with nodes having varying 

capabilities some of the nodes can execute a task quicker when compared to other 

nodes. Hence based on user requirements or in time-critical applications 

communication model can be tuned in such a way this cost can be reduced in tradeoff 

with other metrics. 

4) Security Overhead Cost: This metric would help in assessing the cost in terms of 

processing delay that would incur due to encryption and decryption of data at every 

node. This metric also measures the cost which incurs due to change in routing 

patterns due to problems in sharing a common key for communication between 

nodes. It is the cost which is the sum of processing delay and rerouting delays in the 

network. This metric would incur an additional cost in terms of energy consumption 

for encryption and decryption of data. 

Remark: The above classified costs can be merged into one another and can be described 

as few costs governing the performance of the networks. For example, cost of 

transmission can be merged in energy consumption and processing delay costs. The 

above classification is done for better understanding of costs that would affect the 

performance of the networks. However, in simulations these costs are processed 

altogether. 
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The multi-decision metric vector is processed using dynamic programming 

principle in solving multi-stage decision-making. 

Dynamic Programming Model 

With respect to networking the DP model often assumes discrete stages that 

correspond to routing hops, while the decision is selecting an appropriate next hop among 

alternative routing options. In contrast, the proposed dynamic programming solution 

assumes that the route is already established and the decisions are about processing and 

transmission of the data along the path. The DP solution evaluates tradeoff between the 

energy consumption and delay in order to make the decision. Overall, the recursive 

solution to the proposed DP formulation renders a distributed scheduling of processing 

tasks along the established route such that the user-defined cost is optimized. In more 

general formulation, also the routing decision may be included in the DP decision-

making process.  

The proposed DP formulation uses following terms to describe the networking 

scenario: 

5) Stage: The network is divided into a set of stages in the form of hops on the path or 

link indexed by positive integers 

6) State: At each stage k, the state vector consists of two components - position of 

current node and decision vector. The state space is two – dimensional continuous 

space represented with min to max cost values to other stages from the current stage. 

7) Decision: This part of model is critical in defining the decision at stage N based on 

the cost function values from the state space and representing the target position stage 

(N+1). 

The communication model based on DP principle is defined mathematically and 

the cost function is calculated as cumulative costs incurred along the communication 

path. The next stage is selected based on the current state of the network and the decision 

vector, which is expressed as: 

J�x�N + 1)) = f�J�x�N)), u�N), q�N))                                                                           �1) 
where q(N) defines the current state of the network and u(N) defines the decision vector. 
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The u(N) is vector which is a combination of several metrics when described in 

mathematical terms is 

u�N) = {u��k), u��k), u��k), u��k), u��k)}                                                                            �2) 
where u1(k) – energy available on the nodes, u2(k) is the data transmission cost in terms 

of delay and energy spent, u3(k) is alternate routes to the target node, u4(k) is higher 

processing capability nodes, and u5(k) for security overhead. 

1) Feedback mechanism 

Let’s consider a routing path that consists of a set of nodes. When making the 

decision about processor or forwarding, the local node needs to understand the 

capabilities of the remaining nodes in the path. Consequently, feedback information has 

to be relayed in opposite direction to the data flow. 

Fig 1 illustrates the feedback mechanism in the network for communication for 

cost analysis. Nodes in the network communicate the necessary information for decision-

making which is appended to ACK frames without the necessity of additional 

communication procedures. Nodes transfer necessary information that is vital for the cost 

analysis and should describe the cost-to-go terms sufficiently to make the optimal 

decision. 

 

 

 

 

 

Fig 1. Feedback Mechanism of the Network 
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2) Cost optimization 

In this subsection, the general description of the cost minimization is presented. 

First, the cost at the k state is defined as 

J��x�N)) = Q��x�N)) + J����x�N + 1))                                                                            (3) 
where JN(k+1) is the cost–to go for the next state. The DP scheme has to minimize the 

cost thus improving the performance of the network. In order to reduce the cost, it is 

calculated from the last state to initial state as defined below 

������)) = ������))                                                                                                       (4) 
�������� − 1)) = �������� − 1)) + ��∗ ����))  

�������� − 1)) = �������� − 1)) + "���#��))                                                              (5) 
where V(k) is the information passed on to the previous states in the network; nodes in 

this case for cost analysis and appropriate decision making. 

The proposed scheme based on dynamic programming principle improves the 

performance of the network in terms of improving the lifetime of the network, better 

utilization of nodes’ resources and effective execution of the tasks. In contrast to 

traditional network scenario, this scheme improves quality of service in real-time 

application with limited communication overhead. The proposed DP solution 

dynamically assigns tasks in the network such that the cost function is minimized. The 

scheme is recursively applied at every node in the communication path. The minimal cost 

is calculated thus pointing the appropriate decision to either process data locally or 

delegate the processing task to the subsequent nodes. Consequently, the quality metrics in 

terms of delay and energy consumption are optimized since the DP scheme calculates the 

cost in terms of energy consumption for processing and data transmission, execution and 

transmission delay. Based on the cost function, an optimal policy has to be derived 

mathematically for reducing the cost and thereby guaranteeing an improvement of the 

network performance. 
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4. COST ANALYSIS 

 

In this section, the mathematical model is analyzed in order to minimize the 

overall cost function such that performance of the network is improved. The proposed 

approach defines the cost function as 

$�%&) = '{('�%�) + ∑ ('�%�*), +��)}���&                                                                (6) 
where SE() is function which indicates the cost at each stage or node of the network and 

total cost is the sum of costs at target node and cost incurred between the source node and 

communicating node to the destination node.  

The cost function in this model is the combination of individual cost variables 

• Energy Dissipation Cost 

• Cost of Transmission 

• Processing Related Cost 

• Security Overhead Cost 

A. Energy Dissipation Cost 

The energy dissipation cost is associated with the energy consumed by the 

processor to execute a task. In a heterogeneous network, each node will have different 

configurations in terms of resources available and its capabilities. The nodes in the 

network have to decide which processing steps should be executed locally. Moreover, the 

resulting collective decisions have to balance the load and optimize resource utilization. 

If only single node is tasked with all processing steps it will quickly deplete available 

energy (e.g. battery) thus reducing longevity of the network. Also, the nodes that have 

low, available processing capacity should limit the processing assigned to them since 

they will take significantly more time and resources to complete tasks. 

For example, consider three nodes A, B and C in a network path. Data delivered 

to the user at destination node C have to be analyzed and processed. Consequently, each 

node has to decide about how much of the processing should be executed by it. The node 

A has to be processed and processing the data can be done entirely by A or partially 

process it and transfer the rest of the processing to either B or C. If the data is entirely is 
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processed at A then there would be no transmission cost because of no later processing 

involved at B or C. 

If the entire process is done at A then the available energy at node A will be 

significantly lower than at the other nodes. Also, the high processing load will delay the 

execution of a next task scheduled for node A. If the task is appropriately distributed 

among nodes A, B and C then the delay costs will be balanced and uniform consumption 

of energy in the network is ensured. However, there is a cost of transmission of data 

involved but the cost can be optimized based on user’s preferences accordingly. 

 In mathematical terms the dissipation cost would be the difference between the 

actual energy consumption to ideal consumption model where all the nodes dissipates 

energy in equal ratios. 

E �SE �xa)) = Eip�N) – Eideal 

'�('�%4)) = 5'67��) − 89 :;<==>?@
∑ :A?BC>DAEF

G ∗ �H'I)JK                                                          (7) 

where ‘TEP’ is the total energy consumption for execution of entire process and this 

metric defines how to uniformly utilize the nodes’ energy resources all over the network 

and if this metric is higher then there is much difference in nodes energy levels which 

indicates non-uniform utilization of resources in the network. 

B. Cost of Transmission 

This cost is sum of two cost factors which incur during the transmission of data 

packets between the nodes. The energy spent for transmission of packets and the delay in 

sending the packets to the next processing node. 

This metric is essential for uniform utilization of nodes resources in the network. 

It makes the process to be in a distributed way such that there is more chance of nodes 

sharing the burden instead of taxing a single node for entire process. However, there is 

cost associated in the form of transmission of data but it is overhead cost. 

The cost of transmission is given by 

$LM{('�%4, %N)} = CPQRST + CUVWRX                                                                                            (8)            
$YZ4[\ = �IY . H\^ + I_ . H\^)                                                                                               
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$L`a4b = 9L
DG 

where PT is the power used in the transmitter circuitry, PR is the power used in receiver 

circuitry, L is the message length and ‘D’ is the distance between the nodes 

C. Processing Oriented Cost 

This metric expresses the cost associated with performing the task partially or 

completely at specific nodes based on their location or nodes hardware capabilities in 

terms of memory, speed of its processor, etc. Few applications require user requirements 

to fit in for performing specific tasks and may impart certain rules the way the task 

should be performed. 

It requires the process to be completed at specific stages in the link which suits 

the user requirements. If this kind of metric has to be given a priority then it’s a trade off 

to other discussed metrics. 

$7\e%�� + 1)f = �%� − %6g`4a)                                                                                          (9) 
D. Security Overhead Cost 

This metric expresses the cost associated with implementation of security scheme 

in the network. The security scheme implementation results in an energy cost for 

encryption and decryption of the data and delay cost for encrypting and decrypting the 

data. It would also incur an additional delay cost in routing the data packets through a 

longer route in the case there is no direct communication between nodes because of no 

shared common key. 

Chi{SE�xR, xj)} = Eh + �k_mRW
hn_nQkm + ok. p

Uq                                                                                 (10) 
where ES is the energy consumption cost for data decryption and encryption, L 

being the message length transmitted between the nodes, D is the distance between the 

nodes, No_cal is the no. of instructions in the security scheme and Sp_proc is the 

capability of the node and k is the number of hops till the target node in a route. 

E. DP Cost Optimization 

The overall cost function considering the discussed cost metrics is given by 

Hrstu vrws = xy ∗ E + z ∗ C{h + | ∗ $LM + δ ∗ Chi}                                          (11) 
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Hence, the overall cost for the next stage can be calculated by 

$~�e%�� + 1)f = '6�%��)) + $LM�%�N)) + $7\e%��)f + C���x�N))                  (12)    
Theorem 1: 

An optimal control law (21) using DP approach optimizes the energy-efficient 

distribution in the network 

Proof: 

The claim of the theorem is to state that it is necessary to minimize the cost 

associated at every stage in terms of energy consumption and efficient energy distribution 

amongst the network. 

The state equation defined in terms of costs associated is 

�C�N + 1)) =  x'6�N) + $LM��) + $7\�N)}                                                                         (13) 
where Ei is the cost for energy consumed for a task and energy for transmission, CDP is 

the cost for delay in execution as well as delay in transfer of data for the upcoming task 

and CPS is the cost for deviation from effective implementation of the task in terms of 

user preferences. 

Now an optimal control law is derived to optimize the energy consumption at 

every stage. The energy cost is defined as sum of data transmission cost and energy 

consumed for task execution. 

$YeI��*), #6�*)f = �6�*) + #6�*)                                                                                        (14) 
The cost function (13) defines the transmission cost in terms of SNR because of 

power changes with change of modulation rate. Here ui(k) is the burst length, Pi(k) is the 

power required for transmission of burst of data, SNR(r) and SNR(0) are signal-to-noise 

ratios for modulation r and 0 and R(r) is transmission rate for modulation r. 

$YeI��*), #6�*)f = +6�*). ��_eZA��)f
��_�&) . MA��)

_eZA��)f + #6�*)                                          (15) 

where Vi(k) is the energy cost for task execution. Calculation of optimal control law 

using DP will be highly computationally intensive. Instead an approximate quadratic 

function using Ricatti equation model [6] is derived.  
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$YeI��*), #6�*)f = y�. xI��*)}� + |�. x��}�                                                                 (16) 

where y� = ��_eZA��)f
��_�&) . �A��)

_eZA��)f and βk are constants which are used to approximate 

respective cost function in Ricatti equation form. 

Remark: The cost function (14) will yield an optimal control law using DP. However, 

calculation of such law is intensive and sensitive to number of parameters such as ui (k). 

An approximated quadratic function is proposed (16) and αk is selected such that error in 

least-square approximation is minimized [22]. 

The cost function is defined with the summation of both the defined costs and cost 

to go at k+1 state. 

$��e���*)f = y�. xI��*)�} + |�. x���*)}� + $��e���* + 1)f                              (17) 

Applying DP approach we have  

$���e����)f = |�. e����)f�
 

$�������*)) = ����y�. xI��*)�} + |�. x���*)}� + $�����e���* + 1)f�  

$�������*)) = ����y�. xI��*)�} + |�. x���*)}� + $���������*) + I��*))�      (18) 

First, the cost function is expanded for last iteration 

$���������� − 1))
= ����y���. xI��� − 1)�} + |���. x���� − 1)}�
+ $�������� − 1) + I��� − 1))� 

$���������� − 1)) = ���{y���. xI��� − 1)�} + |���. x���� − 1)}� + |�. x���� −
1) + I��� − 1)}�}                                                                                                      (19) 

The minimization of above equation is done by differentiating it with respect to 

Po(N-1) and equating it to zero results in 

I�∗�� − 1) = −���� − 1). �D
��D��D�F)                                                                             �20) 

By substituting (19) in (18) yields  

$�����e���� − 1)f = ����. ����� − 1) 
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where ���� = |��� + �D�F.�D
�D��D�F                                                                             �21) 

Following the above steps the optimal input for k=N-2,N-3,..0 can be calculated. 

The optimal control law for every k is given by 

I�∗�*) = −���*). ���F����F���)                                                                                         �22) 
Hence, the optimal control law can be used for decision making for the amount 

the data processing that can be done at a node. This model can be used for other cost 

factors as well like end-to-end delay, security costs and a control law with all the 

contributing cost can be developed as well. 

In the similar manner as above theorem formulated, the optimal control laws can 

be defined considering individual metrics or a control law considering every metric. 

Corollary 1: Using DP approach the security overhead can be optimized. 

Proof: This corollary deduced based on theorem 1 state that to optimize the security 

overhead and its impact on network performance metrics it is essential to guide the nodes 

in the network to utilize the security features according to the other performance metrics. 

The state equation defined in terms of security costs is 

$��e�6�*), #6�*)f = �6�*) + #6�*)                                                                                       (23) 
 To calculate optimal control law is computationally intensive as in theorem 1, a 

sub-optimal solution based on ricatti equation is provided. 

$��e�6�*), #6�*)f = ��. e�6�*)f� + #6�*)                                                                  (24) 

where ρi is derived from MKE [1] scheme which is defined from 

 
which gives the correlation strength of the key used for encryption based on the power 

consumption P. 

$��e���*)f = ��. x���*)�} + |�. x���*)}� + $��e���* + 1)f                              (25) 

 

ρwH =
E(H (P)W)− E(H (P))E(W)

σ (H (P))σ (W)
=

a n

na2 + 4σ b
2
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Deriving in similar manner to theorem 1 gives control law as 

��∗�� − 1) = −���� − 1). �D
��D��D�F)                                                                                        (26) 

 Finally cost is defined as 

Ck����eYk�N − 1)f = L���. Yk��N − 1)                                                                           (27)  
where ���� = |��� + �D�F.�D

�D��D�F 

Corollary 2: Using DP an optimal control law can be derived for overall cost function. 

Proof: This corollary is derived similar to the theorem 1. However, here all the costs 

involved in measuring the performance of the network are considered. 

To derive the sub-optimal control law based on Ricatti equation with different 

metrics acting as different variables, all the other metric variables has to be transformed 

into some particular common metric. For example, every metric can be converted to a 

common metric, which is dependent on energy consumption. 

The state equation defined for overall cost function is 

CPePk�k), V �k)f = U �k) + V �k) + ρ �k) + S �k)                                                             (28) 
In terms of ricatti equation methodology, 

$��e���*)f = y�. xI��*)�} + |�. x���*)}� + ��. x���*)}� + ¢�. x���*)}�  +
$��e���* + 1)f                                                                                                      (29) 

$��e���*)f = min {y�. xI��*)�} + |�. x���*)}� + ��. x���*)}� + ¢�. x���*)}� +
$��e���* + 1)f}                                                                                                      (30) 

Metric variables- transforming them as single dependent metric variables 

$��e���*)f = min {y�. xI��*)�} + |�. x���*)}� + ��
�� . xI��*)}� + ¥�

�� . x���*)}� +
$��e���* + 1)f}                                                                                                      (31) 

$��e���*)f = min {oy� + ��
��q . xI��*)�} + o|� + ¥�

��q . x���*)}� + $��e���* + 1)f}                       

$�������*)) = ����H1�. xI��*)�} + H2�. x���*)}� + $�����e���* + 1)f�                 (32) 
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Finally the control law is defined as 

Pk∗�N − 1) = −Yk�N − 1). P�¦
�P�¦�P�¦�F)                                                                           (33) 

where T1k=oα¨ + ©ª
«ªq  and T2k=oβ¨ + ª

®ªq 

In this manner sub-optimal control laws is derived. As a result the performance of 

the network approaches the optimality, which is guaranteed analytically. In this paper, the 

cost function for the decision-making is considered as simple combined linear equation of 

all the discussed factors. The decision making is derived based on reducing the effective 

cost for task execution. Consequently, the associated cost is being minimized: 

$~� = min x'6e%�N)f + $LMe%��)f + $7\e%��)f + Chi�x�N))} 
$~� = ∑ min� ¯� x'6e%��)f + $LMe%��)f + $7\e%��) + Chi�x�N))f}                  (34) 

$~� = ∑ x� ¯� mine'67 − E n °Vf + min�CU{ − CU{ °V) + min�C{h − C{h °V) +
min �Chi − Chih °V)}                                                                                                                    (35)                                   
where Eipide , CDPide, CPSide and CSCide are the costs in the case of ideal situations. These 

costs would be related to cost of minimum of utilization of energy for the tasks by a 

particular node, cost of minimal transmissions required and cost of ideal implementation 

of the task in the network. These ideal costs are assumed when a network concentrates 

only on minimization of a particular metric. 

$~�  = ∑ x� ¯� mine'67 − E n± Sf + min oPP�TT³ − TT °V) + Ṕ �TT³ − TT °V) + p
Uq +

min�C{h − C{h °V) + min �'� + ��;µ¶
�7·=B; + o*. ¸

Lq) }                                                      (36) 

$~�  = ∑ α. x� ¯� mine'67 − E n± Sf + β. min oPP�TT³) + Ṕ �TT³) + p
Uq + γ. min�C{h −

C{h °V) + δ. min �Chi − Chi °V) }                                                                              (37) 

where ‘α’, ‘β’, ‘γ’ and ‘¹’ are constants that have to be assigned with appropriate values 

to achieve the desired performance goal based on user’s preferences. 

In the next section, the communication model is evaluated in terms of simulation 

with respect to lifetime of the network, energy spent on transmission, energy distribution 

in the network. 
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5. SIMULATION RESULTS 

 

Simulation has been conducted in Matlab and NS2 to analyze the performance of 

the proposed communication mode in improving the performance of a wireless network. 

Table 1 summarizes the default network configuration, which is used unless otherwise 

specified. 

 

 

Table 1. Parameter Settings of the Network 

No. of nodes in the network 12 

Link capacity 1 Mbps 

Packet size 256 

Attenuation coefficient 3 

Min energy of the node in the network 34J 

Max energy of the node in the network 92J 

 

 

 

Nodes in the network are assumed to have following hardware configuration to 

simulate heterogeneous network with varying processing capabilities. The hardware 

profiles are  

a. ARM based Beagle board [11] – 1200 MIPS, 673 mW at 600 MHz with energy 

consumption of 232nJ/Instruction 

b. Missouri S&T mote – 100 MIPS, 115.5mW at 25MHz with energy consumption 

of 1.15 nJ/Instruction 

c. ATmega 1282 – 242 MIPs, 16.5 mW at 4 MHz with energy consumption of                      

4 nJ/Instruction 

d. ARM Thumb – 480 MIPS, 75mW at 40 MHz with energy consumption of 

2.1nJ/Instruction 

e. Cygnal C8051F300 – 32 KHz with energy consumption of 0.2nJ/Instruction and  

f. IBM 405 LP – 152 MHz with energy consumption of 0.35nJ/Instruction 
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In the simulation, the wireless network with the proposed scheme is compared 

with traditional wireless network configuration. The network model is simulated for the 

proposed and traditional network configurations. The comparison analysis is performed 

in terms of network lifetime, energy distribution in the network over time, delay vs. 

density of the network, energy variation with weight based metric. 

Remark: In the simulation, the entire data processing task is divided into sub 

tasks, which enables the distributed processing of the sub tasks at selected nodes. It is 

assumed that a subtask execution reduces the amount of output data when compared with 

the input data set size since the processing typically extracts essential information from 

the large set of raw data.  

 Fig 2 gives an idea of network topology with nodes placed in the network 

and indicated with the nodes’ transmitting ranges. Nodes communicate among the 

network with the help of neighboring nodes to transmit data packets. 

 

 

 
Fig 2. Example of Network Configuration 

 

 

The nodes evaluate the tradeoff between processing a subtask and simple 

forwarding of unprocessed data. The analysis summarizes the cost incurred for 

completion of the entire task such that the cost function value is optimized. Fig 3 shows 

the total number of transmitted bits in the network for various scenarios.  
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The proposed scheme reduces the total number of bits transmitted among the 

nodes since it schedules the task dynamically to reduce the total cost which includes 

transmission cost that is proportional to amount of transmitted bits. Furthermore, this 

reduces energy consumption for transmission in the network thus increasing the lifetime 

of the network. Additionally, the proposed scheme reduces both: the delay associated 

with transmission and the total execution time of the entire task performed by the 

network. The upper and lower bounds in Fig. 3 illustrate the extreme cases when all 

processing tasks are executed either at the source or destination nodes alone. This 

processing of tasks at either extreme would correspond to a typical ad hoc wireless 

network scenario where the end nodes perform all the data processing and the 

intermediate nodes only forward data. 

Fig. 4 illustrates the total energy consumption for both transmission and 

processing of the tasks. When the proposed DP-based scheme is employed the energy 

consumption costs with respect to data transmission as well as task execution is reduced 

when compared the costs incurred in traditional communication scenario where all data 

processing is performed by the sink node. Such a traditional network can be related to a 

WSN where the base station analyzes the sensor data while the sensors only relay the raw 

sensor data. This energy saving model improves the lifetime of the network and thus 

reducing deployment dollar-costs in terms of battery replacement, size of used batteries 

or solar panels. 

Fig 5 illustrates variation of the lifetime of the traditional network in comparison 

to the proposed DP scheme based network model. As observed in Figs 2 and 3, the 

proposed scheme reduces energy consumption thus allowing longer operation of nodes 

wit hthe same amount of initial energy (e.g. stored in battery). Fig. 4 confirms that 

finding for the WSN network model. The presented lifetime of the network is an average 

over 10 simulations with random topologies which results in random order of 

heterogenous nodes on the comunication path. 

 

Fig. 5 shows the the proposed DP-based scheme almost doubles the network 

lifetime. In the baseline case without the DP scheme, the entire network becomes inactive 

at time 125 due to energy depletion. 
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Fig 3. Total Number of Bits Transmitted 

 

 

 

 

Fig 4. Energy Consumption for Task Execution and Data Transmission 
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In contrast, the proposed scheme ensures that a half of the network is still active. 

Also, the proposed scheme distributes the load such that the energy levels among the 

nodes are balanced. Consequently, larger number of nodes survive intil the end of the 

improved network lifetime when all the remaining nodes die almost simulataneously. 

Fig. 6 illustrates the imbalance of available energy among the nodes in the 

network. The figure shows the difference between the maximum and minimum energy 

available at the nodes. A large difference indicates that there are nodes with very low and 

very high levels of available energy 

The nodes with low available energy can die faster than the nodes with high 

available energy. Hence, this metric describes how well the scheme is balancing the 

energy consumption in the network. In the case of baseline network scenario without 

dynamic task allocation, the performance varies significantly and the difference increases 

with time thus indicating persistent imbalance that leads to more nodes dropping from 

network due to energy depletion 

 

 

 

 

Fig 5. Lifetime of the Network (No. of nodes alive) 
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Fig 6. Min-Max Difference of Nodes’ Energies 

 

 

 

 

In the case DP based scheme the difference in energy available curve is gradually 

reducing since the task scheduling aims at reducing the imbalance. As a result, the entire 

network remains operational for longer period of time. Moreover, the better performance 

of the network can be guaranteed. 

A. Impact of Node Positions in the Network:  

In this section, the network is analyzed in terms of transmission and delay costs 

with respect to change in network topology based on node’s capabilities. For example, 

the topologies are changed with high capability nodes - close to the source, close to 

destination etc. This analysis gives an idea how the network performance gets affected 

depending on the positions of the nodes in a heterogeneous network. 

Fig. 7 illustrates the number of bits transmitted (cumulative) for various routing 

patterns. Four scenarios are presented where the nodes in the network are positioned 

based on their processing capabilities which are described in Table 2. In scenario 1, nodes 

with good capabilities are mostly used and placed close to source and destination and 

only few lesser capable nodes are placed. In scenario 2, very few high capability nodes 
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are placed in the network and in scenario 3 the ratio is even between high and low 

capability nodes. Scenario 4 is implemented with MKE security scheme.  

Fig 7 shows that scenario1, high capability nodes perform most of the tasks with 

lesser data transfers since they can quickly process the data and need to transmit only the 

extracted information (smaller in size) to the neighboring nodes. In the case of scenario 2, 

network with less capable nodes, the nodes need to relay the information such that they 

can balance the load among themselves.  

In the case of scenario 3, network with mixed capable nodes the data transfer is 

equally good as the case with less capable nodes because the scheme forces the nodes for 

equal available energy distribution. 

In scenario 4, scenario 1 is repeated with security scheme MKE [1] and the data 

transmission is further reduced compared to scenario 1 because of additional security cost 

overhead. This security cost overhead which is the sum of energy, delay and routing costs 

has to be reduced which makes the proposed model to increase the processing of task at 

the nodes itself thereby reducing the security overhead cost. 

 

 

Table 2. Network Topology Variation with Respect to Node’s Capabilities          

 

Scenario Description 

Scenario 1 High capability nodes close to source and destination 

Scenario 2 Low capability nodes close to source and destination 

Scenario 3 The ratio of number of high and low capability nodes 

equally placed to source and destination 

Scenario 4 Scenario 1 with security scheme MKE 

 

 

 

This reflects in lesser data transmissions between the nodes in the network. 

Finally, this analysis helps the user in determining the configuration of the network to his 

desired needs in terms of delay and energy efficiency. 
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B. Impact of Network Density on Delay Cost:  

In this sub section, the impact of nodes’ positions is analyzed in terms of delay 

cost with respect to change in network density and with security scheme MKE 

implemented in the network. The security scheme parameters are varied as shown in 

Table 3. The main aim of this analysis is to study the impact of density of the network on 

the delay cost with change in network topology and the impact of security scheme 

parameters on the delay cost as well. It is also analyzed for the scenario where the nodes 

are mobile. 

Fig 8 illustrates the how the delays in the network between the source and 

destination nodes vary with respect to the change in density of the network. The 

simulation scenarios are described in Table 2. 

Initially the delay is high due to limited number of nodes that can communicate 

among themselves. The MKE security scheme limits the communication to very secure 

links only, i.e. to links where the multiple keys are shared. In comparison, there might be 

multiple viable links that do not share enough keys. 

 

 

 

 

Fig 7. Total Bits Transmitted 
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Additionally, the network with low density forces the routing to use long routing 

paths. However, with increase in density more nodes would be able to communicate and 

delay reduces. If the density is increased above certain level the probability of more 

nodes sharing common keys increases with the chance of distributing the load among 

them. However, this increases the transmission delay costs in the network. 

Fig 8 shows the delay cost higher in the case when nodes are mobile. This is due 

to the reason of security scheme which adds the routing cost because of unavailability of 

routes to destination nodes due to mobility. To reduce the cost the security scheme 

parameter T2 can be increased such that delay can be reduced with nodes having high 

probability of sharing common keys. This is a tradeoff which rests with user’s 

specifications and can be determined accordingly. 

 

 

 

 

Table 3. Impact of Network Density on Delay with Security Parameters (MKE) 

and Mobility 

Scenario T1 T2 T3 Description 

Scenario 1 10 6 3 Varying network density with high capability 

nodes close to source and destination 

Scenario 2 10 6 3 Varying network density with low capability 

nodes close to source and destination 

Scenario 3 10 8 3 Varying network density with ratio of number 

of high and low capability nodes equally 

placed to source and destination 

Scenario 4 10 6 3 Scenario 1 with mobile nodes 

Scenario 5 10 8 3 Scenario 2 with mobile nodes 

T1 - Number of keys in key pool 

T2 - Number of keys stored per node 

T3 – Number of keys required for communication 
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Fig 8. Cumulative Delay with Varying Network Density (MKE) 

 

 

C. Impact of Weight Given to Metric on Energy Variation and End-to-End Delay:  

In this section, the weightage given to metrics is studied for its impact on energy 

variation and end to end delay. This helps in user defining the metric weights according 

the application needs and gives a better flexibility in understanding and improving the 

performance of the networks.  

Fig 9 illustrates available energy variation in the network based on the amount of 

weight assigned to the particular cost term (e.g., available Energy (E) and Delay (D)). 

The available energy for the nodes is affected by the task processing cost, security cost 

for encryption and decryption, and energy used for transmission. The delay metric 

includes the task processing delay, data transmission delay, security implementation 

delay, and rerouting delay. Fig. 9 shows the available energy distribution among the 

nodes in the link and the Fig. 10 illustrates the cumulative end-to-end delay.  

In Fig. 9, for the scenario 4 (E=0, D=1.0) the energy available variation is stable 

because it is assumed that network dies if one of the nodes’ available energy value 

crosses a certain minimum threshold. In this scenario, network dies and there is no further 

processing done. Hence, the variation value is constant. In Fig. 10, for scenario 4 the 

delay is constant because network dies at time (t=16) and no further processing is done. 

The cumulative delays are presented for different scenarios and depending on application 

user can define the respective weights. 
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Fig 9. Available Energy Variation of the Network 

 

 

The above network analysis illustrates the benefits of employing the proposed 

scheme in terms of energy consumption balancing and delay. Additionally, it provides 

guidance in selecting the appropriate parameter values for the particular application. This 

methodology based on DP scheme helps in effective governing of the system and 

defining the desired utilization of network resources by the system according to the user’s 

requirements. 

 

 

 

Fig 10. Cumulative Delay Variation of the Network  
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6. CONCLUSION 

 

The proposed DP based communication and task-scheduling scheme improves the 

performance of wireless networks against regular WSN network scenario. It has reduced 

the energy consumption costs for the data transmission as well as processing cost by 65% 

and practically doubled the network lifetime. Also, it reduced the energy inequalities 

among the network thus improving utilization of the network resources. 

Additionally, the communication cost in terms of delay is reduced since fewer bits 

have to be transmitted. Consequently, the communication bottlenecks have lesser effect 

on the quality of service. The proposed DP based communication model reduces the costs 

in terms of energy consumption and the overhead from the implementation of security 

scheme. 

The proposed scheme helps in improving the performance of the networks from 

most of the network metrics perspective and it is not focused on improving a performance 

of the network from a single metric perspective. 
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ABSTRACT - This paper proposes multi-key encryption scheme and engine architecture 

(MKE) that increases security and optimizes energy efficiency of sensor networks, while 

minimizing modifications to existing implementations. The scheme improves security of 

AES against correlation power analysis (CPA) attack by employing MKE engine, 

breaking the correlation between power consumption and the used key. The MKE 

scheme in network implementation is studied for its effects on network parameters such 

as network connectivity, resilience against node capture and energy efficiency of the 

scheme. Maintaining connectivity as well as ensuring secure communication between 

entities is vital for achieving desired sensing activities. In the proposed scheme, the 

resilience against node capture is measured in a distinguished manner compared with 

existing schemes. The proposed metric to measure network resilience takes into account 

the principle of underlying mechanism which helps in measuring key lifetime and key 

compromise probability. This realistic approach gives better mechanism in understanding 

security attacks or improving security architecture for wireless networks. Both analytical 

and simulation results are presented for the MKE scheme against CPA attack, analytical 

analysis for network resilience and the schemes’ network implementation in this paper. 

Keywords— Wireless sensor networks (WSN), Advanced Encryption Standard (AES), 

Correlation power Analysis (CPA), key pre-distribution. 
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1. INTRODUCTION 

 

The wireless sensor networks are increasingly employed in various applications, 

for example border security with sensors to detect intrusions, drinking water 

contamination detection around the water collection point. The secure communication in 

such networks becomes increasingly important. The system should prevent unauthorized 

access, tampering with the systems, and other malicious activities. However, the WSN 

poses several specific challenges related to security. First, a typical WSN consists of 

hundreds or thousands of battery-powered sensing devices. Hence, the sensor mote’s cost 

and energy consumption have to be minimized in order to make the WSNs viable for 

commercial applications. Second, the limited processing capabilities prevent from 

utilizing complex and computationally intensive encryption algorithms. However, the 

required security level increases over time with the computational power available to 

attackers. Consequently, the ever-improving processor’s speed and capabilities force the 

sensor designer to increase the size of encryption key thus increasing cost and energy 

consumption of the devices. Hence, a simple increase of key size is not suitable to handle 

the tradeoff between the security, energy efficiency, and cost requires a different 

approach. 

Within a network, sensors communicate among themselves to exchange data and 

use a shared common key to encrypt the transmitted data. Due to storage constraints, it is 

infeasible to store a key for every other sensor in the network. Secure communication is 

made possible through cryptographic keys as well as key management protocols which 

dictate the security infrastructure for sensor networks. Many existing key management 

schemes have drawbacks with respect to at least one of network constraints like 

vulnerability of sensor nodes to attacks, resources of computation, communication, 

storage and power supply. Hence, it is vital to maintain a good balance between the 

security and performance under constraints depending on application requirements. 

The proposed scheme employs multiple keys to improve the overall security. The 

proposed scheme uses these keys in a random sequence to encrypt a particular message. 

Hence, if attacker discovers a single key then only a fraction of the message is 

compromised. Consequently, all the keys have to be compromised before the link 
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becomes unsecure. Moreover, the order and the id of the particular key used are hidden 

from attacker since the keys are selected randomly and switched on a block-by-block 

basis instead of per packet or per link basis. 

 The proposed MKE scheme in network implementation achieves better resilience 

against node capture compared to few of the existing key management schemes. MKE 

scheme requires nodes to have multiple shared keys to have communication for packet 

transfer. In fact, multiple shared keys requirement impacts the nodes in terms of memory 

overhead and network connectivity. To achieve good network connectivity nodes should 

share more keys in common for communication and it effects the resilience of keys in the 

case of node capture. It is essential to maintain a balance between number of shared keys 

and connectivity of the network; dependent on number of keys stored per node, size of 

key pool from which keys are selected and number of keys required for communication. 

 The proposed scheme is evaluated in terms of how it impacts the connectivity of 

the entire network and how it improves the energy efficiency of the network. The 

proposed scheme can be applied in any communication network with AES as encryption 

algorithm, to improve security against CPA attacks. However, it is especially suitable to 

memory constrained, energy-limited wireless sensor networks. 

Note: This paper is an extended version of the accepted publication [1]. In this paper, we 

additionally presented the network implementation of the MKE scheme and presented 

analysis in terms of network connectivity, resilience against node capture and energy 

efficiency. A new metric is presented to effectively measure network resilience and gives 

better insight in determining key lifetime and probability of key compromise. Both 

analytical and simulation results were presented. 
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2. BACKGROUND AND RELATED WORK 

 

The proposed scheme aims at thwarting different attacks on AES algorithm while 

minimizing necessary changes to the encryption engine implementation. The scheme 

should be used in conjunction with a key distribution scheme that provides the nodes with 

sufficient number of keys. Many distribution algorithms [2][3] have been developed and 

can be used with the proposed scheme, for example Eschenauer and Gligor [4] have 

developed random key pre-distribution protocols in which a random subset of keys from 

a large pool of symmetric keys is loaded to each node have to find one common key from 

their subsets which will be used as shared secret key for protecting their communication. 

The Eschenauer-Gligor scheme has been progressively improved [5][6][7]. For example, 

Du et al. [6] proposed the DDHV (Du, Deng, Han, and Varshney) scheme. The DDHV 

scheme is based on a multiple key space scheme generated from Blom’s [8] λ-secure 

symmetric key generation system, which is randomly assigned to each sensor node in the 

network. Schemes using random distribution of keys are proposed with different 

approach techniques to distribute keys among nodes based on different metrics like 

security, memory, and energy-efficiency. Also, similar mechanisms have been proposed 

for heterogeneous WSNs [9][10]. 

In general, sensor nodes will either have to be powered by small nonrenewable 

batteries or use a modest amount of energy harvested from the environment, for example 

from solar panel. However, the amount of available energy in both approaches is limited 

thus thwarting node operational capabilities. Hence, developing energy-efficient 

cryptographic algorithms and methods is a critical issue in designing protocols for 

wireless sensor networks, including the security schemes. Some existing studies suggest 

storing the master key in tamper-resistant memory to reduce the risk [11] [12]. However, 

there exist attacks that do not require direct access to the memory with the secret key. For 

example, CPA attack exploits knowledge of hardware implementation of AES to 

determine a key value using energy signatures. 

Power analysis attacks pose a serious threat to implementations of cryptographic 

algorithms since the attacker does not have to gain access to protected memory. A 

practical power analysis attack method has been demonstrated [13] [14]. There exist 
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strategies to protect a device against such an attack, for example by masking the 

intermediate results [15]. However, the existing approaches often require significant 

modification to the encryption engines [16] and increase energy consumption [17]. For 

example, a set of different, energy-suboptimal S-Box implementations can be used to 

hide the key at the cost of higher energy consumption [18]. In contrast, the proposed 

scheme allows selecting the most energy efficient AES implementation while 

counteracting CPA attacks by rotating available keys. Each key has a different energy 

signature, thus breaking correlation between energy consumption and a key value. Hence, 

the proposed scheme ensures the CPA attacks fails. 

This paper presents analysis of the security improvements of the proposed multi-

key encryption scheme using the AES cipher. The AES is a symmetric block cipher 

standard, which was issued by the National Institute of Standards and Technology (NIST) 

in 2001 [18]. However, it has to be noted that the proposed scheme does not dependent 

on a specific cipher since the theoretical analysis does not assume usage of AES. Existing 

multi–key schemes aim at improving the security against the brute force attack by 

increasing the effective key length. For example the Triple-DES [19] uses the three keys 

on each block of data subsequently. In contrast, the proposed scheme counters both the 

CPA and brute force attacks by using a randomly selected key for each block. 

Consequently, the attacker does not have information which key was used to encrypt the 

particular block. 

The proposed scheme [1] is considered for deployment as a key management 

scheme and verified in terms of network parameters like network connectivity and 

resilience against node capture. Existing management schemes [20][21][22] define the 

network resilience toward node capture by estimating the fraction of total network 

communications that are compromised by capture of ‘x’ nodes not including the 

communications in which the compromised nodes are directly involved.  

Zhong [23] proposed a scheme where auxiliary nodes help in key establishment 

for network nodes and capture of auxiliary nodes is a major setback in resilience to this 

scheme. The resilience is calculated in this scheme based on analogy that compromise of 

normal nodes does not affect security. Sujan Li [24] proposed where nodes in the 

network are self classified into worker nodes and service nodes dynamically. In this 
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scheme the service nodes are not predefined and these are responsible for shared key 

establishment. The resilience is calculated given an attack radius, the fraction of all 

directly-compromised links among all the compromised links. Dijiang [25] proposed 

byzantine resilient multi-path key establishment scheme that uses the Reed-Solomon 

error correct coding scheme to improve resilience to byzantine attacks. 

In MKE scheme, the resilience is assumed as combination of resistance offered in 

the capturing initial set of compromised nodes (against CPA) and resistance offered in 

compromising additional ‘x’ nodes to capture keys. The resilience differs with existing 

schemes because with the MKE scheme attacker required additional time or resources to 

capture keys from the nodes. The scheme is also verified in terms of energy efficiency of 

the network and compared with existing management schemes. 

The main contributions of this paper are: (1) novel AES engine architecture that 

can utilize multiple keys to increase security, (2) theoretical analysis of the performance 

of the proposed scheme, and (3) a simple and energy-efficient hardware model for 

implementing the proposed scheme. The paper is organized as follows: in Section III, the 

main types of attacks on AES algorithm are discussed. Next, the proposed multiple-key 

encryption technique is presented in Section IV. In Section V, the theoretical analysis of 

proposed technique is given and analyzed in terms of network connectivity and resilience 

against node capture. In Section VI, the analysis of network resilience and network 

performance of MKE scheme is presented. Finally, the simulation results for power 

correlation attack, network connectivity and resilience against node capture are presented 

in Section VI. 
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3. SECURITY ATTACKS 

  

In this paper, the performance analysis is conducted with regards to two types of 

attacks: (a) the CPA and (b) the brute-force attack on AES scheme. First the details of the 

attack technique are given, in order to gain understanding how the proposed scheme 

improves the security. 

A. Correlation Power Analysis Attack 

The CPA attack exploits the correlation between energy consumption of the 

circuit and the data processed on it. Often, it is assumed that the circuit’s power 

consumption varies linearly with the bit-wise difference in the processed data [13][14]. 

For example, if a register bit changes value, the energy consumed is different than if the 

bit value does not change. For the particular S-Box design, the attacker can analyze 

correlation between power signatures and the pair of a plain text and a key. When the 

encryption is repeated for a sufficient number of plaintexts the statistical correlation with 

simulated keys can be calculated. The key with the highest correlation is considered to be 

the secret key. Moreover, this method is noninvasive since the attacker does no need to 

access and read the memory with the key, which often is protected [11][12]. 

Next, the analysis of CPA attack is performed for the partial key Ks for simplicity. 

However, the results are valid for the retrieval of the whole key since the method can be 

repeated to retrieve the other partial keys. For AES, the CPA attacker analyses power 

signatures for the first and last round of the encryption process. For the CPA attack, a 

predictable power consumption model is considered:  

º��») = We½�, PT�»)f                                                                                                        (1) 
where WS(j) is the power consumption for plaintext j, KS is a partial key, PT(j) is 

the jth random plaintext, and W is a function of power dissipation. Given N plaintexts, the 

predicted power WS(j) can be derived using (1), and the corresponding power traces 

calculated. In general, the CPA assumes that power consumption is proportional to 

number of bits changed in S-Box register. In other words, the power is proportional to 

Hamming distance [21]. To simplify the analysis while not losing generality, it is 
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assumed that the register, R is initialized to zero (0). Consequently, the power consumed 

can be expressed as  

                                                                                               (2) 

where a is a scalar gain between the Hamming distance, H, and the power 

consumed, W. The current and previous states of the S-Box register are expressed as D 

and R respectively, b is power dissipation induced by noise offsets, and time dependent 

components in a 128-bit random key. If D contains m independent and uniformly 

distributed bits, the whole word has an average hamming weight µ=m/2 and a variance 

σ2=m/4. Hence, the correlation coefficient between W and H(D) is equal to: 

                                                           (3) 

When a partial key guess, Ks, is considered then  

                                                                                                  (4) 

where PTs denotes the corresponding partial plaintexts. If PTs contains n 

independent and uniformly distributed bits, it has an average µ=n/2 and a variance 

σ2=n/4. Consequently, the correlation between W and P is expressed as: 

                                                   (5) 

According to above discussion, the partial key guess is correct, if the intermediate 

results and the power consumption are correlated, that is the highest correlation 

coefficient is achieved for that key. 

B. Brute Force Attack 

 The brute force attack is a simple type of attack though requires relatively large 

effort. The attacker decrypts the cipher text trying every possible key. Assuming the 

attacker can identify if the decrypted value is the correct ones, the technique requires on 

average to decrypt half of the total number of possible keys. Hence, for a sufficiently 

long key the brute force attack becomes impractical. However, the ever-improving 

performance of modern processing systems quickly ages and weakens the security of 

AES for a given key size, as shown in Table 1. Simple remedy is to increase key size in 

par with technical capabilities of a potential attacker. However, in case of resource 

W = a ⋅ H (D) + b ⋅ D

ρwH =
E(H (D)W )− E(H (D))E(W)

σ (H (D))σ (W )
=

a m

ma
2 + 4σ b

2

P = PT S ⊕ K S

ρwH =
E(H (P)W )− E(H (P))E(W)

σ (H (P))σ (W )
=

a n

na2 + 4σ b
2
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limited sensor nodes the added memory, processing, and power requirements become 

prohibitive. 

Current practice is to use a 128-bit AES key. Hence, the total number of different 

keys is equal to 3.4 x 1038. Table 1[1] illustrates how long it takes to break the AES key 

using brute force attack. The current results are contrasted with the results from 1995. 

Additionally, Table 2 [1] shows the decrease in hardware costs per 1000 (millions 

instructions per second) MIPS [19][20]. Hence, it can be inferred that the security of the 

AES decreases with time for the same key size.  

In conclusion, a simple remedy of increasing key size might increase security 

against brute-force attacks but for WSNs due to resource limitations in terms of memory, 

battery power a different approach is needed. The security of the proposed scheme 

increases without need for larger encryption engines. The analytical results are presented 

in Subsection 0. 
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4. MULTI-KEY ENCRYPTION TECHNIQUE 

  

The proposed encryption scheme utilizes multiple keys to encrypt plaintext using 

AES algorithm. The subsequent blocks of plain text are encrypted using randomly 

selected keys. In contrast, the standard AES uses a single key to encrypt the whole 

plaintext. The proposed scheme increases security when compared with the single key 

approach since complete decryption can be done only with all utilized keys.  

The proposed scheme provides uniform security to all data, it is possible to vary 

the security level (e.g. number of used keys) based on requested protection. In such cases, 

MKE scheme can be adjusted to use more number of keys for high priority data and 

fewer keys for low priority data.  

The packet is encrypted such that only the destination node can decrypt the data 

with the corresponding shared keys. The original message is pre-pended with two fields: 

the first key ID and a seed, as shown in Fig. 1.  

 

 

 

 

             Fig 1. Data payload of a packet 

 

 

 

A. Synchronization of Radom Key Sequences 

The Key ID and seed fields are utilized for the synchronization purposes. When 

the destination receives the message it needs to first synchronize the pseudo random 

generator with the source in order to discover the appropriate sequence of keys. Hence, 

the first block of the message is decrypted using each shared key until the correct key is 

found, that is when the message’s key ID matches the one of the applied key.  
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When the right key is found for the first block the subsequent blocks are 

decrypted only once using the correct sequence of keys selected by the pseudo random 

generator. Also, the same random generator is applied for the subsequent messages in 

order to reduce the overhead of trying all the shared keys for the first block of every 

message.  

Moreover, the loss of synchronization between transmitter and receiver, for 

example due to lost packets and retransmission, can easily be detected. The receiver node 

compares ‘key id’ and ‘seed’ fields from each message with the random generator 

sequence. The match confirms a successful synchronization and the rest of message can 

be decrypted. Otherwise, the synchronization procedure is repeated using the first block, 

as described above. 

The encryption process of the proposed MKE scheme is illustrated in Fig. 2. The 

plaintext data blocks (e.g. 128, 156 or 192 bits long) are encrypted with the key chosen 

by the pseudo-random key selector module. The first encrypted block includes the key id 

and random generator’s seed that are necessary to recreate the same key sequence at both 

transmitter and receiver. Moreover, these values are selected randomly and never 

transmitted in plain. Hence, the attacker is unable to acquire them. 

 

 

 

 

Fig 2. Encryption Module 
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Decryption process is shown in Fig. 3. Note that an additional processing 

overhead is introduced when decrypting the first block since the correct key has to be 

found. Once the first block is decrypted the subsequent blocks are decrypted using keys 

dictated by the pseudo-random generator. Moreover, in order to minimize the initial 

overhead, the encoding of the subsequent packets can continue using the same pseudo-

random sequence. Then the decoder when using the same sequence will start the key 

search using the correct one. Hence, no processing overhead will be incurred. 

 

 

 

 

Fig 3. Decryption Module 

 

 

 

 

The existing approaches require significant modification to the encryption engines 

[17], or use less energy efficient designs [16]. In contrast, the proposed scheme can 

utilize the S-Boxes with the lowest power consumption that increases energy-efficiency 

when compared to other schemes [16][17]. Moreover, the security is increased for the 

same key and cipher size. Next, the analytical and simulation results are presented.  
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5. THEORETICAL SECURITY ANALYSIS OF THE PROPOSED MKE 

SCHEME 

  

The security of the proposed multi-key encryption (MKE) scheme is analyzed 

against the CPA attack and also the brute-force attack. The quantitative results and 

improvements are presented in next subsections. 

A. CPA Attack 

Assume that CPA attack on 8 MSBs (Most Significant Bit) of the registers shown 

in Fig. 4. The key used for this operation is the original key for encryption, N random 

plaintexts and one fixed but random key have been chosen for the experiment, the total 

number of bit-changes between the previous and the current values of these M MSBs of 

the register for the initial key addition are calculated. 

By employing the proposed MKE scheme the correlation between power values 

with respect to cipher key is broken and correlation coefficients values are reduced. If an 

attacker employs the CPA method to compromise the secret key, the exact key cannot be 

decoded since the correlation between the power and the secret key is broken. 

 

 

 

 

Fig 4. Simplified Diagram of AES Algorithm 
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Let us consider scenario where two keys are used. Their partial keys are ks1 and 

ks2 respectively. Then corresponding power values are expressed as 

                                                                                                        (6) 

 

The correlation can be calculated from (5). When the attacker encrypts N 

plaintexts, it can calculate correlation between the corresponding power usage for each 

plaintext and the simulated power consumption of the same plaintexts. The attacker needs 

to calculate the correlation for every key combination. For a particular key the correlation 

values are summed up for all plaintexts: 

                                                                    (7) 

where p1,p2,…,pN denote the keys used with each plaintexts. 

 

Theorem 1: The correlation factor value decreases with number of employed keys. 

Proof: The claim of the Theorem 1 is analyzed for two cases: with two and M keys. In 

short, the combined correlation factor obtained for multiple keys is smaller compared to 

the correlation factor obtained when employing one key over N plaintexts. 

Case 1: Encryption using two keys 

First, a case with two keys used for encryption is considered. The keys are 

randomly used to encrypt N subsequent message blocks. Let  and  denotes the 

number of blocks encrypted with the key k1 and k2 respectively. Now the correlation 

factor is equal to 

                                                        (8) 

 where  and  are the correlation factors corresponding to keys k1 and k2. 

The difference in correlation factor value due to implementation of multiple keys can be 

expressed as: 

                                                                    (9) 

 where , and ∆ρ is the difference between correlation factors when single 

key and multiple keys are used. If the difference factor is positive, then correlation factors 

get altered such that exact key used cannot be found. So, using both keys subsequently 

decreases the overall correlation coefficient value for N rounds. 

P1 = PTS ⊕ K S1

P2 = PTS ⊕ K S2

wpwpNwpwpk N ρρρρρ ⋅≅+++= ...21

n k1 nk2

ρk = nK1 ⋅ρwp1 +nK2 ⋅ρwp2 = nK1 ⋅ρwp1 +(N −nK1)⋅ρwp2

ρwp1 ρwp2

∆ρk = N ⋅ ρwp1 − nk1 ⋅ ρwp1 + (N − nk1 ) ⋅ ρwp2[ ]

N > nk1
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Overall, the following conditions hold: N > nk1 and ρwp1 > ρwp2.  Consequently, 

the first difference of correlation factor ∆ρk is always positive which shows that the final 

correlation values decrease if two keys are used. 

Case 2: General formulation for M keys 

Following the analysis from the case 1, the correlation factor difference for M 

keys can be expressed as: 

                                                      (10) 

 where N=∑ ��6¾6¯�  and ρwp1 is the highest correlation when compared to the other 

M-1 keys. Hence, the ∆ρk difference is always positive.  

B. Brute Force Attack 

The proposed scheme uses random sequence of N keys to encrypt block plaintext 

using AES algorithm. Hence, if k keys out of N are compromised, the attacker does have 

to have sufficient information to determine the sequence used to encrypt the message 

blocks. In this technique the keys are selected randomly and attacker uses every key out 

of the known k keys to decrypt the cipher text for every cipher text block. The number of 

trials increases with number of blocks in the message and number of known keys, k. 

Moreover, only a fraction of a message is decrypted, as he knows only few out of total 

number of keys. 

In order to find the correct 128-bit key the attacker needs to consider all 2128 

possible keys. In terms of probability the probability of selecting a correct key is equal to

. The probability of finding the particular key by brute force, P(T), can be 

expressed as 

                                                                                                      (11) 

Consider an attacker who compromised k out of N keys. Now, the attacker has to 

select a key each time from the group of known k keys for every cipher text block, and 

then the probability of selection a key is 

I�*) = * �¿                                                                                                                                                                            (12) 

  

 

∆ρk = N ⋅ρwp1 − nk1 ⋅ρwp1 +nk2 ⋅ρwp2 + ...+ nkM ⋅ρwpM[ ]

P = 2−128

P(T ) = (1− P)T
P
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Probability of finding exact key from known k keys out of N keys until correct 

key is found is given as: 

                                                                                                                                                          (13) 

 where L denotes the number of trials to be performed for each message block to 

decrypt it until attacker finds the correct key from the known group of keys and it has a 

maximum value of k (i.e., total number of keys known by the intruder). 

The final probability becomes lower than P(T) in (11), where only one key is 

used. The final probability Pfinal, is the product of P(k) and Pcorrect and is given by 

 IÀ6[4a = I�*) ∗ IÁ�ZZ`Á^                                                                                      (14) 

  where Pfinal denotes final probability of finding the correct key for each plaintext 

block and it denotes increase in security, even if some of the keys out of k keys are 

compromised attacker has to check each time for the correctness of the key, which results 

in time consumption as well as only partial detection of the whole message. 

The percentage of total message decrypted is proportional to number of k keys 

known to intruder out of N keys 

                                                                                                     (15)  

The proposed scheme increases the security by using multiple-keys. The security 

increases proportionally to the number of used keys. 

 

Remark: It has to be noted that the proper design of the random generator (RNG) is 

required to ensure that attacker cannot finding the order of the keys and thus predict 

which one is used for each block. A weak RNGs are known to undermine otherwise 

strong security mechanisms [26] [27]. 

 

 

 

 

 

 

 

Pcorrect = (1− P (k))L

P( percent)∝ k /N
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6. ANALYSIS OF NETWORK RESILIENCE & NETWORK PERFORMANCE 

FOR MKE SCHEME 

 

The operation of Multi-key scheme [1] in network implementation is similar to q-

composite scheme, differing in using the multiple keys for encryption. In q-composite 

scheme, the multiple shared keys are hashed to obtain an intermediate key which would 

be used for encrypting the plaintext data. In contrast, the multi-key scheme uses a random 

key selected out of group of shared keys to encrypt the plaintext data. 

 In the initialization phase, a set of random keys ‘m’, will be selected for each 

node in the network from the total key space S and stored in the node’s memory. In the 

key-setup phase, each node discovers all the common keys with its one-hop neighbors 

and a simple broadcast message identifies all the keys the node possesses. After key 

discovery, each node selects a random key from the group of shared keys and considers a 

random key for every plaintext block. Synchronization is very essential for successful 

encryption and decryption of the encrypted messages. 

Here the multi-key scheme is evaluated in terms of network connectivity and 

resilience against node capture. 

A. Network Connectivity: 

 It is assumed that the connectivity of the network depends on parameters 

− Number of nodes in the network is an important factor in determining the 

connectivity of the network. The density of nodes in the network impacts the 

connectivity because the more number of nodes in a fixed area the more 

probability of nodes sharing common keys to communicate with the destination 

nodes. 

− Number of keys in the key pool ‘S’ is one of the important factor in determining 

the connectivity of the network. It is an important factor because the more the key 

pool size the better the security against node capture but the lesser the probability 

of nodes sharing common shared keys. So it is important to maintain a tradeoff 

between security and the connectivity of the network. 

− Number of keys stored per node is one of the factors which impact the 

connectivity. The more number of keys stored in nodes will help in improving the 
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connectivity of the network but it weakens the nodes’ resilience to node capture. 

Additionally, it impacts the memory cost incurred per node 

− Number of keys required for communication is vital parameter in determining the 

connectivity as well as resilience against node capture. The requirement of more 

number of keys for communication compel the nodes to store more number of 

keys per node or reduce the key pool size for better connectivity.   

B. Resilience Against Node Capture:  

In the existing schemes, network’s resilience is calculated by the fraction of links 

in the network that an attacker able to eavesdrop from the result of recovering keys from 

captured nodes. In MKE implementation, consider the resilience offered by MKE 

scheme, the resilience is assumed as combination of resistance offered in compromising 

nodes (against CPA attack) and resistance offered to attacker in eavesdropping on 

additional nodes to capture keys. 

 Here we initially discuss the resilience towards node capture to compromise the 

keys. 

Theorem 2:  

The network’s resilience against node capture increases with the MKE scheme 

Proof: The claim of theorem 2 is to state that the resistance to node compromise is more 

prominent due to MKE scheme rather than with single key scenario. 

 The correlation factor for each guessed key shown in fig 11 follows either a 

positive or negative exponential distribution over ‘N’ plaintexts. However, the 

exponential distribution rate is not at constant rate but varies with the parameter ‘λ’; 

which is correlation between power consumption and bit values varied in a register. 

 So, the distribution followed by correlation factor for each guessed key is given 

by 

���s) =  Â. ÃÄ^ , where  

 

ρ¨�³)¯ λF.VλFÅF�λÆ.VλÆÅÆ� ………………..�λÈ.VλÈÅÈ  

)W (σ ))P(H(σ 

)W (E)) P(H (E)W )P(H(E
=

 
λ
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At every particular time instant or for each plaintext, ‘λ’ parameter varies which 

has been expressed above. In normal AES implementation ‘λ’ parameter is proportional 

to single key’s hamming distance 

λαH�PT ⊕ K,PT ⊕ K) 

λαH�K, K) 

Here H () is hamming distance model defined in eqn (2) 

ρ¨�³)¯ λF.VλFÅF�λÆ.VλÆÅÆ� ………………..�λÈ.VλÈÅÈ  

λαH�PT ⊕ KT,PT ⊕ KS) n=1,2,…m where ‘m’ is number 

λα ÌÍePT ⊕ KT,PT ⊕ K�f −  �" *�
ÍePT ⊕ KT,PT ⊕ K�f −  �" *�

Î 
‘λ’ parameter varies for various plaintexts within in a maximum threshold value of ∆λ 

For AES implementation, 

λ = E�λ) ± ∆λ , λαH�k, Ð6) 

��F�s�) = ∑ �E�λ�) + ∆λ�)� ¯�  . Ã�Ñ�λF)�∆λF) 
For MKE scheme, 

λ = E�λ) ± λ[⇒    E(λ) ± ∆λ�, ∆Ä?αH�KT,, KS) 

E(λ) ± ∆λ� 

E(λ) ± ∆λS 

��F�Æ�s�) = ∑ �E�λ�) + ∆λ�){.� ¯�  . Ã�Ñ�λF)�∆λF)  + ∑ �E�λ�) + ∆λ�)���{.�) ¯�  . Ã�Ñ�λÆ)�∆λÆ)   
To generalize: 

��F =  ∑ �E�λ�) + ∆λ�)�/� ¯�  . Ã�Ñ�λF)�∆λF)  + ∑ �E�λ�) + ∆λ�)�/� ¯�  . Ã�Ñ�λF)�∆λF)   
��F�Æ =  ∑ �E�λ�) + ∆λ�)�/� ¯�  . Ã�Ñ�λF)�∆λF)  + ∑ �E�λ�) + ∆λ�)�/� ¯�  . Ã�Ñ�λÆ)�∆λÆ)   
��[ =  ∑ ∑ �E�λ�) + ∆λ�)Ô ¯�[ . Ã�Ñ�λF)�∆λF)                                                                    (16) 

The difference in correlation values between both the implementations should be 

negative 

(��F�Æ −  ��F) = �∑ �E�λ�) + ∆λ�)�/� ¯�  . Ã�Ñ�λF)�∆λF)  + ∑ �E�λ�) + ∆λ�)�/� ¯�  . Ã�Ñ�λÆ)�∆λÆ))       
-  (∑ �E�λ�) + ∆λ�)�/� ¯�  . Ã�Ñ�λF)�∆λF)  + ∑ �E�λ�) + ∆λ�)�/� ¯�  . Ã�Ñ�λF)�∆λF)  ) 

(��F�Æ −  ��F) = �∑ �E�λ�) + ∆λ�)�/� ¯�  . Ã�Ñ�λÆ)�∆λÆ)  − ∑ �E�λ�) + ∆λ�)�/� ¯�  . Ã�Ñ�λF)�∆λF) ) 
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(��F�Æ −  ��F) =( ∑ � E�λ�)�/� ¯� . Ã�Ñ�λÆ)�∆λÆ) − E�λ�)Ã�Ñ�λF)�∆λF)) + �∑ �∆λ��/� ¯�  . 

Ã�Ñ�λÆ)�∆λÆ)  −  ∆λ�. Ã�Ñ�λF)�∆λF))) 
Since λ is proportional to hamming distance with respect to secret key used for 

encryption, each of the correlation values can be defined in terms of hamming distance 

values. 

Â�=Â� + t. Õ ⇒ Â� =  Â� −  t. Õ 

(��F�Æ −  ��F) =  5∑ Ö'�Â� −  t. Õ). Ã�:�ÄF� 4.L)�∆ÄÆ)   −  '�Â�). Ã�:�ÄF)�∆ÄF)×D
Æ6¯� K 

+ 5∑ Ö�∆Â� −  t. Õ). Ã�:�ÄF)�∆ÄÆ.4.L)   −  ∆λ�. Ã�:�ÄF)�∆ÄF)×D
Æ6¯� K 

x∵  ∆Â� =  ∆Â� −  t. Õ,∆Â� − t. Õ =  ∆Â� −  2�t. Õ)} 
(��F�Æ −  ��F) = 5∑ Ù'�Â�). Ã:�ÄF)�∆ÄF . Ù �

`Æ.�µ.Ú) −  1Û −  t. Õ. `Ü�ÝF)�∆ÝF
`Æ.�µ.Þ) Û D

Æ6¯� K 

      + Ù∑ Ù∆Â� . Ã�:�ÄF)�∆ÄF)  Ù �
`Æ.�µ.Ú) −  1Û −  t. Õ `�Ü�ÝF)�∆ÝF)

`Æ.�µ.Ú) Û�/�6¯� Û 
(��F�Æ −  ��F) = Ù �

`Æ�µ.Ú) −  1Û Ö∑ Ö�'�Â�) + ∆Â�). Ã:�ÄF)�∆ÄF×�/�6¯� × – 
�.4.L.`Ü�ÝF)�∆ÝF

`Æ�µ.Ú)   < 0 

 The above equation defines the difference in correlation values between both the 

implementations is definitely negative. 

 The probability of determining the guessed key to be exact secret key used for 

encryption is given by 

                           Ð� =  ß�?.�7)
ß            

                           Ð� = ∑ ∑ �Ñ�λF)�∆λF)àáEF? .`�â�λF)�∆λF).�7)
ß�F                                                          (17)      

 To find the number of plaintexts required to achieve the desired level of 

correlation factor (attacker defines certain threshold) is given by 

                                            �� =  ß�?.�D)
ß                                                                              (18) 

 Here ‘N’ is number of plaintexts assumed for AES implementation to achieve the 

threshold level. 

 The resilience against node capture is calculated as product of probabilities in 

capturing initial set of nodes and compromising additional set of communication links. 
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If ‘x’ nodes are captured and ‘m’ keys are revealed then the probability that a 

certain key not being compromised is a conditional probability between eqn (17) and the 

following probability 

P = (1- ã\ )(1- ã\ )…… x times 

P = �1 − ã
\ )ä (fraction of keys not compromised) 

Total fraction of keys that have been compromised is given by 

F = Ù1 − �1 − ã
\ )äÛ 

In MKE scheme, multiple keys are used for encryption. So, to compromise a 

secure link the probability is 

F = åÙ1 − �1 − ã
\ )äÛæ6

 

The probability of setting up a secure link is 

P = P(q)+P(q+1)……P(m) 

I�   =  ∑ çã6¯è .
M�6)

M  

I�   =  ∑ �1 − �1 − ã
\ )ä)6ã6¯è .

M�6)
M  ,                                         (19)                                     

where P (i) = 
o\6q9 \�6��ã��)G���ã��)�ã��) )

� \ã)Æ  

In the above equation, p(i) defines the probability of two nodes sharing ‘i’ keys 

So, the resilience against node capture is given by the probability ÐÀ6[4a 
ÐÀ6[4a = Ð�. Ð� 

ÐÀ6[4a = o∑ ∑ �Ñ�λF)�∆λF)àáEF? .`�â�λF)�∆λF).�7)
ß�F q . Ð�                                                                 (20)       
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7. SIMULATION RESULTS 

  

Simulation has been conducted in Matlab to analyze the performance of the 

proposed MKE schemes in thwarting the CPA attack. Attack on a partial 8-bit key is 

studied. However, the results can be easily expanded to the general case of L-bit key. The 

results are presented based on reference to the respective keys. The key with highest 

correlation is expected to be the secret key used for the actual encryption. The proposed 

technique uses multiple keys subsequently for N plaintexts, which results in the reduced 

correlation. 

In CPA attack, the complexity of attack increases with number of plaintexts, N. 

Also, the confidence of finding the correct key increases with number of plaintexts, N, 

since the individual correlation coefficients of N plaintexts are being summed up. 

However, the confidence saturates at some level due to noise in measurements and 

quality of the power correlation for the given circuitry. Furthermore, in case of the MKE 

scheme, the signal correlation reduces when compared to a single key scheme since the 

random selection of keys breaks the correlation between power consumption and the key. 

This tradeoff between increasing complexity and saturating confidence leads to a 

practically justifiable size of the plaintext set, N. Henceforth, the N=1000 value is  

typically considered for this experiment[16][17].  

Fig. 5 illustrates the raw correlation factors for a single key scenario [17]. It 

exhibits a high correlation with the secret key that was used during the actual encryption. 

In contrast, for MKE scheme the correlation between secret key and correlation 

coefficients decrease with number of used keys, as shown in Fig 6. The main reason is 

that the subsequent blocks are encrypted with different keys, which power correlation 

with the simulated results for single key decreases. 

For the two key case, as shown in Fig. 6, the highest correlation occurs for I=256. 

This is different from single-key case presented in Fig. 7 since the MKE technique 

randomly select keys that reduces overall correlation factor averaged over N blocks of 

data.  
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In this case, two keys are randomly chosen to encrypt N=1000 plaintexts or 

blocks of data. Assuming that attacker have no idea of MKE scheme, correlates N*g 

cases (g=256) for each of the g keys with power consumption values of N=1000 

plaintexts (uses two keys for encryption).  

 

 

 

 

Fig 5. Correlation Coefficients for Single Key Usage [17] 

 

 

 

It results in lower correlation values with only one of the key among the two 

having the highest correlation (one key match with original key in ‘g’ keys and other key 

negating). Moreover, the equation (10) can be interpreted as an average of the 

correlations of the used keys. 

Hence, the overall correlation reduces with the number of used keys since the 

average over the whole domain space is equal to zero. Next, the proposed scheme is 

analyzed from energy-efficiency point of view. 
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Figure 6. Correlation Coefficients for Two Keys Usage 

  

Energy Efficiency Analysis 

The energy efficiency is measured as the energy consumed by encryption engine 

to transmit a given message. The analysis assumes the AES-based engine that operates on 

128-bit blocks (128-bit key size). In general, the AES algorithm can be implemented 

using various S-Box designs, for example LUT, SOP, etc. These S-boxes have different 

energy efficiency and power correlation. In the scheme proposed in [17] the authors 

utilize a combination of several different designs in order to reduce power correlation. 

However, the power consumption increases since the scheme uses S-boxes with a high-

energy consumption. 

In contrast, the proposed MKE scheme improves the energy-efficiency compared 

to the technique in [17] since it can employ the S-box design with lowest power 

consumption, as shown in Fig. 7. The comparison between power consumption of the 

technique in [17] and the proposed scheme illustrates that even with the initial 

synchronization overhead (i.e. finding the first key in sequence) the proposed scheme 

outperforms the other scheme. Moreover, the proposed scheme scales better with size of 

the message since it allows using the S-boxes with the lowest power footprint. 
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Figure 7. Comparison of Power Consumption for Multi-Key Encryption (MKE) Scheme 

 

  

  

The effect of the network evaluation parameters discussed in section VI is 

simulated using Ns2 tool and compared based on contributing factors described below. 

Here, 

T1 = Number of keys in key pool 

T2 = Number of keys per node 

T3 = Number of nodes in the network 

T4 = Number of keys required for communication 

Fig 8 shows the impact of the density of nodes on the connectivity factor. In 

general, the network connectivity improves with increasing density as shown for all cases 

in  Fig. 8. A better connectivity can be achieved for less denser network if the size of key 

pool ‘S’ is small or number of keys per node is increased provided nodes are not far 

apart. 

 Distance between nodes is an alternative term for the density of nodes in network. 

Since nodes are randomly deployed it is essential that a careful approach is needed in 

defining other network selection parameters. From the Fig. 8 it can be stated that the 

increase in key pool size reduces network connectivity and it can be improved by 

increasing the number of keys stored per node. 
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Figure 8. Network Connectivity Vs. Number of Nodes in the Network 

 

 

  

 Fig. 9 shows how the connectivity could be varied with number of keys in key 

pool ‘S’ and increase in key pool size for a specified configuration decreases the 

connectivity for the network. So to improve the connectivity we can increase the number 

of keys stored per node such that more common keys can be shared among the nodes. 

From the Fig. 9, the increase in requirement to have more keys for communication, there 

is reduction in network connectivity and to improve the performance of the network in 

terms of connectivity the number of keys stored per node can be increased. 

 

 

 
 

Figure 9. Network Connectivity Vs. Number of Keys in the Key Pool 
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 Fig 10 shows how connectivity varies with number of keys stored per node. As 

from the graph, better connectivity can be achieved if key pool size ‘S’ is reduced with 

fixed number of keys per node. From the Fig. 10, better connectivity can be achieved by 

storing more number of keys per node or reducing number of keys required for 

communication. 

 Fig 11 shows how the network connectivity varies with number of keys required 

for communication. Two nodes in the network can communicate using MKE scheme 

only if the required number of multiple keys are available for encryption. If the keys 

required for communication is high then achieving higher network connectivity is a 

difficult task. 

 From the Fig. 11, to improve the connectivity with higher communication key 

requirements the network can be made denser which will slightly improve the 

connectivity. Network connectivity can be improved by reducing the key pool size such 

that there is more probability of nodes sharing common keys for communication.  

 

 

 

 
Figure 10. Network Connectivity Vs. Number of Keys Stored Per Node 
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 Hence to design a network it is essential to consider each of the discussed 

parameter for any management scheme for better connectivity. From the simulation 

results, a table is constructed for better connectivity results with respect to different 

network configurations. 

Energy consumption model is simulated in NS2 with network of 30 nodes and 

compared with typical AES implementation. AODV routing protocol is considered as 

routing protocol in the implementation. 

When a node intends to send a message it encrypts the message with additional data 

fields shown in Fig. 1. The receiving node tries to decrypt with each of the key in its 

memory and checks to match with the key ID. In further encounters, node decrypts 

subsequent messages based on the seed value to accurately predict the matching key for 

decryption. 

For the energy model simulation, the transmitting, receiving and idling powers are 

assumed to be 0.65W, 0.395W and 0.035W. The total energy consumed in the network is 

calculated and simulated for both the AES and MKE implementations. MKE scheme 

initially consumes more energy which can be referred from Fig. 12 because of more 

computation involved per node for matching key ID purposes. However, MKE scheme 

uses low energy S-Boxes in its architecture design which makes the energy consumed 

factor slowly approaching AES scheme with time. 

 Table 1 presents comparison for different network scenarios. The final energy 

consumption values are tabulated for both the AES and MKE implementations. The 

MKE implementation uses low-energy S-Boxes which reduce energy consumption and so 

MKE implementation is better to be employed. 

 Fig. 13 illustrates the network’s resilience in terms of fraction of 

communication links compromised based on the number of captured nodes. From the Fig. 

13 the MKE scheme has better resilience when compared with single key implementation 

scheme. A better resilience is observed with the usage of multi-key scheme (5 keys) from 

the Fig. 13 because only a fraction of link security is compromised in the case of 

capturing a node.  
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Figure 11. Network Connectivity Vs. Number of Keys Required for Communication 

 

 

 

 
Figure 12. Comparison of Energy Model between AES and MKE Schemes 

 

    

  

 Additionally, in the case of MKE scheme the resilience is calculated as product of 

probabilities in capturing initial set of nodes and compromising additional set of 

communication links. It is outperformed by other implementations after certain period 

where much of the network is compromised and because of holding multiple keys for 

communication most of the keys are revealed to the attacker. 
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Table 1. Energy Consumption for Various Configurations 

Network 

Configuration 

AES 

Implementation 

(Joules) 

MKE 

Implementation 

(Joules) 

T2=5, T3=30 636.23J 596.36J 

T2=7, T3=40 848.62J 797.73J 

T2=4,T3=20 424.31J 402.12J 

 

 

 

 

 
Figure 13. Fraction of the Network Communication Compromised Vs. Captured Nodes in 

the Network 
 

  

  

However, it has to be noted that there is stiff resistance to attacker to compromise 

initial set of nodes for MKE scheme (5 keys) scenario which is the essential criterion of 

any security algorithm. Above 85% of nodes being compromised the security for MKE 

quickly deteriorates since it becomes difficult to find sufficient number of nodes with 

shared keys. However at this point almost entire network is compromised regardless of 

security scheme employed. 
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8. CONCLUSION 

 

The proposed MKE technique has been shown to improve the security of AES 

algorithm against CPA attack while minimizing power consumption. Additionally, it 

improves security of AES against brute-force attacks.  

In the case of a CPA attack, the MKE scheme thwarts a CPA type attack by 

reducing correlation between power consumption and the key. The proposed scheme, 

using 5 keys can decrease the correlation by 80% between power and data. Also, the 

energy consumption of the proposed MKE scheme reduces by over 70% when compared 

to the inhomogeneous S-boxes scheme while maintaining high security. Additionally, 

single key compromises only a small fraction of the message thus increasing security 

against brute-force attacks. Consequently, all the keys have to be compromised before the 

link becomes unsecure. 

MKE scheme when implemented in network implementation is able to improve 

the resilience of the network against node capture compared to existing schemes. MKE 

scheme is analyzed analytically such that time to compromise or number of plaintexts 

required to achieve confidence level of the attacker can be found. This enables the user to 

periodically update the keys such that nodes can be secured from the attacks.MKE 

scheme is also able to improve energy efficiency of the network compared to existing 

schemes which makes the network to sustain for longer life periods. 
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2. CONCLUSION AND FUTURE WORK 

  

This work proposes DP based communication model which incorporates MKE 

scheme for security purpose improves the performance of wireless networks. It has 

reduced the energy consumption costs for the data transmission as well as processing cost 

by 65% and practically doubled the network lifetime. Also, it reduced the energy 

inequalities among the network thus improving utilization of the network resources. 

Additionally, the communication cost in terms of delay is reduced since fewer bits 

have been transmitted. Consequently, the communication bottlenecks have lesser effect 

on the quality of service. The proposed scheme incorporates MKE security scheme that 

reduces the overhead caused due to security implementation in terms of energy consumed 

and process delay, which are often neglected in existing security implementations for 

wireless networks. 

This work proposes MKE scheme by improving the way the AES algorithm is 

utilized on links. As a result the MKE improved resilience against a CPA attack while 

minimizing power consumption. Additionally, it also improves security of AES against 

brute-force attacks. 

MKE scheme thwarts CPA attack by reducing correlation between power 

consumption and the key. The proposed scheme, using 5 keys can decrease the 

correlation by 80% between power and data. Also, the energy consumption of the 

proposed MKE scheme reduces by over 70% when compared to the inhomogeneous S-

boxes scheme while maintaining high security. Discussed at network level, 

compromising single key would only compromise a fraction of message thus increasing 

security against brute-force attacks. Consequently, all the keys have to be compromised 

before the link becomes unsecure. 

MKE scheme in network implementation is able to improve resilience of the 

network against node capture compared to existing schemes. MKE scheme is analyzed 

analytically such that time to compromise or number of plaintexts required to achieve 

confidence level of the attacker can be found. This enables the user to periodically update 

the keys such that nodes can be secured from the attacks. It is also able to improve energy 

efficiency of the network compared to existing schemes, which makes the network to 
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sustain for longer life periods. Hence the proposed work improves the energy efficiency 

and performance of the wireless networks while ensuring high data security. 
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APPENDIX 

 

Table 1. Cost and time estimation for a brute force attack 

Machine 

cost 

Key Search 

Time in 2009 

Key Search 

Time in 1995 

$300M 9.37 x 1015 years 4.52 x 1023 years 

$300K 6.52 x 1024 years 5.6 x 1033 years 

$10K 7.42 x 1036 years Infeasible 

 

 

 

 

Table 2. Hardware cost of processing power 

Corresponding 

year 

Hardware 

cost/1000MIPS 

1961 $1.1 trillion 

1997 $30,000 

2007 $0.42 
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Fig 1. Modified Architecture for AES Encryption Algorithm 

 

 

 

 

Fig 2. Modified Architecture for AES Encryption 
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