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## ABSTRACT

The purpose of this study was to investigate and recommend various methods instrumental in finding the roots of a polynomial $p(x)=0$. Many different methods are present today, and each has its advantages and disadvantages.

Through thorough investigation, the author has ascertained the key methods to be the method of Bisection, the NewtonRaphson rethod, and the Bairstow method. Special support in the form of algebraic theorems on the locations and kind of roots are extremely helpful. This combination of theorems and methods provides assurance, speed, and the ability to obtain complex roots.

The Bisnewbar method developed by this author combines the above methods and the algebraic theorems to provide a method capable of returning all real and complex roots.
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## INTRODUCTION

One of the oldest problems plaguing mathematicians and scientists today is the age-old problem of finding the zeroes (roots) of polynomial equations. The fact that there are so many methods from which to choose indicates the fact that no completely satisfactory method exists. Each person has his own favorite method, or methods, but nevertheless cases arise in which one has to resort to other methods when his fails to obtain the desired solution.

Upon encountering the polynomial root-finding problem, mathematicians discovered a need for basic information on the properties and locations of the roots. Since many methods used today require starting values the above information could be quite helpful in obtaining these. Basic algebraic theorems were developed such as Descartes and Sturm which allow the analyst information on the number, kind, and iocation of real roots. Using these theorems, one may obtain needed support for finding the roots of a polynomial.

There are three basic problems in which established algebraic theorems have helped to a great extent in polynomial solutions. The first concerns the approximation of one root and its solution. Here we may use the common method of graphing to approximate the root. Once an approximation is made, we may use numerical methods to improve our approximation. Secondly, occurs the problem of determining approximations for all the roots. This may effectively be accomplished by repeated
use of algebraic theorems or by use of graphical methods. The first two problems differ in that possibly only one root is desired and further computation would lead to a waste of valuable computer time. The third problem is one of determining the number of roots in a certain vicinity. Again we can rely on special algebraic theorems to aid in this procedure. Direct and iterative methods have been developed to solve the problem of polynomial root-finding, but it is generally agreed that iterative methods obtain the fastest and best results. Even so, there exists the problem of convergence. Almost every method has certain conditions which, if the polynomial meets these conditions, will cause the process to diverge. Hence, the desired root will never be obtained. Therefore, it is sometimes a painstaking process to check the polynomial for convergence conditions, and often times this check involves much computation.

In summary, we conclude that although special theorems have helped us in the solution of polynomials, many problems are still encountered. Once the initial approximation is obtained, a method must be selected which will converge to the root or roots desired and will give an accurate solution. As mentioned above, these problems are the heart of the solution of polynomial equations and must be overcome before a true solution may be obtained.

It is the goal of this author to investigate many methods of polynomial root-finding. Books could be written solely on all the different methods, therefore, the author
has attempted to choose those methods which are either highly accepted now or show promise for the future. Some of the methods considered will be methods that have been used for a number of years, while others may be relatively new to the field.

Special investigations will be made in the area of convergence. Many methods will be compared as to time of convergence, number of iterations, etc. An internal timer common to the IBM System/360 will provide great assistance in this endeavor.

Attempts will be made to combine certain methods in hopes that a method can be obtained that will converge to all the real roots of a polynomial equation.

The author feels the following two quotes by Hamming [1] represent the basic problems of polynomial root-finding: (1) "..........the fancier the method and the better it is supposed to be, the worse it can behave when things go wrong for some functions; it may, in fact, be worse, than simpler methods and quite likely is more vulnerable to noise."
(2) "..........it is an art to isolate the various zeroes."

## REVIEW OF LITERATURE

The area of polynomial root-finding is not only an old problem, but is probably the oldest problem still existing in the field of mathematics. Much work and research has been devoted to the area, but as of this date no "always-best" method for solving

$$
p(x)=a_{0}+a_{1} x+a_{2} x^{2}+\cdots \cdot+a_{n} x^{n}=0
$$

has been discovered. Many methods exist, but each has its disadvantages.

A sufficient study into the area of polynomial solutions would not be complete without a nodding acquaintance with the algebraic theorems related to this field. These theorems provide the lifeline to the proper analysis of root locations and types of roots. A thorough knowledge of the following theorems can help us in many ways to obtain valuable information on the roots of $p(x)$.

Theorem $i$. If the coefficients in the polynomial equation $\bar{p}(x)=0$ are real, and if a and b are real numbers such that $p(a)$ and $p(b)$ have opposite signs, then the equation has at least one real root between a and b. There is, in fact, an odd number of roots in the interval (a,b) if a k-fold root is counted $k$ times.

Theorem 2. Let $p(x)=0$ be a polynomial equation with real coefficients which is arranged in descending powers of $x$. The number of positive roots of the equation is either equal to the number of variations of sign presented by the coefficients of $p(x)$ or less than the number of variations by a positive even integer. Here a root of multiplicity in is to be counted as m roots. In particular, there is exactly one positive root if the coefficients present only one variation of sign.

Theorem 3. Let $p(x)=0$ be an algebraic equation with real coefficients and without multiple roots. If a and b are real numbers, $a<b$, and neither a root of the given equation, then the number of real roots of $p(x)=0$ between a and $b$ is equal to $V(a)-V(b)$, where $V(a)$ and $V(b)$ denote variations in sign.

Almost every method in existence today requires some kind of an initial approximation to the root(s). Some methods require a quite good initial approximation while in others the matter is not so critical. In some cases, rare but possible, the actual data giving rise to an equation will serve to fix a root as lying between two fairly narrow limits, and this fact may eliminate the necessity of using any special device for obtaining an approximation to the root. Generally speaking, however, the best method for locating an initial approximation to a root is to plot the function $y=p(x)$, where $p(x)$ is a polynomial of the form $a_{0}+a_{1} x+a_{2} x^{2}+$ $\ldots+a_{n} x^{n}$, and determine approximately the point at which the piot crosses the $x$ axis. Another method similar to the one mentioned above is to write the polynomial in the form $p_{1}(x)=p_{2}(x)$, where $p(x)=p_{1}(x)-p_{2}(x)$ and $p l o t$ as two different functions $y_{1}=p_{1}(x)$ and $y_{2}=p_{2}(x)$. In plotting these functions, it is a good idea to determine as much of the following information as possible: (1) the behavior of the function as $x \rightarrow-\infty$ and as $x \rightarrow \infty$, (2) the value of $p(x)$ for those values of $x$ which facilitate a quick determination of $p(x)$, (usually $x=0$ and $x= \pm 1$ are satisfactory for this purpose), (3) the value(s) for which $p(x)$ becomes infinite,
(4) the intercept of the functions on the $x$ and $y$ axis.

Usually enough of the above information is available to sketch a rough graph of the function and thereby to determine the approximate location of each of the real roots. By this method we may in effect isolate the roots by separating them into different regions. Accuracy can be increased by evaluating additional points near the roots and may help to isolate two or more adjacent roots.

There are two basic techniques used in the solution of polyromial equations. The first method is considered the direct approach to the solution. An example of a direct method vocuid be the solution of a quadratic equation through. use of the quadratic formula. A direct method is said to be one which will produce an exact answer after a finite number of operations. For equations of degree two, three, and four there are special methods to achieve the roots of a polynomial, but for polynomials of degree greater than four; there exists ro special (direct) method. Direct methods do possess one major disadvantage in that they may not be the most desirable for computer calculations because of round-off and propagation errors which often compound themselves. Propagation arrors are those errors resulting from the subsequent growth of generated errors.

The second and most widely used technique is the iterative approach. This method usually consists of making an initial approximation to a root(s) and using one of several iterative techniques to converge to the desired root(s). Grove [2] feels that a useful iterative technique should
possess the following requirements: (1) a means of making a satisfactory first guess; (in many applications physical or other consideration may provide this guess), (2) a means of systematically improving on the previous approximation, (3) a criterion or choice of several criteria for stopping the iteration when sufficient accuracy has been obtained.

Iterative techniques are extremely useful in programming digital computers for two important reasons: (1) the use of the same set of instructions repetitively saves space in the computer's memory, (2) the round-off errors made are minimized, whereas in direct methods they compound themselves.

We might summarize the use of the iterative technique into two parts, the first being the survey where the general characteristics of the system are investigated and approximate locations of roots are noted, the second part being that of refinement; that is, the root(s) is found to the desired degree of accuracy.

It is of general agreement that iterative techniques are the best tools for solving polynomial equations.

It is possible to obtain one root to a desired degree of accuracy and factor this known root from the polynomial leaving a degree of $n-1$. Once the polynomial has been reduced to degree four or less, direct methods of solution may be utilized.

A technical definition of an iterative technique given by Booth [3] is as follows: If $x_{0}$ is an approximation to the solution of $p(x)=0$, the iterative process enables a quantity
$x_{1}$ to be calculated by means of some relation: $x_{1}=f\left(x_{0}\right)$ in such a manner that $x_{1}$ is a closer approximation to the require solution than was $x_{0}$. If $x_{0}$ differs from the true root by a small quantity of order $(\varepsilon)$, say, then the iterative process $x_{1}=f\left(x_{0}\right)$ is said to be $n^{\text {th }}$ order if the error in $x_{1}$ is of order $\left(\varepsilon^{n}\right)$. Primarily, the best iterative processes are second order; third and higher order processes exist and can always be constructed from those of lower order, but often they involve greater total computing labor for a given final accuracy than those of second order.

Hartree [4] offers the following ideas on iterative procedures. In many cases our iteration is accomplished in the form $x=f(x)$; where $x_{n+1}=f\left(x_{n}\right)$. If to the degree of numerical accuracy to which the work is carried out, $x_{n+1}=x_{n}$, then this value of $x_{n+1}$ is a solution of the equation to that degree of accuracy. Let $x=\underline{\bar{X}}$ be a solution of the equation and let $x_{n}=\underline{\bar{x}}+\varepsilon_{n}$ so that $\varepsilon_{n}$ is the error in $x_{n}$. An important feature of an iterative method is the way in which this error varies with the number $n$ of repetitions of the iterative process. This can be examined by expanding the right hand side of $x_{n+1}=f\left(x_{n}\right)$ in a Taylor's series. Then since $x=\underline{X}$ satisfies

$$
x=f(x) \Rightarrow \varepsilon_{n+1}=a_{1} \varepsilon_{n}+a_{2} \varepsilon_{n}^{2}+\ldots+a_{n} \varepsilon_{n}^{n}
$$

where

$$
a_{k}=f(k)(x) / k!\text { If } a_{1} \neq 0 \text { then the errors } \varepsilon_{n} \text { of }
$$

results of successive repetitions of the iterative process are ultimately related by $\varepsilon_{n+1}=a_{1} \varepsilon_{n}, \varepsilon_{n+m}=a_{1}{ }^{m} \varepsilon_{n}$; in order that the process should converge, $\left|a_{j}\right|=\left|f^{\prime}(x)\right|$ must be less than 1, and the magnitude of the error then decreases exponentially with $n$ increasing. This means that the number of additional correct significant figures obtained from each repetition of such a process (or, more often, the number of repetitions required to obtain each new correct significant figure) is the same, however many figures have been obtained. Such a process is called "first-order." But if $a_{1}=0$, $a_{2} \neq 0$, in $x_{n}=\underline{X}+\varepsilon_{n}$, then the successive errors $\varepsilon_{n}$ are ultimately related by $\varepsilon_{n+1}=a_{2^{\varepsilon}}{ }^{2}$ or $a_{2^{2}}{ }_{n+m}=\left(a_{2} \varepsilon_{n}\right)^{2^{m}}$, where $a_{2}=1 / 2 f^{\prime \prime}(x)$. The number of correct significant figures is approximately doubled for each repetition of the iterative process, so that the better the approximation of $x_{n}$ to $x$, the easier it is to improve it further. Such a process is called "second-order," and once a fair approximation to $x=\bar{X}$ has been attained, a second order process is greatly preferred over a first order one; but it must be started from an approximation good enough to insure that $\left|a_{2} \varepsilon_{0}\right|<1$.

If $a_{1}=0, a_{2}=0, a_{3} \neq 0$ then the successive errors $\varepsilon_{n}$ are ultimately related by $\varepsilon_{n+1}=a_{2} \varepsilon_{n}$ or $a_{3}{ }^{\frac{1}{2}} \varepsilon_{n+m}=$ $\left(a_{3}{ }^{\frac{3}{2}} \varepsilon_{n}\right)^{3^{m}}$; such a process is called "third-order." The formula for a third order process is usually more complicated than that for a second-order process for the same equation.

The convergence for a second-order process is already so fast once a good approximation has been obtained that the advantage of still quicker convergence obtainable from a third order process may be more than offset by the more complicated formulae which have to be evaluated for each repetition of the iterative process. Third-order processes are not used much in practice. Second-order processes, however, are widely used.

Let us now consider the general problems of convergence and divergence. Convergence or divergence usually depends upon the particular form in which $x=f(x)$ is expressed.

In order to see why this is so, Hildebrand [5] suggests that, since $f(\alpha)=\alpha, z_{k+1}=f\left(z_{k}\right)$ implies the relation $\alpha-z_{k+1}=f(\alpha)-f\left(z_{k}\right)=\left(\alpha-z_{k}\right) f\left(\xi_{k}\right)$, where $\xi_{k}$ lies between $z_{k}$ and $\alpha$, under the assumption that $f(x)$ possesses a continuous derivative over that range. If the iteration converges so that $z_{k} \rightarrow \alpha$ as $k \rightarrow \infty$, then, for sufficiently large $k$, we must have $f^{\prime}\left(\xi_{k}\right) \approx f^{\prime}(\alpha)$, and hence $\alpha-z_{k}=A\left[f^{\prime}(\alpha)\right]^{k}$, where $A$ is a constant, and this deviation tends to zero as $k$ increases only if $\left|f^{\prime}(\alpha)\right|<1$. Thus it appears that, in order for the iteration to converge to $x=\alpha$, it is necessary that $\left|f^{\prime}(x)\right|<1$ in the neighborhood of $x=\alpha$.

If we here define the convergence factor $p_{k}$ as the ratio of the error in $z_{k+1}$ to the error in $z_{k}$, it follows that if $z_{k}$ is near $\alpha$, then $p_{k}=f^{\prime}(\alpha)$. Unless $\left|f^{\prime}(\alpha)\right| \leq 1$, $a$ small error in $z_{k}$ is increased in magnitude by the iteration,
and we say that the iteration is then asymptotically unstable at $\alpha$. The number $f^{\prime}(\alpha)$ may be called the asymptotic convergence factor.

If the initial approximation is sufficiently near $\alpha$, and if the iteration is asymptotically stable at $\alpha[$ so that $\left.\left|f^{\prime}(\alpha)\right|<1\right]$, the sequence of iterates will indeed converge to a in such a way that ultimately the successive approximations tend toward $\alpha$ from one direction if $0<f^{\prime}(\alpha)<1$, and oscillate about $\alpha$ with decreasing amplitude if $-1<f^{\prime}(\alpha)<0$.

The next several sections will be detailed discussions of many of the methods being used today. A few of the newer methods will also be discussed.

## METHOD OF BISECTION

Pennington [6] presents some of the following ideas on the method of Bisection. This method evolves from the following theorem: Suppose a continuous function $p(x)$ is negative at $x=a$ and positive at $x=b$, then there is at least one root between a and b. Calculation is initialized by the evaluating of $p[(a+b) / 2]$, the value of the function halfway between a and b. If this is zero, we have the root. If it is negative, the root is between that point and a. Thus either we have the root or we have it bracketed within an interval half as large as the previous one. This process can be continued, each time bisecting the interval. It can be continued until the root is known to the desired accuracy.

This method while simple in technique does have several virtues. The greatest virtue of the method is the fact that it is virtually assured to converge to a root. It can fail to do so under the unusual circumstance that an accumulation of errors would cause $y$ at some step to be calculated, say, as a small negative value when actually it should have a small positive value. The computer could be halving the wrong interval from then on. If proper care has been taken concerning accuracy, this should not occur. The greatest drawback of the bisection method is the fact that it is slow compared to some of the other methods and that it can be applied only when the function is negative at one value of $x$ and positive at another.

## METHOD OF ITERATION

This method well presented by Conte [7] requires the equation $p(x)=0$ to be expressed in the form $x=f(x)$ such that any solution of the second equation is also a solution of the first. In general, there are many ways in which to express $x=f(x)$ not all of which are satisfactory for this method. Geometrically a root of $x=f(x)$ is a number $x=\xi$ for which the line $y=x$ intersects the curve $y=f(x)$. It may happen that these curves do not intersect, in which case there will be no real solution. We shall assume, however, that these curves do intersect at least once; that we are interested in finding one of these roots, say $x=\xi$; and that
$f(x), f^{\prime}(x)$ are continuous in an interval about this root.

Theorem 4. Let $x=\xi$ be a root of $p(x)=0$; let $I$ be an interval containing the point $x=\xi$ (i.e., I is the set of all points $x$ satisfying the inequality $|x-\xi|<\varepsilon$ for a given $\varepsilon)$. Let $g(x), g^{\prime}(x)$ be continuous in I. Then if $\left|f^{\prime}(x)\right| \leq k<1$ for all points in I , and if the initial approximation $x_{0}$ is chosen in $I$, the iteration converges to the root $\xi$.

From the above theorem it can be shown through differential calculus that $x_{i+1}-\xi=f^{\prime}\left(n_{i}\right)\left(x_{i}-\xi\right)$. If we define the error $e_{i}$ as $e_{i}=x_{i}-\xi$ we have the equation $x_{i+1}-\xi=$ $f^{\prime}\left(n_{i}\right)\left(x_{i}-\xi\right)$ revised as

$$
\begin{equation*}
e_{i+1}=f^{\prime}\left(n_{i}\right) e_{i} \tag{2.01}
\end{equation*}
$$

When the iteration does converge we see from (2.01) that

$$
\begin{equation*}
\lim _{i \rightarrow \infty} \frac{e_{i+1}}{e_{i}}=\lim _{i \rightarrow \infty} f^{\prime}\left(n_{i}\right)=f^{\prime}(\xi) \tag{2.02}
\end{equation*}
$$

Since $n$ is between $x_{i}$ and $\xi$, and since $f^{\prime}(x)$ is continuous (2.02) states that for large values of $i$ the error at any iteration is proportional to the error at the previous iteration, the proportionality factor being approximately $f^{\prime}(\xi)$. The iteration of this method is for this reason called a linear iteration. (2.02) also shows that the smaller the value of $f^{\prime}(\xi)$ the faster the convergence will be.

On the other hand, if the slope $f^{\prime}(x)>1$ in absolute value for all $x$ in an interval about the root, the method
will diverge.
Scarborough [8] states that the method of iteration is especially useful for finding the real roots of an equation given in the form of an infinite series. .

Figure 2.1 below demonstrates the procedure of convergence for the method of iteration given the starting value $\mathrm{x}_{0}$.


Figure 2.1

## AITKEN'S DELTA SQUARED PROCESS

Grove [2] discusses the possibility of using more than one previous $x$ to obtain an improved root of $x=f(x)$. It would seem reasonable that if one were to use more than one of a set of successive approximations in an iteration of the form $x=f(x)$, one should be able to obtain a better next approximation.

Assume that there are three successive approximations $x_{k}, x_{k+1}, x_{k+2}$ obtained using $x=f(x)$.

$$
\begin{aligned}
& x_{k+1}=f\left(x_{k}\right) \\
& x_{k+2}=f\left(x_{k+1}\right)
\end{aligned}
$$

Let $\bar{x}$ be the required solution. Using the mean value theorem $f\left(x_{k}\right)-f(\bar{x})=\left(x_{k}-\bar{x}\right) f^{\prime}\left(\xi_{j}\right)$ where $\xi_{1}$ is between $x_{k}$ and $\bar{x}$. Also

$$
f\left(x_{k+1}\right)-f(\bar{x})=\left(x_{k+1}-\bar{x}\right) f^{\prime}\left(\xi_{2}\right)
$$

where $\bar{s}_{2}$ is between $x_{k+1}$ and $\bar{x}$. If $x_{k+1}$ and $x_{k}$ are both near $\bar{x}, \xi_{1}$ and $\xi_{2}$ will close together and $f^{\prime}\left(\xi_{1}\right)$ and $f^{\prime}\left(\xi_{2}\right)$ should be near equality. Since $f\left(x_{k}\right)=x_{k+1}, f\left(x_{k+1}\right)=x_{k+2}$ and $f(\bar{x})=\bar{x}$ the above equations become

$$
\begin{align*}
& x_{k+1}-\bar{x}=\left(x_{k}-\bar{x}\right) f^{\prime}\left(\xi_{1}\right)  \tag{2.03}\\
& x_{k+2}-\bar{x}=\left(x_{k+1}-\bar{x}\right) f^{\prime}\left(\xi_{2}\right) \tag{2.04}
\end{align*}
$$

Dividing (2.03) by (2.04) we get

$$
\frac{x_{k+1}-\bar{x}}{x_{k+2}-\bar{x}}=\frac{\left(x_{k}-\bar{x}\right) f^{\prime}\left(\xi_{1}\right)}{\left(x_{k+1}-\bar{x}\right) f^{\prime}\left(\xi_{2}\right)}=\frac{x_{k}-\bar{x}}{x_{k+1}-\bar{x}}
$$

assuming $f^{\prime}\left(\xi_{1}\right)=f^{\prime}\left(\xi_{2}\right)$. Solving for the above for $\bar{x}$, we obtain $\quad \bar{x}=\frac{x_{k} x_{k+2}-x^{2} k+1}{x_{k+2}-2 x_{k+1}+x_{k}}$.

If as assumed $f^{\prime}\left(\xi_{1}\right)$ were exactly equal to $f^{\prime}\left(\xi_{2}\right)$, this would be the required solution $\bar{x}$. Since this is not the case, we have acquired a better approximation of $\bar{x}$. Let us call it $x_{k+2}{ }_{k}$. Now we may use this better approximation to continue back through the process until $\left|x-x_{k}\right|<\varepsilon$.

## NEWTON-RAPHSON METHOD

Scarborough [8] states that when the derivative of $p(x)$ is a simple expression and easily found, the real roots of $p(x)=0$ can be computed rapidly by a process called the Newton-Raphson method. The underlying idea of the method is due to Newton, but the method as now used is due to Raphson.

To derive a formula for computing real roots by this method let "a" denote an approximate value of the desired root, and let $h$ denote the correction which must be applied to "a" to give the exact value of roots, so that $x=a+h$.

The equation $p(x)=0$ then becomes $p(a+h)=0$. Expanding this by Taylor's theorem, we have

$$
p(a+h)=p(a)+h p^{\prime}(a)+h^{2} / 2 p^{\prime \prime}(a+h \theta), 0 \leq \theta \leq 1 .
$$

Hence $p(a)+h p^{\prime}(a)+\frac{h^{2}}{2} p^{\prime \prime}(a+\theta h)=0$. Now if $h$ is relatively small, we may neglect the term containing $h^{2}$ and get the simple relation

$$
p(a)+h p^{\prime}(a)=0
$$

from which

$$
\begin{equation*}
h_{1}=-\frac{p(a)}{p^{\prime}(a)} . \tag{2.05}
\end{equation*}
$$

The improved value of the root is then

$$
a_{1}=a+h_{1}=a-\frac{p(a)}{p^{\prime}(a)} .
$$

The succeeding approximations are

$$
\begin{align*}
a_{2}=a_{1}+h_{2} & =a_{1}-\frac{p\left(a_{1}\right)}{p^{\prime}\left(a_{1}\right)}, a_{3}=a_{2}-\frac{p\left(a_{2}\right)}{p^{\prime}\left(a_{2}\right)} \\
a_{n} & =a_{n-1}-\frac{p\left(a_{n-1}\right)}{p^{\prime}\left(a_{n-1}\right)} . \tag{2.06}
\end{align*}
$$

Equation (2.06) is the fundamental formula in the NewtonRaphson process. It is evident from the formula that the larger the derivative $\mathrm{p}^{\prime}(\mathrm{x})$ the smaller the correction which must be applied to get the correct value of the root. This means that when the graph is nearly vertical where it crosses
the $x$-axis the correct value of the root can be found with great rapidity and very little labor. If, on the other hand, the numerical value of the derivative $p^{\prime}(x)$ should be small in the neighborhood of the root, the values of $h$ given by (2.05) would be large and the computation of the root by this method would be a slow process or might even fail altogether. The Newton-Raphson method should never be used when the graph of $p(x)$ is nearly horizontal where it crosses the $x$-axis.

The process will evidently fail if $p^{\prime}(x)=0$ in the neighborhood of the root. In such cases the method of false position should be used.

Grove [2] states that Newton-Raphson has the characteristics of second-order convergence for simple roots, but for roots of multiplicity greater than one, the method is first order. He also warns the user of two difficulties which although rare, may occur. The first concerns a change of sign in $p^{\prime \prime}(x)$ in the neighborhood of a root. If this should happen, the Newton-Raphson method may not converge. The second problem is that the method may converge to a root which is not a desired root.

Hartree [3] gives as a disadvantage the following statement: $p(x)$ and $p^{\prime}(x)$ must be evaluated at a number of values of $x$ which, though systematic in the sense that each is calculated from the previous one by the same formula such as $x_{n+1}=x_{n}-\frac{p\left(x_{n}\right)}{p^{\prime}\left(x_{n}\right)}$ are irregularly spaced and such a set of
numbers is difficult to check adequately. He further states that a great advantage of the method is that a mistake in an intermediate value of $x_{n}$ does not affect the final result; it is just equivalent to starting a new iteration with the erroneous values of $x_{n}$ as $x_{0}$. This does not eliminate the possibility of a mistake in the last repetition of the iterative process. Tabulation of $p(x)$ at equal intervals of $x$ followed by a process of inverse interpolation is a procedure which provides more, and simpler, checks against occassional mistakes.

Conte [7] formulates the necessary condition of convergence for the Newton-Raphson method as being the following:

$$
\left|g^{\prime}(x)\right|=\frac{\left|p(x) p^{\prime \prime}(x)\right|}{\left[p^{\prime}(x)\right]^{2}}<1 \text {. }
$$

Also given is a good explanation of the effects of a secondorder method on accuracy. In general the number of places of accuracy doubles with each iteration. One cannot, however, expect this in the early iterations due to asymptotic properties. From a purely computational point of view accuracy attained with the Newton-Raphson method depends upon the accuracy to which $p(x) / p^{\prime}(x)$ can be computed.

## METHOD OF FALSE POSITION

Kunz [9] states that the method of false position is the
oldest and most generally applicable method for finding the real roots of polynomials.

Scarborough [8] explains that in this method we find two numbers $x_{1}$ and $x_{2}$ between which the root lies. These numbers should be as close together as possible. Since the root lies between $x_{1}$ and $x_{2}$ the graph of $y=p(x)$ must cross the $x$-axis between $x=x_{1}$ and $x=x_{2}$, and $y_{1}$ and $y_{2}$ must have opposite signs.

Now since any portion of a smooth curve is practically straight for a short distance, it is legitimate to assume that the charge in $p(x)$ is proportional to the change in $x$ over a short interval, as in the case of linear interpolation from logarithmic and trigonometric tables. The method of false position is based on the above principle, for it assumes that the graph of $y=p(x)$ is a straight line between the points $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ where these points are on opposite sides of the x-axis.

To derive a formula for computing the root, consider figure 2.2, which represents a magnified view of that part of the graph between $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$. From the

similar triangles PMS and PRQ we have

$$
\begin{gathered}
\frac{M S}{M P}=\frac{R Q}{R P} \text {, or } \frac{H}{\left|y_{1}\right|}=\frac{x_{2}^{\prime}-x_{1}}{\left|y_{1}\right|+\left|y_{2}\right|} \\
\therefore \quad H=\frac{\left(x_{2}-x_{1}\right)\left|y_{1}\right|}{\left|y_{1}\right|+\left|y_{2}\right|} .
\end{gathered}
$$

The value of the desired root, under the assumptions made, is $x=x_{1}+M S=x_{1}+H$.

Hence

$$
x=x_{1}+\frac{\left(x_{2}-x_{1}\right)\left|y_{1}\right|}{\left|y_{1}\right|+\left|y_{2}\right|} .
$$

The value of $x$ is not, however, the true value of the root, because the graph of $y=p(x)$ is not a perfectly straight line between the points $P$ and $Q$. It is merely a closer approximation to the true root.

Booth [3] notes that convergence may be quite rapid if the initial point is well chosen, but one gains only one decimal place at each iteration.

Kunz [9] states that this rule gives best results when used to improve accuracy of roots once approximated by some other method. It can also be used to help locate a root roughly if $[a, b]$ is not too large.

Hartree [4] states that this method has the same disadvantages and advantages as the Newton method except the False Position method does not require evaluation of $p^{\prime}(x)$.

SECANT METHOD

Grove [2] states that the secant method may be regarded as a modification of the Newton-Raphson method. In the Newton-Raphson method

$$
x_{n+1}=x_{n}-\frac{p\left(x_{n}\right)}{p^{\prime}\left(x_{n}\right)} ;
$$

replace $p^{\prime}\left(x_{n}\right)$ by the slope of the secant line between two successive approximations, as

$$
m=\frac{p\left(x_{n}\right)-p\left(x_{n-1}\right)}{x_{n}-x_{n-1}}
$$

and now

$$
x_{n+1}=x_{n}-\frac{p\left(x_{n}\right)}{m}
$$

Note here that simplification of the equation yields the same equation as the rule of False position. An alternative is to use m as a constant. A choice here might be the secant line between two guesses $x_{1}$ and $x_{2}$ such that $p\left(x_{1}\right) \cdot p\left(x_{2}\right)<0$ and $p(x)$ is continuous in the vicinity of the root. Thus
pick

$$
m=\frac{p\left(x_{1}\right)-p\left(x_{0}\right)}{x_{1}-x_{0}}
$$

and use this in each iteration. Convergence is very slow (of order one).

## WEGSTEIN METHOD

Grove [2] suggests that this method induces convergence in some otherwise divergent iterations of the form $x=f(x)$. It has been shown that an iteration of the form $x=f(x)$ will converge to a root if $\left|f^{\prime}(x)\right|<1$ and diverges otherwise. Let us consider the case where $x=f(x),-l<f^{\prime}(x)<0$ as shown in figure 2.3.


Figure 2.3

In this figure a better approximation for $\bar{x}$ than $x_{n+1}$ would be a value around $1 / 4$ greater. Let $\bar{x}_{n+1}$ be a better approxnation than $x_{n+1}$.

Let $q$ be a fractional part of the distance $B A$ measured to the better approximation from $x_{n+1}$ - that is:

$$
\bar{x}_{n+1}=x_{n+1}+q\left(x_{n}-x_{n+1}\right)
$$

where

$$
q=\frac{B C}{B A} ;
$$

rearranging, we obtain

$$
\bar{x}_{n+1}=q x_{n}+(1-q) x_{n+1} .
$$

Note that $B C=C \dot{P}$

$$
\text { Since } q=\frac{B C}{B A}
$$

then $1-q=\frac{C A}{B A}$
and $\frac{q}{1-q}=\frac{B C}{C A}=\frac{C P}{C A}$
now $C P / C A$ is the negative of the slope of $y=f(x)$ at some point between $A$ and $P$.

$$
\text { Let } \frac{q}{1-q}=-a
$$

where $a=f^{\prime}\left(\xi_{1}\right)$ and $\xi_{1}$ is between $A$ and $P$. Solving the above for $q$ we obtain

$$
q=\frac{a}{a-1}
$$

The approximation for "a" that Wegstein uses is

$$
\bar{a}=\frac{f\left(x_{n}\right)-f\left(\bar{x}_{n-1}\right)}{x_{n}-x_{n-1}}
$$

which is valid for all smooth curves. If one is not particumarly interested in information gathered from the value of $q$, the formula

$$
\bar{x}_{n+1}=\frac{x_{n+1} \bar{x}_{n-1}-x_{n} \bar{x}_{n}}{x_{n}+\bar{x}_{n-1}-x_{n}-\bar{x}_{n}}
$$

may be used.
The method will converge in more cases than the method of iteration, but may converge to an undesired root.

## HALLEY'S METHOD

Grove [2] explains the ideas behind Halley's method. Truncating the Taylor's series expansion of $p(x)$ about the point $x_{n}$ after $2 n d$ derivatives we obtain

$$
p(x)=p\left(x_{n}\right)+p^{\prime}\left(x_{n}\right)\left(x-x_{n}\right)+\frac{p^{\prime \prime}\left(x_{n}\right)\left(x-x_{n}\right)^{2}}{2}
$$

Now we will substitute $x=x_{n+1}$ and assume $x_{n+1}$ is a good approximation to the root so that $p\left(x_{n+1}\right)$ is nearly zero. In fact, we will call $p\left(x_{n+1}\right)=0$.

$$
0=p\left(x_{n}\right)+p^{\prime}\left(x_{n}\right)\left(x_{n+1}-x_{n}\right)+\frac{p^{\prime \prime}\left(x_{n}\right)\left(x_{n+1}-x_{n}\right)^{2}}{2}
$$

Now we will solve for $x_{n+1}$ :

$$
\left(x_{n+1}-x_{n}\right)\left[p^{\prime}\left(x_{n}\right)+\frac{p^{\prime \prime}\left(x_{n}\right)\left(x_{n+1}-x_{n}\right)}{2}\right]=-p\left(x_{n}\right)
$$

$$
\begin{align*}
& x_{n_{1}+1}-x_{n}=-\frac{p\left(x_{n}\right)}{p^{\prime}(x)+\frac{p^{\prime \prime}\left(x_{n}\right)\left(x_{n+1}-x_{n}\right)}{2}} \\
& x_{n+1}=x_{n}-\frac{p\left(x_{n}\right)}{p^{\prime}\left(x_{n}\right)+\frac{p^{\prime \prime}\left(x_{n}\right)\left(x_{n+1}-x_{n}\right)}{2}} \tag{2.7}
\end{align*}
$$

At this point we recall the Newton-Raphson formulation

$$
x_{n+1}=x_{n}-\frac{p\left(x_{n}\right)}{p^{\prime}\left(x_{n}\right)}
$$

or

$$
\begin{equation*}
x_{n+1}-x_{n}=-\frac{p\left(x_{n}\right)}{p^{\prime}\left(x_{n}\right)} \tag{2.8}
\end{equation*}
$$

Replace $x_{n+1}-x_{n}$ in (2.7) with its equivalent presented in (2.8) so that

$$
x_{n+1}=x_{n}-\frac{p\left(x_{n}\right)}{p^{\prime}\left(x_{n}\right)-\frac{p^{\prime \prime}\left(x_{n}\right) \cdot p\left(x_{n}\right)}{2 p^{\prime}\left(x_{n}\right)}}
$$

This is Halley's formula.
It appears that for cubic equations this method could be combined with synthetic division to obtain one real root
and the reduced quadratic in a very short time.

## MULLER'S METHOD

Conte [7] explains Muller's method as follows. Given an equation $p(x)=0$ for which we wish to locate a root, we require three starting points. Let us assume the points are $\left(x_{i}, p_{i}\right),\left(x_{i-1}, p_{i-1}\right)$, and $\left(x_{i-2}, p_{i-2}\right)$. Now pass a parabola of the form $y=g(x)=a_{2} x^{2}+a_{1} x+a_{0}$ through these points.

The following equations must now be solved to determine the coefficients of the parabola:

$$
\begin{aligned}
& a_{2} x_{i}^{2}+a_{1} x_{i}+a_{0}=p_{i} \\
& a_{2} x_{i-1}^{2}+a_{1} x_{i-1}+a_{0}=p_{i-1} \\
& a_{2} x_{i-2}^{2}+a_{1} x_{i-2}+a_{0}=p_{i-2} .
\end{aligned}
$$

As long as $x_{i}, x_{i-1}, x_{i-2}$ are distinct points, these three equations can easily be solved for the unknown coefficients $a_{2}, a_{1}, a_{0}$. Once this has been done the quadratic polynomial is completely deterinined.

The parabola formed intersects the x-axis at two points, say d and d'. Now we must choose one or the other as our next approximation for the root $\bar{x}$. From figure (2.4) the choice of the next approximation is obvious, but of course it is not to the computer. We may evaluate $p(x)$ for $d$ and d' and choose whichever causes $|p(x)|$ to be smaller. Now
we can use the points b, c, and d or $d^{\prime}$ (whichever was chosen) and iterate the procedure, discarding the "oldest" previous point each time.

Although we have considered this method for real roots, it is usually used to calculate complex roots. An advantage of this method is that no derivatives of the function $p(x)$ need be calculated. For real roots it is not particularly better than interval halving. It does converge faster, but it requires more computations per iteration.
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## LAGRANGE'S METHOD

Todd [10] states that the Lagrange method is an iterative method for determining the zeroes of polynomials. If $f(z)=$ $p_{n}(z)$ is a polynomial of the $n$th degree, the Lagrange method is obtained by setting

$$
g(z)=z-\frac{n f(z)}{f^{\prime}(z) \pm \sqrt{(n-1)\left[(n-1) f^{\prime}(z)^{2}-n f(z) f^{\prime \prime}(z)\right]}}
$$

In its geometrical interpretation, this method amounts to approximating the polynomial by parabolas between two zeroes. Accordingly, there are two values of $g(z)$, depending on which root is to be approximated. For practical purposes, that sign is used which makes the denominator largest; that is, the root closest to the initial guess is approximated.

The first derivatives at a root $x$ are

$$
g^{\prime}(x)=0, g^{\prime \prime}(x)=0, g^{\prime} \prime^{\prime}(x)=-\frac{f^{\prime} \prime^{\prime}(x)}{f^{\prime}(x)}-\frac{3}{4} \frac{n-2}{n-1}\left[\frac{f^{\prime \prime}(x)}{f^{\prime}(x)}\right]^{2}
$$

so that in general the third derivative is the first different from zero; that is, the method is a third-order iteration procedure.

In comparison with the other methods so far discussed, the Lagrange method has the advantage that it converges faster and that it works also for the complex roots of polynomials with real coefficients, even if one starts out with
a real guess. (The expression under the root in the denomnator may become negative). It has, however, the drawback that higher-order derivatives have to be computed. This can be done most conveniently by using synthetic division (Horner scheme); that is if

$$
f(z)=\sum_{j=0}^{n} a_{n-j} z^{j}
$$

should be evaluated with its derivatives for $z=x$, then this can be done recursively by computing

$$
\begin{aligned}
& a_{0,0}=a_{0}, \\
& a_{i, 0}=a_{i-1,0} x+a_{i}, \quad i=1,2, \cdots n \\
& a_{0, j}=a_{0}, \\
& a_{i j}=a_{i-1, j} x+a_{i, j-1}, \quad i=1,2, \cdots n-j
\end{aligned}
$$

and then

$$
\begin{aligned}
& f(x)=a_{n, 0}, f^{\prime}(x)=a_{n-1,1}, f^{\prime \prime}(x)=2!a_{n-2,2} \\
& f^{(j)}(x)=j!a_{n-j, j}, j=1,2, \cdots n
\end{aligned}
$$

## NEWTON AND LAGUERRE

Todd [10] explains that the formulas for the Newton and Laguerre methods can be expressed in terms of the quantities

$$
s_{1}=s_{1}(z), s_{2}=s_{2}(z):
$$

Newton: $g(z)=z-\frac{1}{s_{1}(z)}$
Laguerre: $g(z)=z-\frac{n}{s_{1} \pm \sqrt{(n-1)\left(n s_{2}-s_{1}{ }^{2}\right.}}$

Therefore, for these methods the roots which already have been computed can be eliminated by subtracting the appropriate expressions from $s_{1}(z)$ and $s_{2}(z)$, that is, by substituting in the formulas $s_{1}(z)$ and $s_{2}(z)$ where

$$
\begin{aligned}
& s_{1}(z)=s_{1}(z)-\sum_{i=1}^{j} \frac{1}{z-x_{i}} \\
& s_{2}(z)=s_{2}(z)-\sum_{i=1}^{j} \frac{1}{\left(z-x_{i}\right)^{2}}
\end{aligned}
$$

(j being the number of roots computed already).
This procedure gives in many cases more accurate results than synthetic division. However, it requires appreciably more work for finding all the roots, since one works at all times with the original polynomials.

HORNER'S METHOD

Kunz [9] considers the method of Horner. The Horner
method was devised to reduce pencil work, however, when used with a desk-type calculator it takes a considerable length of time.

The method consists of making a first approximation then transforming the equation (synthetic division) by dividing through by the approximation which will transform the equation into an equation with a root between 0 and 1 . A second approximation is made on this interval and the amount. $x$ is added to the first approximation, then the equation is transformed into one with roots between 0 and . 1 . This procedure continues until the desired degree of accuracy is obtained.

## LIN'S METHOD

Grove [2] states that in order to find the complex roots of an equation of the form

$$
\begin{equation*}
p_{n}(x)=a_{n} x^{n}+a_{n-1} x^{n-1}+\cdots \cdot a_{0}=0 \tag{2.9}
\end{equation*}
$$

we may be able to find real roots, divide out the corresponding factors, and solve the resultant equation. However, if the equation is of even degree there may be no real roots. In such cases we would like to be able to find the quadratic factors of (2.9). The following is an iterative procedure for doing this.

Complex Roots occur in conjugate pairs, say (a+bi) and (a-bi). The associated factors are

$$
x-(a+b i) \text { and } x-(a-b i) .
$$

From these we construct the quadratic factor

$$
[x-(a+b i)][x-(a-b i)]=(x-a-b i)(x-a+b i)
$$

or

$$
[(x-a)-b i][(x-a)+b i]=x^{2}-2 a x+a^{2}+b^{2} .
$$

Now set $x^{2}+p x+q=x^{2}-2 a x+a^{2}+b^{2}$.

Equating coefficients $\quad p=-2 a$

$$
\text { and } \quad q=a^{2}+b^{2}
$$

$a=-p / 2 ; b^{2}=q-a^{2} ; b= \pm \sqrt{q-a^{2}}$.

Now we can compute $p$ and $q$; we can find the roots of the
factor $x^{2}+p x+q$. Dividing $a_{0} x^{n}+a_{1} x^{n-1}+a_{2} x^{n-2} \cdots a_{n}$ by $x^{2}+p x+q$ we obtain

$$
\begin{aligned}
& \frac{a_{0} x^{n}+a_{1} x^{n-1}+a_{2} x^{n-2}+\cdots+a_{n-2} x^{2}+a_{n-1} x+a_{n}}{x^{2}+p x+q} \\
& =b_{0} x^{n-2}+b_{1} x^{n-3}+b_{2} x^{n-4}+\cdots+R
\end{aligned}
$$

where $R=b_{n-1} x^{-1}+b_{n-2} x$

$$
\begin{aligned}
& b_{0}=a_{0} \\
& b_{1}=a_{1}-b_{0} p \\
& b_{2}=a_{2}-b_{0} q-b_{1} p \\
& b_{3}=a_{3}-b_{1} q-b_{q} p \\
& b_{4}=a_{4}-b_{2} q-b_{3} p \\
& \ddot{\square} \\
& \vdots \\
& b_{k}=a_{k}-b_{k-2} q-b_{k-1} p ; k=2,3,4 \cdots n
\end{aligned}
$$

Hildebrand [5] states that the method due to Lin consists of applying the method of successive substitutions in the form

$$
p=\frac{a_{n-1}-q b_{n-3}}{b_{n-2}}, q=\frac{a_{n}}{b_{n-2}}
$$

In the absence of preliminary information, the iteration may be started with arbitrarily chosen values of $p$ and $q$, in the hope that convergence to some root pair (real or complex) will ensue.

## BAIRSTOW METHOD

Another iterative method for solving polynomial equations, discovered by Bairstow, differs from the Lin method in that the equations $R(p, q)=0$ and $S(p, q)=0$ are solved by the Newton-Raphson iteration for two equations, rather than by
the method of successive substitutions used by Lin, so that it is a second-order process.

Today Bairstow's method is probably more widely used than any other method. Since it is a second-order method, convergence is relatively fast. The major advantage is that it has the capabilities of returning both real and complex roots. Hamming [1] states that it is not infallible; occasionally it takes very long to converge on a quadratic factor or even fails; but, on the average, it seems to be better than any other single method.

Let the polynomial $p(x)=a_{0}+a_{1} x+a_{2} x^{2} \cdot \cdots a_{n} x^{n}$ and let us assume that we have a guess at a quadratic factor $x^{2}+p x+q$. Initially we can choose $p=q=0$ which will simplify the first step. Using synthetic division, we divide the polynomial by the quadratic factor to get a quotient and a remainder, e.g.,

$$
a_{n} x^{n}+a_{n-1} x^{n-1}+\cdots+a_{0}=\left(x^{2}+p x+q\right)\left(b_{n} x^{n-2}+b_{n-1} x^{n-3}+\cdots+b_{2}\right)+b_{1} x+b_{0} .
$$

The reason for the peculiar subscripts on the b's will become apparent as we go on; it makes notation easier. In a skeleton synthetic form, we have

$$
\begin{aligned}
& \begin{array}{lllllllll}
1 & p & a & a_{n} & a_{n-1} & a_{n-2} & \cdot a_{2} & a_{1} \quad a_{0}
\end{array} \\
& \cdots \mathrm{qb}_{\mathrm{n}} \cdots \mathrm{qb}_{4} \mathrm{qb}_{3} \mathrm{qb}_{2} \\
& =\frac{p b_{n}}{b_{n} b_{n-1}} \frac{q b_{n-1} \cdots b_{n-2} \cdots b_{3} p_{2}-}{}
\end{aligned}
$$

If the remainder is $b_{1} x+b_{0}$, the algebraic relations between the coefficients are

$$
\begin{align*}
& b_{n}=a_{n} \\
& b_{n-1}=a_{n-1}-p b_{n} \\
& b_{n-2}=a_{n-2}-p b_{n-1}-q b_{n} \\
& \vdots  \tag{2.10}\\
& b_{n-k}=a_{n-k}-p b_{n-k+1}-q b_{n-k+2}(k=2,3 \cdots n-1) \\
& b_{0}=a_{0}-q b_{2} .
\end{align*}
$$

We would have the desired quadratic factors if, and only if, the remainder were identically zero; that is, if

$$
b_{1}=b_{0}=0
$$

Let us consider these coefficients as functions of $p$ and $q$.

$$
\begin{aligned}
& b_{1}=b_{1}(p, q) \\
& b_{0}=b_{0}(p, q)
\end{aligned}
$$

We now use the two dimensional analog of Newton's method and expand $b_{i}, b_{0}$ in $a$ Taylor's series about the present guess ( $p, q$ ). Writing $p^{*}$ and $q^{*}$ as the desired solution, we have

$$
\begin{align*}
& b_{1}\left(p^{*}, q^{*}\right)=0=b_{1}(p, q)+\frac{\partial b_{1}}{\partial p} \Delta p+\frac{\partial b_{1}}{\partial q} \Delta q+\cdots  \tag{2.11}\\
& b_{0}\left(p^{*}, q^{*}\right)=0=b_{0}(p, q)+\frac{\partial b_{0}}{\partial p} \Delta p+\frac{\partial b_{0}}{\partial q} \Delta q+\cdots
\end{align*}
$$

where $\Delta p=p^{*}-p$

$$
\Delta q=q^{*}-q
$$

are the errors to be corrected for our next guess. Neglecting all but the linear terms in (2.11) we have a pair of linear equations for the changes to be made in $p$ and $q$.

The problem is how to find the partial derivatives which are the coefficients of the unknowns $\Delta p$ and $\Delta q$. We could make a small change in $p$ and note the change in $b_{1}$ and $b_{0}$ and do the same using a small change in $q$. We prefer, instead, to find them in a more analytical fashion. We differentiate (2.10) with respect to p.

$$
\begin{aligned}
& \frac{\partial b_{n}}{\partial p}=0 \\
& \vdots \\
& \frac{\partial b_{n-1}}{\partial p}=-b_{n}-\frac{p \partial p_{n}}{\partial p} \\
& \frac{\partial b_{n-2}}{\partial p}=-b_{n-1}-p \frac{\partial b_{n-1}}{\partial p}-q \frac{\partial b_{n}}{\partial p}
\end{aligned}
$$

$$
\frac{\partial b_{n-k}}{\partial p}=-b_{n-k+1}-p \frac{\partial b_{n-k+1}}{\partial p}-q \frac{\partial b_{n-k+2}}{\partial p}
$$

$$
\frac{\partial b_{0}}{\partial p}=\quad-q \frac{\partial b_{2}}{\partial p}
$$

If we now write $\frac{\partial b k}{\partial p}=-C *_{k}$
then we have

$$
\begin{aligned}
& c *_{n}=0 \\
& c *_{n-1}=b_{n}-p C *_{n} \\
& c *_{n-2}=b_{n-1}-p C *_{n-1}-q C *_{n} \\
& c *_{n-k}=b_{n-k+1}-p C *_{n-k+1}-q c *_{n-k+2}
\end{aligned}
$$

$$
C *_{0}=\quad-q C *_{2}
$$

These equations are of the same form as (2.10) provided that we note that $C *_{n}=0$ means the following: $C{ }_{n-k}$ is to be identified with $b_{n-k+1}, \quad b_{k}$ is to be identified with $a_{k-1}$. Also, the last equation is not quite correct.

These observations suggest repeating the process of synthetic division, using the same quadratic factor $x^{2}+p x+q$ on the b's (instead of the a's) to obtain coefficient of $C_{k}$. This we now do:
$\underline{1 p q} \mid b_{n} b_{n-1} b_{n-2} b_{n-3} \cdot \cdots b_{2} b_{1} b_{0}$

$$
q C_{n} \quad q C_{n-1} \cdot \cdot q C_{4} q C_{3} q C_{2}
$$

$$
p C_{n} \quad p C_{n-1} \quad \cdot \cdot p C_{3} p C_{2}
$$

$$
C_{n} \quad C_{n-1} C_{n-2} \quad \cdots \cdot C_{2} C_{1} C_{0}
$$

Thus we get

$$
\begin{align*}
& c_{n}=b_{n} \\
& c_{n-1}=b_{n-1}-p c_{n} \\
& c_{n-2}=b_{n-2}-p C_{n-2}-q C_{n} \\
& C_{n-k}=b_{n-k}-p C_{n-k+1}-q C_{n-k+2}  \tag{2.13}\\
& c_{1}=b_{1}-p C_{2}-q C_{3} \\
& c_{0}=b_{0} \quad-q C_{2} .
\end{align*}
$$

The partial derivatives for which we are looking in (2.11) are

$$
\frac{\partial b_{1}}{\partial p}=-c *_{1} ; \frac{\partial b_{0}}{\partial p}=-c *_{0}
$$

Comparing (2.12) and (2.13) we see that

$$
\begin{aligned}
& c *_{k-1}=c_{k}(k=n, n-1, \cdots 3,2) \\
& c *_{0}=c_{1}-b_{1}+p c_{2}
\end{aligned}
$$

Hence

$$
\frac{\partial b_{1}}{\partial p}=-c_{2} ; \frac{\partial b_{0}}{\partial p}=-\left(c_{1}-b_{1}+p c_{2}\right)
$$

We now examine the process for the partial derivative with respect to q. Again differentiate

$$
\frac{\partial b_{n-1}}{\partial q}=-p \frac{\partial b_{n}}{\partial q}=0
$$

$$
\begin{aligned}
& \frac{\partial b_{n-2}}{\partial q}=-b_{n}-p \frac{\partial b_{n-1}}{\partial q}-q \frac{\partial b_{n}}{\partial q} \\
& \therefore \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{aligned}
$$

$$
\frac{\partial b_{n-k}}{\partial q}=-b_{n}-k+2-p \frac{\partial b_{n-k+2}}{\partial q}-q \frac{\partial b_{n}}{\partial}
$$

$$
\frac{\partial b_{0}}{\partial q}=-b_{2}
$$

$$
-q \frac{\partial b_{2}}{\partial q}
$$

We now set

$$
\frac{\partial b_{k}}{\partial q}=-c_{k}^{* *}
$$

$$
\text { to get } \underset{n-1}{C * *}=0
$$

$$
\underset{n-2}{c * *}=b_{n}-p \underset{n-1}{c * *}-\underset{n}{q c * *}
$$

$$
\underset{n-k}{C * *}=b_{n-k+2}-\underset{n-k+1}{p C^{* *}}-\frac{q}{n}
$$

$$
\begin{array}{cc}
c * * \\
0 & =b_{2}
\end{array}-q C^{* *}
$$

Since $\underset{n}{C * *}=\underset{n-1}{C * *}=0$ we see that we need to identify

$$
\begin{aligned}
& \underset{k-2}{c^{* *}}=c_{k} ;(k=n, n-1, \cdots, 3) \\
& c_{0 * *}^{* *}=c_{2}-p C_{3}
\end{aligned}
$$

if we are to compare (2.14) and (2.13). The partial derivafives that we want for (2.11) are

$$
\frac{\partial b_{1}}{\partial q}=-\underset{1}{c * *}=-c_{3} ; \frac{\partial b_{0}}{\partial q}=-\underset{0}{c^{*} *}=-\left(c_{2}-p c_{3}\right) .
$$

Thus we have.

$$
\begin{aligned}
& b_{1}(p, q)=c_{2} \Delta p+c_{3} \Delta q \\
& b_{0}(p, q)=\left(c_{1}-b_{1}-p c_{2}\right) \Delta p+\left(c_{2}-p c_{3}\right) \Delta q .
\end{aligned}
$$

The solution of these two equations produces the amounts to change our guess of the quadratic factor $x^{2}+p x+q$. The convergence, when it works, is quadratic; that is, the errors when small, are approximately squared each step. Now we proceed to factor out the quadratic factor and use the equation as a new polynomial to be examined by the same process.

Ralston [11] states that when Bairstow's method converges it has the characteristic rapid convergence of the Newton-Raphson method.

Conte [7] notes that the major deficiency lies in the
fact that it is difficult to select the initial approximation ( $\alpha_{0}, \beta_{0}$ ) properly so as to assure convergence.

## LEMUR-SCHUR

Ralston [ll] notes that this method may be used to determine whether any zero of a polynomial lies within the unit circle; this idea will be used as the basis of a method to find the roots of $p(x)=0$.

Define

$$
p^{*}(z)=z^{n} \bar{p}\left(\bar{z}^{-1}\right)=\bar{a}_{n}+\bar{a}_{n-1} z+\cdots+\bar{a} z^{n}
$$

where bars denote conjugates. Now define

$$
T[p(z)]=\bar{a}_{0} p(z)-a_{n} p^{*}(z)
$$

so that, in particular $T[p(0)]=\bar{a}_{0} a_{0}-a_{n} \bar{a}_{n}$

$$
=\left|a_{0}\right|^{2}-\left|a_{n}\right|^{2}
$$

is real. Note also that $T[p(z)]$ has no term in $z^{n}$ so that if. we define

$$
T^{j}[p(z)]=T\left\{T^{j-1}[p(z)]\right\}
$$

we get a sequence of polynomials of decreasing degree. Let $k$ be the smallest integer for which $T^{k}[p(0)]=0$. The basic idea that we can use is the following: Suppose $p(0) \neq 0$. If for some $h$ such that $0<h<k, T^{h}[p(0)]<0$, then $p(z)$ has at least one zero inside the unit circle. If instead $T^{i}[p(0)]>0$
for $1 \leq i<k$ and $T^{k-1}[p(z)]$ is a constant, then no zero of $p(z)$ lies inside the unit circle.

The proof of this idea requires various elementary resuits from complex-variable theory. To use this theorem in determining whether or not $p(z)$ has a zero inside the unit circle, we proceed as follows:

1) Is $p(0)=0$ ? If so we have a zero $z=0$; if not, do step 2.
2) Calculate $T[p(z)]$. Is $T[p(0)]<0$ ? If so, there is a root inside the unit circle; if not, go to step 3.
3) Calculate $T^{j}[p(z)], j=1,2, \cdots$ until $T^{j}[p(0)]<0$, $j<k$ or $T^{k}[p(0)]=0$. If the former occurs, there is a root inside the unit circle. If the latter occurs and if $T^{k-1}[p(z)]$ is a constant, then there is no root inside the unit circle. Note that the theorem does not cover one possbility. If $T^{k}[p(0)]=0$ but $T^{k-1}[p(z)]$ is not a constant, the theorem tells us nothing. We shall close this loop hole a little later.

To apply this theorem to find the roots of

$$
p(z)=a_{n} z^{n}+a_{n-1} z^{n-1}+\cdots+a_{1} z+a_{0}=0
$$

we note first that if $p(z)$ has a zero inside the circle $|z|=q$, then $g(z)=p(q z)$ has a zero inside the unit circle. More generally, if $p(z)$ has a zero inside the circle $|z-c|=q$ $g(z)=p(q z+c)$ has a zero inside the unit circle. Thus we
proceed as follows, using the theorem at each step:

1) Does $p(z)$ have a zero inside the unit circle? If not consider $g(z)=p(2 z)$ and ask whether $g(z)$ has a zero inside the unit circle. If not, consider $p\left(2^{2} z\right)$. Continuing in this way, sooner or later we find an annulus

$$
R=2^{j} \leqq|z|<2^{j+1}=2 R
$$

such that $p(z)$ contains a zero in this annulus and none inside the circle $|z|=R$. [If $p(z)$ does have a zero inside the $u n i t$ circle, we halve the radius until we find a circle inside which there is no zero. Again we get an inequality for the annulus that contains the zero].
2) This annulus can be completely covered by eight overlapping circles each of radius $4 R / 5$ with centers at

$$
\frac{3 R}{2 \cos (\pi / 8)} e^{2 \pi i k / 8} k=0,1, \cdots 7, i=\sqrt{-1} .
$$

Testing each of these circles in turn using the theorem, we shall find at least one containing a root. If the coefficients of the polynomial are real, there must be a root in a circle for $k=0,1,2,3,4$.
3) Calling the center of this circle $C$, and starting with the radius $4 / 5 \mathrm{R}$, we proceed as in step 1 except that now we have the radius at each stage. Finally we find an annulus

$$
R_{1}=(4 R / 5) \times 2^{-j} \leq\left|z-c_{1}\right|<(4 R / 5) \times 2^{-\left(j_{1}-1\right)}=2 R_{1}
$$

for some positive integer $j$, which contains a zero of $p(z)$. As in step 2 we cover this annulus with eight circles and repeat steps 2 and 3 as long as desired.

The loophole in the theorem will occur with probability zero for a random choice of coefficients but nevertheless, it occurs when $a_{0}=a_{n}$ and for certain simple cases of integral coefficients. If for example in performing step 1 for a radius $R, T^{k}[g(0)]=0$, but $T^{k-1}[g(z)]$ is not a constant, the simplest thing to do is to choose a new radius $B R$ where $1 / 2<\beta<1$, say $\beta=3 / 4$, and continue with this value of the radius, choosing as the next radius $2 \beta$. If this case occurs in step 3 , then we use a value $1<\beta<2$ and continue in an obvious fashion. This procedure converges inevitably to a root of $p(x)$.

One can make the following points concerning the LemurSchur method:

1) The speed of the convergence is in no way affected by the multiplicity of the roots or by whether the roots are clustered in any way.
2) At any stage we may switch over to a more rapidly convergent method. Whether this more rapidly convergent method does indeed converge will depend on how close we are to the root. If it does not converge, we may switch back to the Lemur-Schur method.
3) Having found one root, we may remove it from $p(x)$ by synthetic division and proceed to find the others, remembering to make $2 R$ the starting radius for the next root.

## BERNOULLI'S METHOD

Ralston [11] suggests that one consider the difference equation $a_{n} u_{k}+a_{n-1} u_{k-1}+\cdots+a_{0} u_{k-n}=0$,
where the coefficients $a_{i}, i=0, \cdots, n$ are those of $p(x)$. If the roots $\alpha_{i}$ of $p(x)$ are distinct then the solution of this equation is given by

$$
\begin{equation*}
u_{k}=\sum_{i=1}^{n} c_{i} \alpha_{i}^{k} \tag{2.16}
\end{equation*}
$$

where the $\mathrm{c}_{\mathrm{i}} \mathrm{s}_{\mathrm{s}}$ depend on the initial conditions used to solve (2.15). If the roots are ordered in magnitude as in $p_{1}>p_{2}>\cdots>p_{n}$, then by rewriting (2.16)

$$
\begin{gather*}
u_{k}=c_{1} \alpha_{1}^{k}\left[1+\sum_{i=2}^{n} \frac{c_{i}}{c_{1}}\left(\frac{\alpha_{i}}{\alpha_{1}}\right)^{k}\right] \text { we have, if } c_{1} \neq 0 \\
\lim _{k \rightarrow \infty} \frac{u_{k}}{u_{k-1}}=\alpha_{1} \tag{2.17}
\end{gather*}
$$

The essence of Bernoulli's method is to use (2.15) to compute successive values of $u_{k}$ and then to compute the ratio of successive values of $u_{k}$ until these ratios converge to $\alpha_{1}$.

For this method to work at all, it is necessary that $c_{1} \neq 0$. The $c_{i}{ }^{\prime}$ depend, as we said, on the $n$ initial
conditions required by (2.15). If we generate these initial values using the equation

$$
a_{n} u_{m}+a_{n-1} u_{m-1}+\cdots+a_{n-m+1} u_{1}+m a_{n-m}=0 m=1, \cdots, n
$$

then it can be shown that all $\mathrm{c}_{\mathrm{i}}$ s are unity and thus

$$
\begin{equation*}
u_{k}=\sum_{i=1}^{n} \alpha_{i}^{k} . \tag{2.18}
\end{equation*}
$$

Therefore (2.17) always holds for this choice of initial conditions.

The above was predicted on the assumption that $\alpha_{1}$, the root of largest magnitude, is real and distinct. Nevertheless, the method also holds if $\alpha$, is multiple but real. When the root of largest magnitude is complex or when there is some combination of real and complex roots or largest magnitude, (2.17) no longer holds. The number of possible special cases is, therefore, very large. Each such special case can be taken care of by a suitable modification of (2.17). For example, if there is a single pair of complex conjugate roots of largest magnitude, then writing

$$
\alpha_{1}=\beta_{1} e^{i \phi}{ }_{1} ; \alpha_{2}=\beta_{1} e^{-1 \phi_{1}}
$$

$$
\begin{equation*}
u_{k}=2 \beta_{1}^{k} \cos ^{k \phi_{1}}\left(1+\sum_{i=3}^{n} \frac{\alpha_{i}^{k}}{\alpha_{1}^{k}+\alpha_{2}^{k}}\right) \tag{2.19}
\end{equation*}
$$

Using (2.19)

$$
\beta_{1}^{2}=\lim _{k \rightarrow \infty} \frac{u_{k}^{2}-u_{k+1} u_{k-1}}{u_{k-1}^{2}-u_{k} u_{k-2}}
$$

and

$$
2 \beta_{1} \cos \phi_{1}=\lim _{k \rightarrow \infty} \frac{u_{k} u_{k-1}-u_{k+1} u_{k-2}}{u_{k-1}^{2}-u_{k} u_{k-2}}
$$

Other special cases such as repeated complex roots and combinations of real and complex roots of equal magnitude can also be handled separately but especially for automatic computation; it is extremely tedious to have to provide for all these cases.

Moreover, if $\alpha_{2}$ has nearly the same magnitude as $\alpha_{1}$, the convergence of the process is extremely slow. Thus as a general purpose method, Bernoulli's method is inferior to the Lehmer-Schur and root-squaring methods.

When the root of largest or smallest magnitude is the only one that is desired and is distinct, Bernoulli's method can be very useful. When a root has been found and removed from $p(x)$ by synthetic division, Bernoulli's method can then be used to find an approximation to the root of next greatest magnitude.

With slowly convergent methods like the Lehmer-Schur or Bernoulli methods, it is desirable to use them only to get a good approximation to a root.

Hildebrand [5] states that the calculation is remarkably simple (and readily mechanized) when the dominant root is real and unequaled in absolute value and is not unduly complicate otherwise.

## GRAEFFE'S ROOT-SQUARING METHOD

Ralston [ll] suggests that the essence of Graeffe's method is to replace $p(x)$ by an equation, still of degree $n$, whose roots are the squares of the roots of $p(x)$. By iterateing this procedure, roots of $p(x)$ which are unequal in magitide become more widely separated in magnitude. By separating the roots sufficiently we can, as we shall see, calculate the roots directly from the coefficients. When there are. roots of equal magnitude, this process runs into difficulties, but these can be overcome.

Let the roots of $p(x)$ be $a_{i}, i=1, \cdots, n$. We assume in the remainder of the section that $a_{n}=1$. Then, writing $p_{0}(z)$ for $p(z)$, we have

$$
p_{0}(z)=\left(z-\alpha_{1}\right)\left(z-\alpha_{2}\right) \cdots\left(z-\alpha_{n}\right)
$$

Using this we may write

$$
p_{1}(w)=(-1)^{n} p_{0}(z) p_{0}(-z)=\left(w-\alpha_{1}^{2}\right)\left(w-\alpha_{2}^{2}\right)\left(w-\alpha_{n}^{2}\right), w=z^{2}
$$

so that the zeroes of $p_{1}(w)$ are the squares of those of $p_{0}(z)$. Therefore, the sequence

$$
p_{r+1}(w)=(-1)^{n} p_{r}(z) p_{r}(-z), r=0,1, \cdots
$$

is such that the zeroes of each polynomial are the squares of the zeroes of the previous polynomial. If we denote the coefficient of $p_{r}(z)$ by $a_{j}(r), j=0, \cdots \cdots, n$, then we have

$$
a_{j}^{(r+1)}=(-1)^{n-j}\left\{\left[a_{j}^{(r)}\right]^{2}+2 \sum_{k=1}^{m i n(n-j, j)}(-1)^{k} a_{j-k}^{(r)} a_{j+k}^{(r)} .\right.
$$

To use the sequence of polynomials $\left\{p_{r}(z)\right\}$, we need the well known relationship between the coefficients of a polynomial and its zeroes. This relationship is expressed by the equation

$$
a_{j}^{(r)}=(-1)^{n-j} s_{n-j}\left(\alpha_{1}^{2}, \alpha^{2}, \cdots, \alpha_{n}^{2^{r}}\right) j=0,1, \cdots \cdots, n-1
$$

where $S_{k}\left(x_{1}, \cdots, x_{n}\right)$ is the $k$ th symmetric function of $x_{1}, \cdots, x_{n}$. This function is defined by the equation

$$
s_{k}\left(x_{1}, \cdots, x_{n}\right)=\sum_{1}^{n} x_{r_{1}} x_{r_{2}} \cdots x_{r_{k}} .
$$

where the notation $\quad \sum^{n}$ denotes that the sum is over all $1^{c}$
combinations of the digits 1 to $n$ in the subscripts. Thus, for example,

$$
\begin{equation*}
a_{n-1}^{(r)}=-s_{1}\left(\alpha_{1}^{2 r}, \cdots, \alpha_{n}^{2^{r}}\right)=-\sum^{n} \alpha_{k}^{2^{r}} . \tag{2.20}
\end{equation*}
$$

Let

$$
\alpha_{k}=q_{k} e^{i \phi_{k}} \quad k=1, \cdots, n
$$

Suppose first that all the roots are distinct in magitude and ordered so that

$$
\begin{equation*}
q_{1}>q_{2}>\cdots>q_{n} \tag{2.21}
\end{equation*}
$$

We write (2.20) as $a_{n-1}^{(r)}=-\alpha_{1}^{2^{r}}\left[1+\sum_{k=2}^{n}\left(\frac{\alpha_{k}}{\alpha_{1}}\right)^{2}\right]$.
Then using (2.21) $\lim _{r \rightarrow \infty}\left|-a_{n-1}^{(r)}\right|^{1 / 2^{r}}=\left|\alpha_{1}\right|$

Therefore, for sufficiently large $r$

$$
\begin{equation*}
q_{1} \approx\left|-a_{n-1}^{(r)}\right|^{1 / 2^{r}} \tag{2.22}
\end{equation*}
$$

Similarly, we have

$$
a_{n-2}^{(r)}=\sum_{1}^{n}{ }^{c} \alpha^{2^{r}}{ }_{1}^{r}{ }^{2}{ }^{2}{ }_{2}^{r}=\alpha_{1}^{2^{r}}{ }_{\alpha}^{2^{2}}\left[1+\sum_{1}^{n}\left(\frac{{ }^{c} r_{1}{ }^{\alpha} r_{2}}{\alpha_{1}{ }^{\alpha}}\right)^{2^{r}}\right] ;\left(r_{1}, r_{2}\right) \neq(1,2)
$$

a nd, therefore, for sufficiently large r

$$
\begin{equation*}
q_{2}=\frac{1}{a_{1}}\left|a_{n-2}^{(r)}\right|^{1 / 2^{r}} \approx\left|\frac{a_{n-2}^{(r)} 1 / 2^{4}}{a_{n-1}^{(r)}}\right|^{(r)} \tag{2.23}
\end{equation*}
$$

Continuing in this way we have in general

$$
\begin{equation*}
q_{k}=\left\lvert\, \frac{a_{n-k}^{(r)}}{a_{n-k+1}^{(r)} \mid / 2^{r}} \quad k=3\right., \cdots, n \tag{2.24}
\end{equation*}
$$

In practice "sufficiently large $r$ " means only that we must continue the root-squaring process until the approximaLions to the magnitudes have stabilized to the number of decimal places that we desire.

Once the roots are separated, and their magnitudes obtained, determining the sign is easily accomplished by inserting the magnitude into $p(x)$.

The difficulties in using this procedure arise when some of the roots have equal magnitudes. These difficulties are of two kinds: (1) The relations (2.22), (2.23), (2.24) are no longer correct in general. Therefore, determining the magitide of the roots is more difficult. (2) Since some roots
may be complex, it is no longer simple to determine the root given the magnitude.

Further transformations may be made to eliminate these problems, but as a result the procedure is greatly complicated.

Large coefficients may cause trouble, particularly if. a large number of root squarings are required. Also how do we know when we have performed a sufficient number of root squarings to separate adequately the roots of different magnitudes? Although a more complicated program, the rootsquaring method appears to be more efficient than the LemurSchur method. A comparison of the speeds is quite difficult, because the Lemur-Schur method would be coupled with a more rapidly convergent method which would be used when a good approximation to a root has been found.

Hildebrand [5] explains that the Graeffe method possesses the theoretical advantage that the iteration leads to all zeroes of $p(x)$ at the same time, and there is no question of ultimate convergence if appropriate attention is paid to round-off error. However, it is often rather laborious, and the extraction of algebraic roots of high order, which is involved in the process, is conveniently effected in machine calculation only by an iterative process.

A serious disadvantage follows from the fact that a gross error committed at any stage of the calculation invalidates all subsequent calculations, whereas the other iterative methods considered would suffer only a reduction
in the rate of convergence.
Rather than use this method for the complete determination of the roots, it is often convenient merely to iterate sufficiently to obtain crude approximations, when such approximations are not easily obtained by other methods, and then to improve these approximations by simpler or more rapidly convergent methods.

This in effect concludes the detailed look at the review of literature on polynomial root-finding. As we mentioned before, hundreds of books have been written on the matter, and almost every numerical analysis book in existence today has at least one chapter on the subject. For further information, one may refer to the bibliography of this paper.

## DISCUSSION

The importance of the field under consideration cannot be overemphasized. On many occasions, scientists and mathematicians encounter polynomials of which they desire the roots. Many methods have been derived to aid them in their endeavors, but due to the number of problems existing in the field, no one method has proved adequate for all occasions.

It is the purpose of this study to delve into some of these methods in order to compare and analyse them. The works of many renowned authors as presented in the previous section have provided factual information which has aided in the study of these methods.

In order to effectively discuss the polynomial rootfinding problem, it is necessary to know something about polynomials in general. Several basic algebraic theorems allow us invaluable information on the number, kind, and location of real and complex roots. The following theorems provide us with the above mentioned information: (1) if $p(a) \cdot p(b)<0$, there exists at least one real root, and in fact there are an odd number of real rocts in the interval [a,b]; (2) if in the synthetic division of $p(x)$ by $x-h$ all the coefficients of the reduced polynomial are positive, $h$ is an upper bound to the real roots, also if in the synthetic division of $p(-x)$ by $x-h$ all the new coefficients are positive then $-h$ is a lower limit to the real roots, and (3) the number of positive real roots is equal to the number of
changes in sign or less than that number by a positive even integer. Likewise, the number of changes in sign of $p(-x)$ indicates the number of possible negative real roots. In particular if $p(x)$ or $p(-x)$ possesses no change in the signs of its coefficients, there are no real roots in that form of $p(x)$. If exactly one change is incurred only one real root exists in that form of $p(x)$. These theorems have provided information to previous researchers and are useful tools in today's investigations.

In researching this particular field several methods were chosen to be compared. The primary concern of the first part of this study was related to methods instrumental in obtaining a single real root. Of the methods encountered upon reviewing the literature, the following were chosen for the comparison: (1) the Method of False Position, (2) the Secant Method, (3) the Bisection Method, (4) the Wegstein Method, (5) the Method of Iteration, (6) the Aitken-Delta Squared Method, and the (7) Newton-Raphson Method. The reason for choosing only single root methods is that once one real root is acquired, the original polynomial may be reduced by synthetic division leaving a polynomial of degree $n-1$ to which one can again apply a single root method to reduce the polynomial further. Cautions, restrictions, and suggestions on doing this type of procedure will be discussed later.

The above methods were divided into two separate groups. As one might notice, the methods of Iteration, Aitken Delta Squared, Newton-Raphson and Wegstein all require one starting
value while the remaining methods require two starting values. Thus the groups were selected based on the number of starting values.

Let us consider the group consisting of the methods of Bisection, False Position, and Secant. A program was written combining all of these methods so they might be executed in one run through the computer rather than several single runs. Since these methods do require two starting values, a systematic method for providing these starting values had to be implemented. An upper and lower bound to the real roots of the equation under consideration were ascertained. One starting value was fixed at the upper bound and the other starting value was initialized at the lower bound. Once these two values were used in the computation involved in all methods of that group, the second starting value was incremented. This procedure provided new starting values at each step of the comparison and allowed for a wide range of situations. The comparing of the methods continued until the second starting value approached the first value (upper bound). The type of information obtained from this comparison included the following: (1) the number of iterations required to converge to a root, providing convergence occurred, (2) the computed root versus the true root, (3) the actual execution time involved in converging to a root. The last piece of information is interesting in that it was obtained through the use of the special subroutine which enables the user to utilize the IBM System/360 internal timer capable of expressing
increments of time in one-hundredths of a second. Thus, the actual execution time of each method was obtained by calling this subroutine at the beginning and end of each method.

The second group consisting of the methods of Iteration, Newton-Raphson, Wegstein, and Aitken Delta Squared was compared in much the same manner as was the previous group. There were, however, two main differences between the two groups. First, as mentioned before, they had different requirements on the number of starting values; secondly, three of the four members of the second group required iteration in the form $x=f(x)$. To facilitate this requirement, several forms of $x=f(x)$ were used. After trying several forms of $x=f(x)$, the method of iteration was excluded from the comparison due to the fact that it was very critical of the form of $x=f(x)$ and often times converged in only a few instances. To compare the remaining methods, the lower bound to the real roots was used as the first starting value and after each group comparison, was incremented, thus allowing many different starting values. Exactly the same information was gathered on these methods as was described above for the first group.

A special subroutine was written to form a polynomial from a number of real roots. Since some large degree equations were desired, it was decided to use double precision and integer roots. These two endeavors aided in controlling the round off error which might be present in the coefficients of high degree polynomials. Eighteen different polynomials varying in degree from four to fifteen were used in the above
comparisons.
Contained in the following pages are examples of the re-. sults obtained in comparing the single root methods. One should note the different activities that occur pertaining to the starting value(s) involved.

The letters $N C$ mean that the method failed to converge to a root. Also, the increments of time as shown on the examples are measured in seconds, thus .01 would be one-hundredth of a second. The expression . 10E-05 means . 000001 . The signed constant following the $E$ indicates the number of $p l a c e s$ and direction to move the decimal point to obtain the actual figure.

The above methods primarily applied to the removal of real roots from $p(x)$. Should a need for finding the complex roots exist, a special method should be used. Although some of the methods above coupled with complex arithmetic could do the job, not all computers have complex arithmetic available and some languages have no provisions for this. Of prime concern in finding complex roots are the methods of Lin and Bairstow. There is much similarity in these methods in that they both factor from the polynomial a second degree polynomial of the form $x^{2}+p x+q$ and they both require starting values for $p$ and $q$. Several polynomials with complex roots were formed and the methods of Lin and Bairstow compared. The results of this comparison will be presented in the next section.

$$
\begin{aligned}
p(x)= & x^{10}-13 x^{9}-98 x^{8}+1734 x^{7}+825 x^{6} \\
-71565 x^{5}+ & 118808 x^{4}+927316 x^{3}-2175856 x^{2} \\
& -2671872 x+6773760
\end{aligned} \quad \begin{aligned}
& \text { ROOTS ARE: } 8,9,7,5,3,2,-2,-4,-7,-8
\end{aligned}
$$

| Starting Values | Method | Number of Iterations | Computed Root | Error | Time To Converge |
| :---: | :---: | :---: | :---: | :---: | :---: |
| -7.95,10.0 | Bisection | 27 | -2.000000 | 0.0E-05 | . 16 |
| -7.95,10.0 | False Position | NC | NC | NC | NC |
| -7.95,10.0 | secant | 16 | -7.000000 | NC | . 33 |
| -7.35,10.0 | Bisection | 27 | -2.000000 | 0.0E-05 | . 15 |
| -7.35,10.0 | False Position | 18 | -7.000004 | 0.6E-05 | . 53 |
| $-7.35,10.0$ | Secant | 28 | -3.999999 | 0.1E-05 | . 55 |
| -2.25,10.0 | Bisection | 26 | -2.000000 | 0.0E-05 | . 15 |
| $-2.25,10.0$ | False Position | 8 | -2.000000 | 0.0E-05 | . 21 |
| -2.25,10.0 | Secant | NC | NC | NC | NC |

$$
\begin{gathered}
p(x)=x^{6}-15 x^{5}+49 x^{4}+195 x^{3}-1166 x^{2} \\
+720 x+2016 \\
\text { ROOTS ARE: } 7,6,4,3,-1,-4
\end{gathered}
$$

| Starting values | Method | Number $0 f$ Iterations | Computed Root | Error | Time To Converge |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 3.84,8.0 | Bisection | 25 | 3.999999 | 0.1E-05 | . 11 |
| 3.84,8.0 | False Position | 44 | 3.999999 | 0.1E-05 | . 80 |
| 3.84,8.0 | Secant | 6 | 4.000000 | 0.0E-05 | . 08 |
| -1.25,8.0 | Bisection | 26 | 3.999999 | 0.1E-05 | . 10 |
| -1.25,8.0 | False Position | 10 | -1.000000 | 0.0E-05 | . 18 |
| -1.25,8.0 | Secant | 8 | -1.000000 | 0.0E-05 | . 11 |
| -2.15,8.0 | Bisection | 26 | -. 999999 | 0.1E-05 | .11 |
| -2.15,8.0 | False Position | 54 | 3.999999 | 0.1E-05 | . 98 |
| -2.15,8.0 | Secant | 12 | 3.000000 | 0.0E-05 | . 16 |

$$
\left.\begin{array}{rl}
p(x)-x^{10}-23 x^{9}+152 x^{8}+130 x^{7}-4627 x^{6} \\
+9961 x^{5} & +32626 x^{4}-117780 x^{3}-12024 x^{2} \\
& +309312 x-217728
\end{array}\right\}
$$

| Starting <br> Values | Method | Number Of <br> Iterations | Computed <br> Root | Error | Time To <br> Converge |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $.999,10.0$ | Bisection | 26 | 8.999999 | $0.1 E-05$ | .16 |
| $.999,10.0$ | False Position | 1 | 1.000000 | $0.0 E-05$ | .01 |
| $.999,10.0$ | Secant | 1 | 1.000000 | $0.0 E-05$ | .01 |
| $8.34,10.0$ | Bisection | 23 | 9.000000 | $0.0 E-05$ | .13 |
| $8.34,10.0$ | False Position | 54 | 9.000000 | $0.0 E-05$ | 1.51 |
| $8.34,10.0$ | Secant | 21 | 23 | 5.999999 | $0.1 E-05$ |
| $8.94,10.0$ | Bisection | 5.000000 | $0.0 E-05$ | .41 |  |
| $8.94,10.0$ | False Position | 52 | 9.000002 | $0.8 E-05$ | .13 |
| $8.94,10.0$ | Secant | 14 | 9.000000 | $0.0 E-00$ | 1.48 |

$$
\begin{gathered}
p(x)=x^{5}-12 x^{4}-3 x^{3}+358 x^{2}-264 x-2880 \\
\text { ROOTS ARE: } 8,6,5,-3,-4
\end{gathered}
$$

| $\begin{aligned} & \text { Starting } \\ & \text { value } \\ & \hline \end{aligned}$ | Method | Number $0 f$ Iterations | $\begin{gathered} \text { Computed } \\ \text { Root } \\ \hline \end{gathered}$ | Error | Time To Converge |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 3.50 | Newton | 6 | 4.999999 | 0.1E-05 | . 03 |
| 3.50 | Aitken | 14 | 5.000000 | 0.0E-00 | . 10 |
| 3.50 | Wegstein | 18 | 5.000001 | 0.1E-05 | . 10 |
| 2.00 | Newton | 6 | 4.999999 | 0.1E-05 | . 03 |
| 2.00 | Aitken | 19 | 8.000000 | 0.0E-05 | . 15 |
| 2.00 | Wegstein | 14 | 5.000003 | 0.3E-05 | . 08 |
| 1.25 | Newton | 6 | 6.000000 | 0.0E-00 | . 01 |
| 1.25 | Aitken | NC | NC | NC | NC |
| 1.25 | Wegstein | NC | NC | NC | NC |

$$
\begin{aligned}
& p(x)=x^{8}+17 x^{7}+44 x^{6}-462 x^{5}-1631 x^{4}+3493 x^{3} \\
& +10226 x^{2}-3048 x-8640=0 \\
& \text { ROOTS ARE: } 4,3,1,-1,-2,-5,-8,-9 \longrightarrow 7,4+2 \times 6
\end{aligned}
$$

| starting Value | Method | Number of Iterations | $\begin{aligned} & \text { Computed } \\ & \text { Root } \end{aligned}$ | Error | Time To Converge |
| :---: | :---: | :---: | :---: | :---: | :---: |
| -3.95 | Newton | NC | NC | NC | NC |
| -3.95 | Aitken | 6 | -5.000000 | 0.0E-05 | . 05 |
| -3.95 | Wegstein | NC | NC | NC | NC |
| -6.80 | Newton | NC | NC | NC | NC |
| -6.80 | Aitken | NC | NC | NC | NC |
| -6.80 | Wegstein | 9 | 4.000000 | 0.0E-05 | . 06 |
| -7.70 | Newton | 4 | -8.000000 | 0.0E-05 | . 03 |
| -7.70 | Aitken | 5 | -5.000000 | 0.0E-05 | . 05 |
| -7.70 | Wegstein | 5 | -5.000000 | 0. OE-05 | . 03 |

$$
\begin{gathered}
p(x)=x^{6}-15 x^{5}+49 x^{4}+195 x^{3}-1166 x^{2}+720 x+2016 \\
\text { ROOTS ARE: } 7,6,4,3,-7,-4
\end{gathered}
$$

| $\begin{aligned} & \text { Starting } \\ & \text { Value } \\ & \hline \end{aligned}$ | Method | Number $0 f$ Iterations | $\begin{gathered} \text { Computed } \\ \text { Root } \\ \hline \end{gathered}$ | Error | Time To Converge |
| :---: | :---: | :---: | :---: | :---: | :---: |
| . 05 | Newton | 8 | -4.000000 | 0.0E-05 | . 05 |
| . 05 | Aitken | 22 | 2.999996 | 0.4E-05 | . 20 |
| . 05 | Wegstein | 8 | 5.999992 | 0.2E-05 | . 05 |
| . 80 | Newton | 6 | 3.999999 | 0.1E-05 | . 03 |
| . 80 | Aitken | 18 | 2.999991 | 0.9E-05 | . 16 |
| . 80 | Wegstein | NC | NC | NC | NC |
| 1.55 | Newton | 6 | 3.000000 | 0.0E-05 | . 03 |
| 1.55 | Aitken | NC | - NC | NC | NC |
| 1.55 | Wegstein | 7 | 2.999973 | 0.27E-05 | . 03 |

Upon examining the results of the above mentioned comparisons it was decided to take the "best" method from each group and form a combined method which we shall call the Bisnewbar method. This combined method consisted basically of the following four parts: (1) information gathered from certain algebraic theorems on the number, kind, and location of the real roots, (2) the method of Bisection, (3) the method of Newton-Raphson, and the (4) method of Bairstow. This combined method is capable of returning all the roots both real and complex of a polynomial. Ore will note that the Bairstow method will do this, but for equations of sufficiently high degree some round-off error may be accumulated and convergence may be slow.

The above method (presented in flow chart form in a later section) will now be described in detail. First of all, it was necessary to determine if the polynomial $p(x)$ possibly had real roots. This was done through the use of some of the algebraic theorems discussed previously. Secondly, an upper and lower limit to the real roots were ascertained also by using one of these basic theorems. Third, a systematic procedure was used to obtained two values such that $p(a) \cdot p(b)<0$, the requirement for using the Bisection method. Fourth, those values were used as starting points for the method of Bisection. The method of Bisection was used until two approximations met the following criteria:

$$
\left|x_{n}-x_{n+1}\right|<.01
$$

where $x_{n}$ represents the $n$th approximation to the root. Fifth,
once this criterion was met, $x_{n+1}$ was used as the starting value for the Newton-Raphson method. The Newton-Raphson method was allowed to continue until

$$
\left|x_{n}-x_{n+1}\right| \leq .1 \times 10-9 .
$$

The Newton-Raphson method will converge in all cases except possibly when

$$
\frac{\perp p(x) p^{\prime \prime}(x) \mid}{\left[p^{\prime}(x)\right]^{2}}
$$

is greater than one, or $\mathrm{p}^{\prime}(\mathrm{x})$ is equal to zero or very close to zero. Sixth, once this final result was obtained, the root was factored from the polynomial leaving a polynomial of degree n-i. Seventh, the procedure was repeated (third through sixth steps) until all accessible real roots were removed from the polynomial. Note that roots very close together and multiple roots are considered inaccessible at this point. Eighth, once all accessible real roots were obtained, the procedure referred to the Bairstow method to remove those real and complex roots not already obtained.

Round-off error is the major concern in a method such as the one described above. Since this combined method was written to decrease the amount of round off error in the roots, a special step was implemented in the above procedure to accomplish this task. Once the starting values are obtained
for the next root, the method of Bisection is used utilizing the reduced equation, but once its criterion is satisfied the Newton-Raphson method is used utilizing the original polynomial. Through utilization of the original polynomial to obtain the final root to be removed from the equation, a more accurate final root is obtained and the coefficients of the reduced polynomial will contain a minimum amount of round-off error. It might also be mentioned here that double precision was used in all endeavors of this study thus allowing another assurance of maximum accuracy.

Since the Bairstow method is probably the most popular method today, the decision was made to form a comparison between the Bairstow and Bisnewbar methods. A total of fortyeight polynomials were used varying in degree from two to twenty. Multiple roots, wide-spread roots, and roots very close together were used to form polynomials thus allowing many different situations. The time of convergence, accuracy and dependability were all noted. Contained in the following pages are examples of results from this comparison. One will note how extremely fast both methods are. Double precision has been used on both methods, thus keeping accuracy at a maximum. In fact, for the epsilon involved, accuracy for both methods was generally the same.

Again, the letters NC mean the method did not converge. The increments of time are, as before, measured in seconds. The expression .329003 is equivalent to 329.0 .

## COMPARISON EXAMPLES

$$
\begin{aligned}
& \text { I. Roots Are: }-2.236,2.236,-2.236,2.236, \\
& \quad-3.0,-6.0,-1+2 I,-1-2 I,-1+2 I,-1-2 I \\
& \text { Bairstow Time: } \quad N C \\
& \text { Bisnewbar Time: } 1.58
\end{aligned}
$$

II. 'Roots Are: -2.236, 2.236, -2.236, 2.236,

$$
9.0,-5.1,-3.2,4.2
$$

Bairstow Time: NC
Bisnewbar Time: 1.91
III. Roots Are: -9.2, -8.6, 3.0, 6.0, -1.2-4.6I, -1.2+4.6I,

$$
8-6.5 I, 8+6.5 I,-8.3+4.6 I,-8.3-4.6 I
$$

Bairstow Time: . 88
Bisnewbar Time: 1.15
IV. Roots Are: $-7.6,-3.0,-4.0,7.1,-8.5,4.1,-5.2$,

$$
-3.2,6.1,-8.6,-8+4 I,-8-4 I
$$

Bairstow Time: 3.15
Bisnewbar Time: 1.61
V. Roots Are: $-2.0,-4.0,-3.7,-8.1,-4.1,-6.2,-3.9+6.2 I$,

$$
-3.9-6.2 I,-3.1+8.7 I,-3.1-8.7 I
$$

Bairstow Time: . 88
Bisnewbar Time: 1.20

## COMPARISON EXAMPLES (con't)

$$
\begin{aligned}
& \text { VI. Roots Are: }-1.9,-1.9,4.7,-5.3,-6.0,7.3,-6.1,4.1 \\
& \text { Bairstow Time: NC } \\
& \text { Bisnewbar Time: . } 78
\end{aligned}
$$

VII. Roots Are: -1.8, 3.2, 4.1, 3.0, -9.0, -5.0, -3.9+6.2I, -3.9-6.2I, 2.0-4.7I, 2.0+4.7I
Bairstow Time: . 95
Bisnewbar Time: 1.15
VIII.Roots Are: -3.21, -9.11, -6.25, -8.11, -6.12, 1.42, 7.33, -2.12, -8.12, -4.22

Bairstow Time: 1.21
Bisnewbar Time: 1.18
IX. Roots Are: -3.12, -4.5, 7.45, 3.21, 9.12, 7.86, 2.89, $-4.85,-7.56,-4.38,-5.46,8.16,-2.99$, -5.44

Bairstow Time: 2.70
Bisnewbar Time: 2.11
X. Roots Are: -1.9, -1.9, 4.7, -5.3, -6.0, 7.3, -6.1, 4.1, $-6.3-4.2 \mathrm{I},-6.3+4.2 \mathrm{I},-1.9+6.2 \mathrm{I},-1.9-6.2 \mathrm{I}$

Bairstow Time: 1.43

Bisnewbar Time: 1.38

Variations and refinements could be made on the Bisnewbar method to assure better convergence under certain situations, but one must remember the point of this method was to produce a relatively fast converging method capable of keeping round-off errors to a minimum. Any drastic changes in the method could defeat the prime purpose of the method.

This ends the discussion of some of the problems and solutions of the polynomial root-finding field. The conclusions reached in the study of this field will be presented in the next section.

## CONCLUSIONS

Choosing a method instrumental in finding the roots (zeroes) of $\mathrm{p}(\mathrm{x})=0$ is often a very difficult task. Many methods exist in this field, but each has its disadvantages. Speed, convergence, starting values, desired root, and accuracy are all key words relating to problems involved in selecting a method.

This author feels the basis for finding the roots of $p(x)$ lies in the ability to locate the roots roughly and supply proper starting values. Should we be able to supply the proper starting values, fast converging methods may be utilized which will keep computation time at a minimum. The question arises on how do we obtain this information on the roots. The best answer available consists of (1) obtaining information from rough graphing of the polynomial and (2) from the algebraic theorems mentioned throughout this study. The utilization of one or both of the above can allow us much information on the locations of the roots thus enhancing the possibility of supplying a good starting value.

Let us first consider the case of finding a single root of $p(x)=0$. Assume we hâve obtained a starting value(s) and are now proceeding to choose à method for finding the desired root. Examining the following chart which the author has compiled in regard to his investigation of single root methods, we hope to obtain an idea on which method or methods to use in finding the root under consideration. Each of the methods
was rated as to the per cent of time it converged, and on how its speed compared with the other methods.

| METHOD | DEPENDABILITY \% | SPEED* | $\begin{gathered} \text { AVERAGE } \\ \text { SPEED } \\ \text { (SECONDS) } \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| Bisection | 100 | 4 | . 11 |
| Newton-Raphson | 95 | 1 | . 03 |
| Secant | 75 | 5 | . 18 |
| Wegstein | 40 | 2 | . 05 |
| Aitken | 38 | 3 | . 10 |
| False Position | 34 | 6 | . 50 |

* the methods are ranked from high to low (1 thru 6) depending on their average speed.

While many of these methods could apply in the case under consideration, some of them will under certain circumstances fail to return the desired root. If one is successful in forming an iteration of the form $x=f(x)$ such that $\left|f^{\prime}(x)\right|<1$ for the starting value involved, convergence to the desired root is relatively assured if one uses the method of iteration. The main disadvantages here are that $i t$ is often hard to find the proper form of $x=f(x)$, and convergence is relatively slow.

Based upon the comparison of the eighteen polynomials, the author feels the "best" method for finding a single root lies in the combining of the Bisection method and the NewtonRaphson method. The Bisection method allows us dependability,
while the Newton-Raphson method allows us speed. If we can determine an interval [a,b] (as small as possible) such that $p(a) \cdot p(b)<0$, we can use the Bisection method to obtain $\left|x_{n}-x_{n+1}\right| \leq .01$, and refer to the Newton-Raphson to converge to the root in question. Since the Newton-Raphson method does require a good initial approximation, the Bisecticn method is used to provide this. It should be noted, however, that for roots of even multiplicity, the method of Bisection does not apply. One can, however, use the Newton-Raphson method since the complications of repeated roots only affect the method by a decrease in convergence speed.

Should we wish to find several or all of the real roots of $p(x)$, a repetition of the above method may be used. Once we have obtained an interval such that $p(a) \cdot p(b)<0$, we may use the methods of Bisection and Newton-Raphson to find a root. Once the root is found, it may be removed from the polynomial by synthetic division leaving a polynomial of degree $n-1$. This procedure may be continued until all singular real roots have been removed, at which time we can use the Newton-Raphson method to remove multiple roots should they exist.

The two methods most popular for finding the complex roots of $p(x)$ are the methods of Lin and Bairstow. The comparisons of this author have supported previous authors in that the Bairstow method appears to be the better of the two methods. The Bairstow method is of second order while the Lin method is of order - one, thus affording the Bairstow
method superior convergence. The Bairstow method is not as critical of the starting values of $p$ and $q$ as is the method of Lin. Should the complex roots of $p(x)$ be desired, the method due to Bairstow will provide these with good accuracy and speed. The initial starting values of $p=0$ and $q=0$ are usually sufficient for the Bairstow method to converge. Now we come to what the author feels is the most important aspect of polynomial root finding. This deals with the ability to find all the roots (real and complex) of $p(x)=0$.

This problem can at times be extremely difficult. One must note, however, that there are special always-convergent methods available such as the Lehmer-Schur, Graeffe, and Bernoulli methods that will eventually obtain either all the real roots or both real and complex roots. These methods are, however, extremely slow and special cases arise in which the procedures may have to be altered in such a manner that programing becomes extremely complicated. The author suggests that if one of the above methods is used, it should only be used to provide approximations to the roots and then the use of a method such as the Newton-Raphson method should be implemented to converge to the true roots. In reference to the previcus statement, the Bairstow method may also be used to supply rough approximations to the real roots of $p(x)$, and again we may use the Newton-Raphson method to converge to the true roots.

The Bisnewbar method, developed by this author, and the Bairstow method were compared as to accuracy, speed and
dependability. Summarized in the following table are the results achieved in the comparing of the methods for fortyeight different polynomials.

| METHOD | DEPENDABILITY \% | SPEED ${ }^{*}$ |
| :---: | :---: | :---: |
| Bairstow | 62 | 42 |
| Bisnewbar | 100 | 58 |

> * Speed is indicated by the per cent of the time one method was faster than its counterpart.

One will notice that the Bisnewbar method converged for $100 \%$ of the polynomials examined, and $58 \%$ of the time was faster than the Bairstow method. Since double precision and an epsilon (error) of .1D-09 were used on both the Bairstow and Bisnewbar methods, the overall accuracy appears to be the same for both methods.

The Bisnewbar method has proven to be better than the Bairstow method in that it converges more often, and on the average converges faster. The reason for this appears to be in the fact that the Bisnewbar method attempts to remove all singular real roots from the polynomial before any attempt is made to find the complex roots or roots of multiplicity. The Bisnewbar method appears to remove the influence of these roots, thus allowing the Bairstow part of the method to remove the remaining roots with some degree of complication
removed.
Thus, this author feels that the Bisnewbar method is a good candidate for finding the roots of $p(x)$ because it is fast, accurate, and dependable.

## APPENDIX I

This section contains a flow chart and program for the Bisnewbar method. Should the reader desire to use the program, certain information is essential. The user must supply the number of coefficients of the polynomial as an integer right justified in column four of the first data card. On the same card the actual coefficient should be entered in descending order, right justified in fields of fifteen. These coefficients should be in double precision and any coefficient non-existent in the polynomial should be represented as zero. Consider the following example:

$$
p(x)=x^{7}+13 x^{6}-7 x^{5}+5 x^{4}+3 x^{2}+2 x-1=0 .
$$

The data would appear as:
Data card \#1
COLUMN
19
34
48
64
$\downarrow \quad \downarrow \quad \downarrow \quad \downarrow \quad \downarrow$
$\begin{array}{llllll}\text { DIGIT } 8 \text { 1.DOO } & \text { 13.D00 } & -7 . D 00 & 5 . D 00\end{array}$

Data Card \#2
COLUMN
15
30
45
60

DIGIT
0.000
3.DOO
2.000
-1.000

Note if more than four coefficients are entailed, the remanning coefficient should be put on successive data cards
four to a card right justified in fields of fifteen. If the previous instructions are followed, the Bisnewbar method will return all real and complex roots.

One should also note that there are several subprograms necessary to the Bisnewbar method. The routines are as follows: (1) a routine to determine an upper and lower bound to the real roots, (2) a routine to evaluate a polynomial (nested multiplication), (3) a routine to form the first derivative of $p(x)$ and (4) a Bairstow method with double precision accuracy.

All necessary parts of the Bisnewbar method are contained in this appendix.

## BISNEWBAP FLOWCHART



```
C : PISNFWRAR COMOINATION METHODN FOR SOLVSNG NTH DEGPRE POIYNOMIAIS
```




```
    1039 FFAD (1,163) NMM, (?(1),!=1,NHM)
    163 F!!puAT(14,(4015.0))
        AC=R17!
        NO 747 I=1, N!लM
        R(T)=R(I)/AC
    747 Hा!!=01!)
        LND=N!M-1
        WR!TK (z,n0つ) LMn,(~(I),!=1,N(!m)
```



```
        15.5!)
        C.All. CSnN?(R,C,CND)
        EOS=.1!-09
        ATNC = .01
        KDT=1
        T}=1
        NF=3
        TT=5.n
        (ALL CSON5,P, NT, पOP,T!JNO,TT ,NUMM
        f.n in 103
    189 NOFG = NH:4 - 1
        IF(T) त47,043,043
    043 sum=!!n
        Gn in 04?
    047 <1]M=二श1लक
    04? nก 439 I= , N1MM
    4.39 A'1,! =9(!)
r. ADAPTIONS TO RISFCTION MCTHON
    nELTA =.1
        NN=1
        0 = 1
        L.K.J=1
```

```
    Tr =1
    IF(T) 43!,434,434
    431 AB= TUDO
    Gก Tn 4?3
    434 AR=119 
433 RT=AB
    Ar=0.nnกn
    IE{CSOn(o,NOFR,Ar)) 119,1:?,117
117 IF(CSON(R,NDFC.AP)) 100,117,121
    117 x=AB
    OQ TO Q
13? X=PT
    O%TO
    119 AB = Ar
-135 TFICSOH(R,NNEG,NT)1 20),137.,20.3
2R3 \C= RT
            GO TO 120
C. \triangleOAPTINNS FOQ RISFCTYNN MFTHCN
    121 6n TO (919,010,त人1), NN
    918DR = . 5*(RT-AC)
            \DeltaR = DD
            O= RT-PR
            S = PP-AC
            NN=?
            Co TO 117
    919 AR = PP + DFLTA*(R)*0
            NN}=
            IF(AC%T-S(1M) 1\7,135,136
    ?{1 An= PP-nELTA*(S)*0
            NN=?
            0=0+1.
            IF(AB*T) 136,12f,11?
797 Gの TO (OKl,⿹K2, nK \),1,kJ
    961PR = r.+(HT-AS)
            RT = RT-DR
    OT = pO
```

```
    ST = np-^R
    \K\ = ?
    Gn Tח 13
96? ?T = प! & \!L! * PT * Tी
    | KJ = ?
    IFiPr*T-S|M) 125,136,136
052 रिT = 00-NNT^ सT TO
    lkJ= ?
    TO= +n + 1.
TF(तTMT) Tर, 1?6.Tु5
    .136 T = T* (-1)
143? !C(KnT-)107),000,07?
    rn Tr 170
    120 MITEn=0
    v = cen:)(n.Nпf(r, x)
    !C(\capARS(Ar-x)-ATMC:) 3, 2,4
        IF(NN-つN) 7,7,32
7 Tr(Y) 5.3,f.
        r, T\cap ?
6NC = x %
    32 UPTT! (2,19)
    IO FORNATI' &TSECTTON MFTMOD FATIEN TO RONVERCE'I
    त!! T! त?
    3, MiTT = ?
    30v=x-c\operatorname{con}(H,1,Nn,x)/r\operatorname{san}(C,1,Nn-1,x)
    [fiñ<(y-x)-rns )Q,a,l
    1 X-Y
        NOT=NOT + 1
    43 W?ITF (3, 2?)
    1? FORMAT(3`5!1 x = ,nつ\.10)
```

```
    81. FORMATT NEWTON FAIIES TO COMVFRGT
        dO TO 9?0
    ? WRITF \((3,19) x\)
        \(A(3,1)=A(1,1)\)
        กn \(35 \mathrm{~J}=1\), NOFG
        \(\Delta(7, j+1)=X * A(3, j)\)
        \(A(3, J+1)=\Lambda(2, J+1)+A(1, J+1)\)
        If(חABC \((A!3, \mathrm{~J}+1))-.10-09) 636,636,35\)
\(636 \mathrm{~A}(3, \mathrm{a}+1)=0.0000\)
35 CONTINTE
    NUM \(=\) NHM-1
    Dก Rロ品 \(T=1\), NUM
\(803 B(1)=\Delta(3,1)\)
        IF (NDFG-? ) 82,8?,103
    Q2 \(x=-\wedge(3,2)\)
        G T T O 1038
\(102 \quad \mathrm{~L}=1\)
    \(210300107 \mathrm{~J}=1\), N1JM
\(107 \cap(J)=R(J)\)
    \(100 \mathrm{M}=0\)
    \(\mathrm{N}=0\)
    กก \(132 \mathrm{~J}=1\), NIJM
    IF(D(J) \(158,133,230\)
    15 IF(N-1) 36,9の,?6
\(3.6 \quad \mathrm{~N}=0\)
    Gก Tח 133
    220 [c(4-1) 139, 99, 120
\(138 \mathrm{M}=0\)
    \(\mathrm{N}=1\)
133 CONTINIIE
- 6ी T0 (16ा, तथवा,
    - (G) TO (100,10!),1
    \(100 \mathrm{~T}=1\).
```

```
    GกTT 190
    191 IF!T) \(190,136,136\)
    161 LT=N?FR-
    Пก \(10!~!=1, \mathrm{NHM}\)
    101 n(J)=n! !
        ดก \(170 \mathrm{k!}=\) ?, 20, ?
        IFTLT - KIT \(38,77,17 n\)
    77 กก \(173 \mathrm{~J}=2\), LT ,?
173 D(J) \(=-0(1)\)
    Gत Tn \(\quad\) ?
    388 กत \(174 \mathrm{~J}=1, \mathrm{LT}\) ?
174 D(J) \(=-\) Q \((\mathrm{J})\)
    GO Tति 83
    170 CONTIN!UF
        \(83 \mathrm{~L}=\) ?
            กด TO 100
    の○の | N=?
    CALL BAIP(A,R,NHM,LNI)
-103я CONTTNUF
    G) TT 1030
    FND
    \(r\) SIJQחIITTNE FO? DETERMINTNG DFRIVATIVES
        SIERROUT TNF \(C,<\Pi n \rightarrow(A, a, N!)\)
        तrITRLE PRECIS!DN A(ग1).R(21)
        กी \(1 \quad 1=1, \mathrm{~N}\)
        \(F N=N+1-T\)
    \(1 \mathrm{FIT})=\mathrm{FN} * A(\mathrm{I})\)
        PFTIIQN
        FM!
```

, SURROUTINF CSOn5(A,K,AL , TUPP, ATNC. NIM,


```
C K=1 GIVES UPCER ROUND; K=? GIVES L.WFR BOMMO : K = 3 GIVES
C \capOTH
        l=?
    72 DO 2 }j=1\mathrm{ , NUM
    2 B(1,J)=A(J)
        B(3,1)=A(1)
        NOEG=NUM-1
        go Tn (37,42,37),K
    37 UnD =.0n1
    1620त3 J = 1,NOFG
            B(?,J+1)=(JPP * 8(2,J)
            R(3,J+1)=B(?,J+1)+ Q(1,,j+1)
            |F(B|{,J+1)| 1n,3,?
            3 continue
        GO TO(19,20),1.
        WPITE (3,14?) UPP
    142 FOPMAT(' UPD',F\2.6)
    IR UPP = UPP + ATNC.
    19 WRITF (3,31) UPP
        AI =UPD
    31 FORMATC UPDCR I.IMIT,019.6)
        rn Tn (00,4?.4?),k
    4? nी क0 KL = ?, 20,?
    IF(NDFr,-kL) Q.7,kn
    7 กח 73 J=?,NחER,?
    73R(1,J)= -R(1,J)
        C0T0-3
        Q DO 74 J=3,NחFG,?
    74 R(1,J)= -R(1,J).
        0! 0.7 NK=?, NTM
    87 R(1,NK) = -R(1,NK)
```

    GO TO 93
    ```
    63 CONTINUL
    83 1. = 2
        n(3,1)=R(1,1)
        60 T0 ?7
    2n TUPD = -lipp
    WRITF (2,45) TUPD
    45 FORMAT1, LOWFP IIMTY,D10.7)
    99 RETIIRN
        FND
            SURRDUTINE RAIFIF,R,N2,NLI
    c. RAIRSTOW MFTHON
```



```
            BNURLE DOFCICION TI,T?,D(?1),TML,OFI.P,OFLO,TTMF
            NNI:=0
            KPT =1
            LK=N?
            OO 40% T=I,N?
            O(I)=R(LK)
    40? LK=LK-1
        [=(NI) 83,R?,83
    82 CONTINUT
    83 TOL=.10-00
        P=0.0nחO
        NN=N+1
        0=0.0n0n
        N=N2-1
        MO 301 !JK = 1,KK
    3\cap1 A(IJK)=ח(IJK)
        11 R(KK)=A(KK)
        C(KK)=A(KK)
    13R(KK-1)=A(KK-1)-n#&(KK)
        J=KK-?
    20 R(J)=^(J)-P*q(J+1)-0**(J+7)
        J=J-1
```

IF(J-2)21,20,20
$218(1)=A(1)-Q * \cap(3)$
$C(K K-1)=$ R $(K K-1)-P * C(K K)$ $\mathrm{J}=\mathrm{Kk}-$ ?
$30 C(J)=R(J)-p *(17+1)-3 *(1)+?)$
$J=J-1$
[F(J-?)3!,30,20
$31 C(1)=R(1)-0 * C(3)$
$T 1=(C(2)-3(?)+p$ * $\mathrm{C}(3))$
$T 2=(13)+0 *(4)$
DE1 $n=(R(1) * C(3)-R(2) * T 1) /(T) * C(2)-C(4) * T 1)$
OFI. $P=(R(2) / C(2))-C(4) * D E(\cap / C(3)$
IF(DARS(DELO)-THI $33,33,4$
33 TFIDABS (DEL O)-TOL $123,33,41$
41 CNNTINHE
$\mathrm{P}=\mathrm{P}+\mathrm{DFL} \mathrm{D}$
$0=0+05!-0$
NNL $=$ NNL +1
IF(NNL-100) $13,13,134$
134 IF(KPT) $108,108,493$
$403 \mathrm{KPT}=0$
$209 P=A(2) / A(3)$
$\mathrm{N} N \mathrm{NL}=0$
$0=A(1) / A(3)$
GO TO 11
$23 \mathrm{Fl}=\mathrm{P}$ **? -4 . 0 * 0
IF(DARS(F1)-.10-07) 121,121,120
$121 \mathrm{Fl}=0.0000$
120 F = OSDRT(DABS(FI))
IF(F1)51,52,5?
$51 \wedge A=(-1.0 \% D) / ? .0$
$Q R=F ? / 2.0$
90 URITE $2,551 \quad 44, n n$
WRTFF $(3,56) A A, R B$
on TO ! 00
5) $\wedge \Delta \wedge=((-1.0 * 0) / 2.0)+F ? 1 ? .0$

```
0RQ=(1-1.0%0)/7.01-67/7.0
    AB=0.0
    NRTTE (3,55) A A1,AR
    WPTTF(3,56) B?n,:!?
    100 N!=N-7
        IF(N-?)104,101,10?
    1\cap1 \rho= P(KK-1)/n(KK)
        C=R(KK-?)/0(Kく!
        GO TO ?3
    102 NN=N+!
        O\cap 105 != !, N!!
    105 A(I)=R(T+?)
        KK=N+1
        NNL-O
        IF(KOT) >0n,20n,214
    214 P=0.0
        n=0.0
        rn T0 11
    1044 Tf(1)-1)!08,!06,!nk
    lof }\times1=-9(3)/9(4
    AB=0.0
    WQITF (3,55) X1, NQ
    103 TF(NL) 9/4,80,94
    90 CONTTNUE
    O4 RFTURN
```




```
    ENT
```
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