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## ABSTRACT

Synthesis and design techniques for multiport, multileyered, disiributed paranetor RC networks aro investicated in this dissertation. The besic building block is a netrork section of uniform width consisting of alternate layers of resistive and dielectric raterials on top of a pexiectly conducting plane. The resulting network is composed of a cascade of these sections with all access cerminals at one end of the casoged retrork. The temanals at the other end are either open circuited or short circuited. A inethod is discussed for synthesizing a network fon a prescribod network adnittance natrix. An apmomimation technique is given for obtaining a realizable network inmittane matrix from Bode plots of the short birout adittance parametors for the four-bayorod case. Since thes sppoxination technque may bo defacult to fuplement in pactical enconsoring problens, ligh and low frequen asymptic relationchips ore given wich are ucont in prectical dosiga cit networks. Design sugestions are given for notch, lon pass, and high pass natworls.
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### 1.0 INTRODUCTION TO DISTRIEUTED $\overline{R C}$ NETWORKS

### 1.1 Purpose of Distributed $\overline{R C}$ Networks

With the advent of microelectronic technology, devices which can be constructed using thin film or monolithic techniques are much in demand. Among these devices, distributed parameter $\overline{R C}$ netrorks are becoming popular as a means of overcoming the difficulty of constructing microminiature inductors (Ref. 3, 23) because they can be used to construct low pass, high pass, and notch networks. A notch network placed in the feedback loop of an active cevice can produce a bandpass network. (Ref. 31).
1.2 Definition of Distributed Faraneter $\overline{\mathrm{FC}}$ Network

A distributed parameter $\overline{R C}$ network is an electrical network composed of alternate layers of resistive and dielectric films. Figure 1.1 shows an example of a distributed $\overline{\mathrm{RC}}$ network. In this dissertation it will be assumed that these layers are deposited on a perfectly conducting film or ground plane and that the dielectric layers are non-conductive. Further it will be assumed that each layer is electrically homogeneous. and of uniform thickness. Thus the resistivity $\rho$ and permittivity $\epsilon$ of Figure 1-1 are not functions of the spacial coordinates, and, since the width of the network varies, the resistance and capacitance per unit length are functions of $x$ only. A convention used in this dissertation is to call a circuit an n-layered device if the number of resistive layers plus the number of capacitive layers equals $n$. The perfectly conducting layer is not counted. By this convention the device of Figure 1.1 has two layers. If in discribing a network a bar appears


Figure 1-1. (a). Two-layered distributed marametor $\overline{\mathrm{RC}}$ network. (b). An incremental model.
above the letters $P$ and $C$, sfecitically ES, a distributed merameter network is to be maderstood.

### 1.3 Review of Frevious Fork

The analysis of distributed FC networks is Eased on transinssion Iine theory. The network dirferential equations in tine $s$ domain, sometimes called the telegrapher's equations, can be written as the matrix equation (Ref. i)

$$
\frac{\partial}{\partial x}\left[\begin{array}{l}
V(x, s)  \tag{1.1}\\
I(x, s)
\end{array}\right]=-\left[\begin{array}{lr}
0 & r(x) \\
s=(x) & 0
\end{array}\right]\left[\begin{array}{l}
V(x, s) \\
I(x, s)
\end{array}\right]
$$

in which $r$ and c are respectively the resistance and capacitance per unit Jencth of ilhe nutwork. Elinination of either $V$ or I from these equat3ons resillts in

$$
\begin{align*}
& V^{\prime \prime}(x, s)-\frac{r^{\prime}(x)}{r(x)} V^{\prime}(x, s)-r(x) c(x) s V(x, s)=0  \tag{1.2a}\\
& I^{\prime \prime}(x, s)-\frac{c^{\prime}(x)}{c(x)} I \prime(x, s)-r(x) c(x) \operatorname{sI}(x, s)=0 \tag{1.2b}
\end{align*}
$$

whore the prime denotes differentiation with respect to $x$. In early analytic work, geometries were chosen such that equations (1.2) could be solved in closed form. Some of the tapers studied for the bwo layered network were tho uniform (Ref. 14), exponential (Eef. 31,14), trigonometric (Ref. 29), and linear (Hef. 14) tapers. A solution to time completely goneral iapor was obtajned in the form of an infinite series of multiple integrals by Frotonotarios and Wing (Ref. 23). By solving equation (1.1) as a inatrix differential equation, Bertnolli (Fef. 1) showed this solution to be tise matrizant. Googe and su (Ref. 9 ) investigated the four-layered case of the uniform distributed $R C$ network, paying special attention to the two-port obtained by connecting leads between the two ends of the top resistive layer and the conductive plano. Bertnolli
(Rer. 1) pointed out that the maltilayered case may be obtained from the two layered case by replacing all scalar electric quantities by corresponding matrix quantities.

Some design work has been done by referring to a catalog of known immittance and transfer functions of previously studied network morphologies (Ref. 11, 13). Heizer (Ref. 16) and Hesselberth (Ref. 17) succeeded in realizing a finite number of poles along the negative real axis of the s-plane by assuming special nonhomogenous distributions of either the permittivity or the resistivity of the network leyers. The positive real transformation $W=\tanh \sqrt{\text { rcs enabled Wyndrum (Fef. 32) }}$ to develop a synthesis procedure using two-layered uniform sections of varying widths as the basic network building blocks. Network functions of distributed networks in the H -plane resemble those of discrete component I-C networks in the s.-plane and can be realized exactly by the use of Wyndrun's procedure. The W-plane function is obtained by fitting log magnitude plots of certain cataloged factors to a given admittance curve. OrShea (Eef. 22) used the transformation $p=\cosh \sqrt{\text { res }}$ and realized transmission zeros in the p-pJane. By using gyrators and transformers, Newcoinb (Ref. 20,21) described an n-port synthesis procedure for lossless transmission lines.

### 1.4 Scope of this Dissortation

The motivation of this work stems from the lack of distributed mitiport synthesis procedures in the literature. Wyndruin's work is extended to include multilayered distributed uniform networks. Chapter Two describes an exact n-port synthesis procedure provided the network function to be synthesized is in a form that is realizable. A method of calculating some of the network parameters from the low and high
asymptotic froquency rosponse of short circuit admittance parameters and open circuit voltage transfer functions is given in Chapter Threo. Chapter four shows how a realizable function may be derived from the short circuit admittance parameters by curve fitting in a tiansformation plare. Finally in Chapter Five a design procedure is disoussed which uses difital computation to optimize selected performance characteristics of four..layered two-port networks. Several interesting sample circuits are given along with their log magnitude and phase plots.

### 2.0 Mulfifort symiesis

### 2.1 Introduction

In his Fh.D. dissertation (Ref. 32) Falph W. Wyndrum described a one port synthesis procedure and an approxination procedure using tio-layered distributed parmeter $\overline{R C}$ networks of uniform width as elements of a cascaded network. In this chapter Wyndman's synthesis procedure will be extended to multiport synthesis in which multi-layered $\overline{R C}$ networis sections sinilar to the four-layered network of Figure 2-1 are elements. First the uniform multilayered $\overline{\mathrm{FC}}$ network is analized, then the synthesis procecure is developed, and finally examples are given mich demonstrate the procedure.
2.2 Analysis of the Multi-Iayered Distributed $\overline{\mathrm{KC}}$ Network

To begin the analysis of the uniform $\overline{\mathrm{RC}}$ network consider the incremental model of an n-layered circuit shown in Figure 2-2 in which the quantities $r_{a}, c_{2}$, etc. are the resistances and capacitances per unit length of the uniform section. In equation (2.1) the voltage and current relations ara written for this model.

$$
\begin{align*}
V_{a}(x)= & r_{a} \Delta x I_{a}(x)+V_{a}(x+\Delta x) \\
V_{b}(x)= & r_{b} \Delta x I_{b}(x)+V_{b}(x+\Delta x) \\
\cdots \cdots \cdots & \cdots \cdots \cdot \cdots \\
V_{n}(x)= & r_{n} \Delta x I_{n}(x)+V_{n}(x+\Delta x)  \tag{2.1}\\
I_{a}(x)= & s c_{a} \Delta x V_{a}(x+\Delta x)-s c_{b} \Delta x V_{b}(x+\Delta x)+I_{a}(x+\Delta x) \\
I_{b}(x)= & -s c_{a} \Delta x V_{a}(x+\Delta x)+s\left(c_{a}+c_{b}\right) \Delta x V_{b}(x+\Delta x) \\
& -s c_{b} \Delta x V_{c}(x+\Delta x)+I_{b}(x+\Delta x)
\end{align*}
$$

$I_{n}(x)=-s c_{n-1} \Delta x V_{n-1}(x+\Delta x)+s\left(c_{n-1}+c_{n}\right) \Delta x V_{n}(x+\Delta x)+I_{n}(x+\Delta x)$


FIgure 2-1. Four-layered distributed $\overline{R C}$ network.


Figure 2-2. Equivalent circuit of an incremental length ( $\Delta x$ ) of a 2n-layered distributed RC network.

If 1 is the total length of the section and $F_{a}, C_{a}$, etc. are the total resistance and capacitance of the respective layers of the section, then $r_{a}=\frac{F_{a}}{1}, c_{a}=\frac{C_{a}}{1}$, etc. When $\Delta x$ approaches zero in equation $(2,1)$, the differential equations of the circuit result.

$$
\begin{align*}
& \frac{\partial V_{a}(x)}{\partial x}=-\frac{R_{a}}{I} I_{a}(x) \\
& \frac{\partial V_{b}(x)}{\partial x}=-\frac{R_{b}}{I} I_{b}(x) \\
& \cdots \cdots \cdot \cdot \cdot \\
& \frac{\partial V_{n}(x)}{\partial x}=-\frac{R_{n}}{I} I_{n}(x)  \tag{2.2}\\
& \frac{\partial I_{a}(x)}{\partial x}=-s \frac{C_{a}}{I} V_{a}(x)+x \frac{C_{a}}{I} V_{b}(x) \\
& \frac{\partial I_{b}(x)}{\partial x}=s \frac{C_{a}}{I} V_{a}(x)-s\left(\frac{C_{a}}{I}+\frac{C_{b}}{I}\right) V_{b}(x)+s \frac{C_{b}}{I} V_{c}(x) \\
& \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \\
& \frac{\partial I_{n}(x)}{\partial x}=s \frac{C_{n-1}}{I} V_{n-1}(x)-s\left(\frac{C_{n-1}}{I}+\frac{C_{n}}{I}\right) V_{n}(x)
\end{align*}
$$

These equations can be written in the matrix form

$$
\frac{\partial}{\partial x}\left[\begin{array}{l}
\underline{V}  \tag{2.3}\\
\underline{I}
\end{array}\right]=-\frac{1}{1}\left[\begin{array}{ll}
0 & \underline{G} \\
\operatorname{Cs} & 0
\end{array}\right]\left[\begin{array}{l}
\underline{V} \\
\underline{I}
\end{array}\right]
$$

where

$$
\begin{align*}
\underline{R} & =\left[\begin{array}{cccc}
R_{a} & 0 & \cdots & \cdots \\
0 & R_{b} & \cdots & 0 \\
\vdots & \vdots & & \vdots \\
0 & 0 & \cdots & R_{b}
\end{array}\right],  \tag{2.4}\\
\underline{C} & =\left[\begin{array}{cccccc}
c_{a} & -c_{a} & 0 & 0 & \cdots & 0 \\
-c_{a} & c_{a}+c_{b} & -c_{b} & 0 & \cdots & 0 \\
0 & -c_{b} & c_{b}+c_{c} & -c_{c} & \cdots & 0 \\
0 & 0 & -c_{c} & c_{c}+c_{d} & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & & \vdots \\
\dot{0} & 0 & 0 & 0 & \cdots & c_{n-1}+c_{n}
\end{array}\right] \tag{2.5}
\end{align*}
$$

and

Note that $R$ and $C$ are symmetric. If the reference directions for voltage and current of Figure 2-1 are used, the solution of equation (2.3) as given by Eertmolli (Ref. 1) in terms of terminal voltages and currents is
whore $U_{i}=\left[\begin{array}{c}V_{i_{i}} \\ V_{i_{b}} \\ \vdots \\ V_{i_{n}}\end{array}\right], I_{i}=\left[\begin{array}{c}I_{i_{a}} \\ I_{i_{b}} \\ \vdots \\ I_{i_{n}}\end{array}\right], i=1,2$, and the square root and
hyperbolic functions of the matrices are as defined in Appendix $A$. It is shown in Appendix 3 that equation (2.6) may be written in either the form
or

$$
\begin{equation*}
\underline{V}=\underline{Z} I \tag{2.7}
\end{equation*}
$$

$$
\begin{equation*}
I=Y V \tag{2.8}
\end{equation*}
$$

where

$$
\begin{align*}
& \text { V. }=\left[\begin{array}{l}
y_{1} \\
y_{2}
\end{array}\right], I=\left[\begin{array}{l}
I_{1} \\
I_{2}
\end{array}\right] \text {, and } Z \text { and } Y \text { are the } 2 n \times 2 n \text { matrices } \tag{2.9}
\end{align*}
$$


Equations (2.9) and (2.10) are the desired forms of the solution of the uniform multilayered distributed RC network.

### 2.3 Open and Short Circuited Driving Point Immittance Matrices

Observe that if tie outputs of the $\overline{R C}$ section are open circuited. i.e. $I_{2}=\left[\begin{array}{l}0 \\ 0 \\ 0 \\ 0\end{array}\right]$, then
$\underline{V}_{1}=\underline{Z}_{11} I_{1}=\operatorname{coth} \sqrt{S R C} \sqrt{S_{K C}}-1 \underline{I_{1}}$
and if the outputs are short circuited, ie. $\underline{V}_{2}=\left[\begin{array}{l}0 \\ 0 \\ \vdots \\ 0\end{array}\right], ~ . ~$
These open circuit and short circuit relations of equations (2.11) and ( 2.12 ) will be useful later.

### 2.4 Cascade Synthesis of Muti-Tayered $\overline{\mathrm{RC}}$ Networks

Let several distributed $\overline{\mathrm{KC}}$ networks be caseated as depicted in Figure 2-3. To ensure uniform current flow through each individual network or section in the cascade assume a narrow conductive film across the resistive films at the ends of each section of the cascaded network as in the four-layered three section network of Figure 2-4. For the ith notwork in the cascade let $I_{i}$ represent the matrix


Figure 2-3. m cascaded sections of a multi-layered $\overline{\mathrm{RC}}$ network.


Figure 2-4. Four-layered three section cascaded network showing narrow conductive films which ensure uniform current flow through each section.
where $\tau_{11}=R_{a_{i}} c_{a_{i}}, \tau_{21}=R_{b_{i}} c_{a_{i}}, T_{22}=R_{b_{i}} c_{b_{i}}$, etc. The first subscript on $R$ and $C$ denotes the layer index while the second subscript denotes which section in the cascade is under consideration. Later, a change of variable will be made involving tanh $\sqrt{5 I_{i}}$. Since the variable will have to be independent of the particular section under corsideration, $\tanh \sqrt{\operatorname{sI}_{i}}$ mast be the same for each section in the cascade. This requires that $I_{i}=I_{j}=\underline{I}$ which implies that corresponding $R C$ products of all sections are equal. Now write the equation for the input admittance matrix of the $i^{\text {th }}$ section in terms of the input admittance matrix and the parameters of the $i+1^{\text {th }}$ section. The details are involved and are left to Appendix $B$, the result is given in equation (2.14).

$$
\begin{align*}
\underline{X}_{i}(s)=\underline{R}_{i+1}^{-1} & \sqrt{s \underline{I}}\left(\underline{R}_{i+1}^{-1} \sqrt{s \underline{I}}-\underline{Y}_{i+1} \tanh \sqrt{s \underline{I}}\right)^{-1} \\
& \times\left(\underline{Y}_{i+1}-\underline{R}_{i+1}^{-1} \sqrt{s \underline{I}} \tanh \sqrt{s \underline{I}}\right) \tag{2.14}
\end{align*}
$$

If $Y_{i}(s)$ is multiplied by $1 / \sqrt{s}$ an equation results which describes a corresponding $L C$ circuit in the $\sqrt{s}$ plane.

$$
\begin{align*}
& \times\left[\mathbb{U}_{i+1}^{\underline{U}_{i+1}}(\sqrt{s})-R_{i+1}^{-1} \sqrt{\underline{I}} \tanh \sqrt{s I}\right] \tag{2.15}
\end{align*}
$$

Now make a change of variables similar to one first suggested by Richards (Ref. 28). Let

$$
\begin{array}{ll} 
& \underline{W}=\tanh \sqrt{S I}=\left(e^{2 \sqrt{S I}}-\underline{E}\right)\left(e^{2 \sqrt{S I}}+\underline{\underline{I}}\right)^{-1}  \tag{2.16b}\\
\text { or } \quad e^{2 \sqrt{S I}}=(\underline{\underline{I}}+\underline{W})(\underline{E}-\underline{W})^{-1}
\end{array}
$$

$X_{i c}(\underline{W})=R_{i+1}^{-1} \sqrt{I}\left[R_{i+1}^{-1} \sqrt{I}-\underline{Y}_{i+1}(\underline{W}) \underline{W}\right]^{-1}\left[\underline{Y}_{i+1}(\underline{W})-R_{i+1}^{-1} \sqrt{I} \underline{W}\right]$
Note that now the variable is the matrix W rather than the scalar s. One form of Richard's Theorem (Ref. 28) for the scalar case states that if

$$
\begin{equation*}
y_{i}(s)=y_{i+1}(1) \frac{y_{i+1}(s)-s y_{i+1}(1)}{y_{i+1}(1)-s y_{i+1}(s)} \tag{2.18}
\end{equation*}
$$

$y_{i}(s)$ is positive real if $y_{i+1}(s)$ is positive real and is of lower degree than $y_{i+1}(s)$. Wyndrum (Ref. 32) described a symthesis procsdure for cascaded sections of the two-layered distributed $R C$ network using equation (2.18). He obtained an equation for the driving point impedance of a portion of the network in terms of the driving point impodance and parameters of the preceding section. If Figure $2-3$ is used as a diagram, Wyndmun's equation is

$$
\begin{equation*}
y_{i}=\frac{\sqrt{s T}}{R_{i+1}} \frac{Y_{i+1}-\frac{\sqrt{s T}}{K_{i+1}} \tanh \sqrt{s \tau}}{\frac{\sqrt{5 T}}{R_{i+1}}-Y_{i+1} \tanh \sqrt{s \tau}} \tag{2.19}
\end{equation*}
$$

in which $R_{i}$ and $T$ are scalars. After multiplying by $1 / \sqrt{s}$ and raking the substitution $w=\tanh \sqrt{s r}$, this equation becomes

$$
\begin{equation*}
y_{i c}(w)=\frac{\sqrt{\tau}}{R_{i+1}} \frac{y_{i+1}(w)-\frac{\sqrt{\tau}}{R_{i+1}} w}{\frac{\sqrt{\tau}}{K_{i+1}}-y_{i+1}(w) w} . \tag{2.20}
\end{equation*}
$$

Equation (2.20) is in the form of a lumped LC network in the w plane. Thus it could be represented by a positive real ratio of polynomials which have the characteristics of lumped LC networks. Wyndrum observed that if

$$
y_{i+1}(1)=\frac{\sqrt{\tau}}{R_{i+1}}
$$

equation (2.20) is in the form of Richard's Theorem, equation (2.18). Inspection of equation (2.17) reveals that in form it is identical to equation (2.20), the difference being that in the former ail quantities (including the variable ) are matrices mile in the latter all quantio ties are scalars. This leads one to suspect that a synthesis procedure similar to Wyndrun's could be applied to multi..layered networks.

Observe that in the scalar caso

$$
\left.w(s)\right|_{s \rightarrow \infty}=\lim _{s \rightarrow \infty} \tanh \sqrt{s T}=\lim _{s \rightarrow \infty} \frac{e^{2 \sqrt{S T}}-1}{e^{2 \sqrt{S T}}+1}=1
$$

and in the matrix case application of Sylvester's Theorem leads to

$$
\begin{aligned}
\left.\underline{W}(s)\right|_{s \rightarrow \infty} & =\lim _{s \rightarrow \infty} \tanh \sqrt{s} \underline{I}=\sum_{i=1}^{n} \operatorname{lin}_{s \rightarrow \infty} \tanh \sqrt{s \lambda_{i}} \underline{Z} \circ\left(\lambda_{i}\right) \\
& =\sum_{i=1}^{n} 1 \cdot \underline{Z} o\left(\lambda_{i}\right)
\end{aligned}
$$

Where the $\lambda_{i}$ 's are the eigenvalues of the matrix $I$ and the $\underline{Z} \circ\left(\lambda_{i}\right)$ 's are the constituent idempotent of $I$ as defined in equation (A.10) of Appendix A. The term $Z O\left(\lambda_{i}\right)$ has the properties

$$
\sum_{i=1}^{n} \underline{Z} \circ\left(\lambda_{i}\right)=\underline{\underline{玉}}
$$

so that

$$
\left.W(s)\right|_{s}=I
$$

since equation (2.20) takes the form of a lumped IC network,

$$
y_{i}(w)=w^{ \pm 1} \frac{\prod_{j}\left(w^{2}+a_{j}\right)}{\int_{j}\left[\left(w^{2}+b_{j}\right)\right.} .
$$

assume that $Y_{i}(\mathbb{W})$ of equation (2.17) can be written in an analogous fashion,

$$
\begin{equation*}
X_{i c}\left(W_{i}\right)=\underline{W}^{ \pm 1} \prod_{j}\left(\underline{W}^{2}+a_{j}\right) \prod_{j}\left(\underline{W}^{2}+b_{j} \underline{E}\right)^{-1} \equiv \underline{\hat{P}}_{i}(W) . \tag{2.21}
\end{equation*}
$$

and follow Wyndrum's lead by identifying $\mathrm{P}_{\mathrm{i}+1}^{-1} \sqrt{\mathrm{I}}$ with $\mathrm{Y}_{\mathrm{i}+1}$ (王).
Unfortunately it, can be seen from equation (2.21) that

$$
\underline{Y}_{i c}(\underline{I})=\hat{E}_{i+1}(\underline{I})=k_{i+1} \equiv \frac{f}{F} R_{i+1}^{-1} \sqrt{I}
$$

where $k_{i}$ is a scalar. $\underline{Y}_{i+1}(\underline{\underline{E}})$ is a scalar tines the unit inatrix;
$E_{i+1}^{-1} \sqrt{I}$ is not even a diagonal matrix, much less a scalar matrix! This trouble may be avoided by assuming a slightly different polynomial form for $Y_{i c}(W)$. Let

$$
\begin{equation*}
\underline{Y}_{i c}(\mathbb{N})=M \underline{X}_{i}(\underline{X}) \tag{2.22}
\end{equation*}
$$

Where II is some yet to be determined constant matrix independent of $i$. Then define another $Y$ matrix as

$$
\begin{equation*}
\hat{\underline{Y}}_{i}(\underline{V}) \equiv \underline{M}^{-1} \underline{Y}_{i c}(\underline{W})=\underline{\underline{P}}_{i}(\underline{W}) \tag{2.23}
\end{equation*}
$$

Thus

$$
\begin{align*}
& \hat{\underline{Y}}_{i}(\underline{W})=\underline{F}^{-1}\left\{\underline{E}_{i+1}^{-1} \sqrt{T}\left[\underline{E}_{i+1}^{-1} \sqrt{I}-\underline{Y}_{i+1} W\right]^{-1} M_{M^{-1}}\right. \\
& \left.\times\left[\frac{Y_{i}+1}{L_{c}}-E_{i+1}^{1} \sqrt{T} M\right]\right\} \\
& =\left(R_{i+1}\right)^{-1} \sqrt{I}\left[\left(E_{i}^{-1} \underline{N}_{i}\right)^{-1} \sqrt{T}-\hat{\underline{Y}}_{i+1}\right]^{-1} \\
& \times\left[\underline{X}_{i+1}-\left(\underline{R}_{i+1} M_{1}\right)-1 \sqrt{T} i\right] \tag{2.24}
\end{align*}
$$

Now if ( $\mathbb{E}_{i} M$ ) $-1 \sqrt{I}$ is identified with $\hat{Y}_{i}(\underline{I})$ one obtains

$$
\begin{equation*}
\left(\underline{\underline{R}}_{i} M\right)^{-1} \sqrt{I}=\hat{\underline{Y}}_{i}(\underline{I})=\hat{\underline{E}}_{i}(\underline{E})=k_{i} \text { 王. } \tag{2.25}
\end{equation*}
$$

The matrix M must be chosen so as to diagonalize the lect side of equation (2.25). Thus solving for $M$ one arrives at
or

$$
\begin{align*}
& Y_{i}=\frac{1}{k_{i}} R_{i}^{-1} \sqrt{I}  \tag{2.26a}\\
& k_{i} M=E_{i}^{-1} \sqrt{I} \tag{2.26B}
\end{align*}
$$

There is considerable freedom in the choice of $M$, but it must be chosen so that it is independent of the index i. For convenience choose $\mathbb{M}$ so that $k_{i}=1 / r_{a_{i}}$. Then

$$
\underline{M i}=R_{a_{i}} R_{i}^{-1} \sqrt{I}=R_{a_{i}}\left[\begin{array}{cccc}
1 / R_{a_{i}} & 0 & \cdots & 0  \tag{2.27a}\\
0 & 1 / R_{b_{i}} & \cdots & 0 \\
\vdots & \vdots & & \vdots \\
0 & 0 & \cdots & 1 / R_{r_{i-1}}
\end{array}\right] \sqrt{I} .
$$

Let $r_{o}=R_{b_{i}} / R_{a_{i}}, r_{c}=R_{c_{i}} / R_{a_{i}}$, etc. so that

$$
M=\left[\begin{array}{cccc}
1 & 0 & \cdot & 0  \tag{2.27b}\\
0 & 1 / r_{0} & \cdot & 0 \\
0 & \vdots & & \vdots \\
0 & 0 & \cdot & 1 / r_{n}
\end{array}\right] \quad \sqrt{T} \equiv \underline{N} \sqrt{T}
$$

 into the equation

$$
\underline{R}_{i} C_{i}=\underline{R}_{j} C_{j}=I
$$

and equating corresponding components, it can be shown that the $\mathrm{m}_{\mathrm{o}}$, $r_{c}$, etc. are the same for each network section, ie. $m_{i}=r_{b_{j}}$, $r_{c_{i}}=r_{c_{j}}$, etc. Thus $M$ is independent of the section index as required and equation (2.25) becomes

$$
\begin{equation*}
\hat{\underline{Y}}_{i}(\equiv)=k_{i} \equiv=\frac{1}{F_{a_{i}}} \text { 王. } \tag{2.28}
\end{equation*}
$$

Now equation (2.24) can be written in the form

$$
\begin{equation*}
\hat{Y}_{i}(V)=\frac{1}{R_{a_{i+1}}}\left[\frac{1}{R_{a_{i+1}}} \equiv-\hat{Y}_{i+1} V\right]^{-1}\left[\hat{Y}_{i+1}-\frac{1}{R_{a_{i+1}}}\right] \tag{2.29}
\end{equation*}
$$

2.5 The Synthesis Procedure

This synthesis procedure will yield the width of each section to Within an arbitrary constant. The starting point is a prescribed matrix function of the form

$$
\begin{align*}
\underline{Y}_{2}(s)=H \underset{I}{I} \sqrt{s I}\left\{\tanh \sqrt{s I} \Pi\left[(\tanh \sqrt{s I})^{2}+a_{j}\right]\right. \\
\left.\times \Pi\left[(\tanh \sqrt{s I})^{2}+b_{j} \equiv\right]^{-1}\right\}^{ \pm 1} \tag{2.30}
\end{align*}
$$

where $H, b_{j}, a_{j}$ are positive constants, $b_{i}<a_{i}<b_{i+1}, n=n$ or $n=n+1$, and $p$ the number of sections in the cascade is equal to $n+m+1$. First promultiply $X_{p}(s)$ by $(1 / \sqrt{s}) \underline{m}^{-1}$.

$$
\begin{aligned}
& \hat{X}_{p}(\tanh \sqrt{S I})=\frac{1}{\sqrt{s}} \underline{M}^{-1} Y_{p}(s)=\sqrt{S I}-1 Y_{-1}^{1} Y_{p}(s) \\
& \quad=H\left\{\tanh \sqrt{S I} \prod_{j=1}^{m}\left[(\tanh \sqrt{S I})^{2}+a_{j} I\right] \prod_{j=1}^{n}\left[(\tanh \sqrt{S I})^{2}+b_{j}\right]^{-1}\right\}^{ \pm 1}
\end{aligned}
$$

Nest make the change of variables indicated in equation (2.16a) obtaining

$$
\begin{equation*}
\hat{\underline{Y}}_{p}(\underline{W})=H\left[\underline{W} \prod_{j=1}^{m}\left(\underline{W}^{2}+a_{j} \underline{E}\right) \prod_{j=1}^{n}\left(\underline{W}^{2}+b_{j}\right)^{-1}\right] \pm 1 \tag{2.31}
\end{equation*}
$$

This is the form of the admittance matrix that will be synthesized. Note that since the only matrices equation (2.31) contains are the unit matrix and $I$, all of the factors cormute with respect to multiplication. Also the functional form or (2.31) is isomorphic to a positive real quotient of rational polynomials. Richard's Theorem, equation (2.18), can be written in the matrix form

$$
\begin{equation*}
\left.\underline{Y}_{i}(\underline{W})=\underline{Y}_{i+1}(\underline{I})\left[\underline{Y}_{i+1}(\underline{V})-\underline{W} \underline{Y}_{i+1}(\underline{\underline{I}})\right]\left[\underline{Y}_{i+1}(\underline{\underline{E}})-\underline{W}_{i+1}(\underline{W})\right]\right]^{-1} \tag{2.32}
\end{equation*}
$$

Equation (2.32) is not to be confusod with the matrix forms of Fichard's equation usually found in the literature (ref. 15,20) which use the Laplace transform variable s as the independent variable. The variable of equation (2.32) is the matrix W. Richard's Theorem assumes that $\hat{\underline{\underline{x}}}_{p-1}(\underline{W})$ will be of lower degree than $\hat{\underline{Y}}_{p}(\underline{W})$ if equation (2.32) is applied to (2.31) to find $\hat{\underline{Y}}_{p-1}$ (W). Successive applications of (2.32) to (2.31) will eventually lead to an equation of oither the form

$$
\begin{equation*}
\hat{\mathrm{X}}_{1}(\mathrm{IV})=\mathrm{k}_{1} \underline{W} \tag{2.33}
\end{equation*}
$$

or the form

$$
\begin{equation*}
\hat{\underline{\underline{Y}}}_{1}(\mathbb{W})=k_{1} W^{-1} \tag{2.34}
\end{equation*}
$$

Equation (2.33) may be identified with the open circuited $\overline{R C}$ section of equation (2.11) while (2.34) is the short circuited section given by (2.12). That this identification is valid may be shown by applying the transformations used to cutain $\hat{\underline{Y}}_{n}(\underline{i})$ to aquations (2.11) and (2.12). Thus

$$
\begin{align*}
\hat{\underline{Y}}_{1_{o c}}(U) & \left.=\frac{1}{\sqrt{5}} \sqrt{ }^{-1}\left(\operatorname{coth} \sqrt{S I} \sqrt{S I}-1 R_{1}\right)^{-1} \right\rvert\, \tanh \sqrt{s I}=U \\
& =\frac{1}{R_{a_{1}}} \sqrt{S I}^{-1} R_{1} I_{1}^{-1} \sqrt{S I} \tanh \sqrt{S I} \\
& =\frac{1}{R_{a_{1}}} W \tag{2.35}
\end{align*}
$$

and $\quad \hat{Y}_{1 s c}(D)=\frac{1}{\sqrt{s}} \underline{w}^{-1} \underline{E}_{1}^{-1} \sqrt{s I} \operatorname{coth} \sqrt{s I}$

$$
\begin{equation*}
=\frac{1}{R_{a_{1}}} \underline{W}^{-1} \tag{2.36}
\end{equation*}
$$

The next step is to calculate the $R_{a_{i}}$ 's from equation (2.28), ie. $r_{a_{i}}=1 / k_{i}$. To complete the synthesis procedure observe from Figure 2-5 that

$$
\begin{equation*}
R_{a_{i}}=\frac{\rho_{a} l}{h_{p_{a}} w_{i}} \tag{2.37}
\end{equation*}
$$

and consequently

$$
\begin{equation*}
w_{i}=\left(\frac{\rho_{a} I}{h_{p_{a}}}\right) k_{i} \tag{2.38}
\end{equation*}
$$

For ease of construction the thickness $h$ and the conductivity $\rho$ or permittivity $\in$ of a given layer should be the sane for each section. Tho restriction that $\tau_{\alpha \beta}$ be identical for each section has previously been stated. Therefore

$$
\begin{aligned}
& \tau_{\alpha \beta}=R_{a_{i}} C_{\beta_{i}}=R_{a_{j}} C_{\beta_{j}} \\
& \frac{\rho_{\alpha} l_{i}}{h_{\rho_{\alpha}} w_{i}} \times \frac{\epsilon_{\beta}^{l} i_{i}}{h_{\epsilon \beta}}=\frac{\rho_{a} l_{j}}{h_{\rho_{\alpha}} w_{j}} \times \frac{\epsilon_{\beta^{I}}{ }_{j}{ }^{G} j}{h_{\epsilon \beta}}
\end{aligned}
$$

$$
\text { or } \quad l_{i}=l_{j}
$$

showing that the length of each section is also constant. From this it can be seen that the term $\rho_{a} I / \rho_{a}$ in equation (2.33) is a constant and may be aroitrarily selected.
2.6 Additional Comments

Application of this synthesis procedure assumes that equation (2.30) is the starting point. It applies to any such $2 n$ layered network with n greater than zero. In the next chapter a method will be discussed for


Figure 2-5. The ith

$$
R_{a_{i}}=\frac{\rho_{a l}}{h_{P_{a}} w_{i}}, \quad c_{a_{i}}=\frac{\epsilon_{a} ? w_{i}}{h_{\epsilon_{a}}} .
$$

calculating the components of the matrix I from the hich and low frequency asymptotes of either the cesired short circuit acmittance parameters or the voltage transfer functions.

One more analogy may be made to Vyndrum's work. Recall that

$$
\begin{equation*}
\tanh \sqrt{s \tau}=\left(e^{2 \sqrt{s \tau}}-\underline{E}\right)\left(e^{2 \sqrt{s \tau}}+x^{\underline{S}}\right)_{0}^{-1} \tag{2.39}
\end{equation*}
$$

If this is substituted into equation (2.30), one obtins after simplifiCation an equation of the form
in which $\hat{E}, A_{j}$, and $B_{j}$ are scalar constants, $n=n$ or $n=n+1, p=n+n+1$, and $A_{j}$ and $S_{j}$ are subject to the conditions

$$
\begin{equation*}
-2<B_{j}<A_{j}<B_{j+1}<2 \tag{2.41}
\end{equation*}
$$

The derivation of relation (2.41) is streight forvari and cones from the restriction in equation (2.30) that $0<b_{j}<a_{j}<b_{j+1}<\infty$. As this is completely aralogous to the case where all quantities in (2.40) are one-by-ono matrices (scalars) the reader is referred to theorem VI, page 47 of reference 32 for the proof.

The network resulting fron this symthesis technique is of the type shown in Figure 2.-4, with all connection leads located on the left side. The right hand ports are either open circuited or short circuited deperding on whether the final application of Richard's equation loads to equation (2.33) or equation (2.34) ard, as a result, on inhether the $\pm 1$ exponent of the starting equation (relation (2.30) or (2.40j) is positive or negative respectively.

### 2.7 Examples

Example 2.1: Synthesize the network function

Solution: First obtain the $\mathcal{Y}$ admittance matrix by premultinlying by $1 / \sqrt{5} \mathbb{N}^{-1}$ and making the change of variables of equation (2.16a).

$$
\begin{aligned}
& =3 N\left(N^{2}+4 \equiv\right)\left(T^{2}+2 \equiv\right)-1 .
\end{aligned}
$$

Now $\hat{Y}_{3}$ must be evaluated at $=$ I and Richard's equation in the form of relation (2.32) should be applied.

$$
\begin{aligned}
& =10 I\left(-r^{2}+x\right)\left(3 V^{2}+10 I\right)^{-1}\left(-H^{2}+I\right)^{-1} \\
& =10 \underline{0}\left(3 \mathbb{I}^{2}+10\right)^{-1}
\end{aligned}
$$

Repeat this process until the variable is of decree one.

$$
\begin{aligned}
& \hat{\underline{Y}}_{2}(I)=10(3 I+10 \underline{I})^{-1}=\frac{10}{13} I \quad \text { and } \quad k_{2}=\frac{10}{13}
\end{aligned}
$$

$$
\begin{align*}
& \times\left[\frac{10}{13} \pm-\underline{W} \cdot 10 \underline{2}\left(3 W^{2}+10 I\right)^{-1}\right]^{-1} \\
& =\frac{3}{13} W  \tag{2.42}\\
& \underline{Y}_{1}(\underline{x})=\frac{3}{13} \text { and } k_{1}=\frac{3}{13}
\end{align*}
$$

Dy equation（2．38）

$$
\begin{aligned}
& w_{3}=5 \frac{\rho_{I}}{h_{\rho_{a}}} \\
& w_{2}=\frac{10}{13} \frac{\rho_{a} I}{h_{\rho_{a}}} \\
& w_{1}=\frac{3}{13} \frac{\rho_{a} I}{h_{P_{a}}}
\end{aligned}
$$

and conjuring equation（2．42）with（2．33）it can be seen that the final section is open circuited．

Example 2．2：Start with equation（2．40）and for a three section cascaded notwork with the end section open circuited，find the valves of the $A_{j}$＇s and $\overline{3}_{j}$＇s in terms of the widths of the sections．
Solution：This is to be a three section cascaded network so $n=m=1$ and there is only one $A$ and one 3．The open circuit specification requires that $\pm 1$ in equation（ 2.40 ）be positive．The network equation then is

$$
\begin{align*}
& \times\left(e^{2 \sqrt{s \tau}}+\equiv\right)\left(e^{4 \sqrt{s \tau}}+B e^{2 \sqrt{s \tau}}+\equiv\right)_{0}^{1} \tag{2.43}
\end{align*}
$$

To get this into the form of equation（2．31）substitute（2．16h）into （2．43）and premultiply by $(1 / \sqrt{s}) \mathrm{m}^{-1}$

$$
\begin{align*}
& =\hat{H} 甘\left[(2-A) H^{2}+(2+A) I\right]\left[(2-B) I^{2}+(2+B)\right]^{-1} \tag{2.44}
\end{align*}
$$

Repeated application of Richard＇s equation，ie．equation（2．32），will lead to

$$
\hat{\underline{Y}}_{3}(\underline{玉})=\hat{H}_{\underline{I}}
$$

$$
\begin{aligned}
& \hat{\underline{Y}}_{2}(I)=\frac{\hat{H}(A-B)}{4-(A-B)} \\
& \hat{\underline{Y}}_{1}(I)=\frac{\hat{H}(A-B)}{4-(A-B)} \frac{2-A}{2+B} \equiv .
\end{aligned}
$$

Therefore

$$
\begin{align*}
& k_{3}=\hat{H}  \tag{2.45a}\\
& k_{2}=\frac{\hat{Y}(A-B)}{4-(A-B}=k_{3} \frac{A-B}{4-(A-B)}  \tag{2.45b}\\
& k_{1}=\frac{\hat{B}(A-B)}{4-(A-B)} \frac{2-A}{2+B}=k_{2} \frac{2-A}{2+3} .
\end{align*}
$$

(2.45c)

The simultaneous solution of equations (2.450) and (2.450) for A and 3 yields

$$
\begin{align*}
& A=\frac{2\left[k_{3}\left(k_{2}-k_{1}\right)+k_{2}\left(k_{2}+k_{1}\right)\right]}{\left(k_{1}+k_{2}\right)\left(k_{2}+k_{3}\right)}  \tag{2.46a}\\
& B=\frac{2\left[k_{3}\left(k_{2}-k_{1}\right)-k_{2}\left(k_{2}+k_{1}\right)\right]}{\left(k_{1}+k_{2}\right)\left(k_{2}+k_{3}\right)} . \tag{2.46b}
\end{align*}
$$

According to equation (2.38),

$$
w_{i}=\frac{p_{a}^{1}}{h_{p_{a}}} k_{i}
$$

but if this is substituted into equations (2.46) the constant tern ( $\left.\rho_{a} 1\right) / h_{a}$ cancels, fielding the required results.

$$
\begin{align*}
& A=\frac{2\left[w_{3}\left(w_{2}-w_{1}\right)+w_{2}\left(w_{2}+w_{1}\right)\right]}{\left(w_{1}+w_{2}\right)\left(w_{2}+w_{3}\right)}  \tag{2.14a}\\
& B=\frac{2\left[w_{3}\left(w_{2}-w_{1}\right)-w_{2}\left(w_{2}+w_{1}\right)\right]}{\left(w_{1}+w_{2}\right)\left(w_{2}+w_{3}\right)} \tag{2.47~b}
\end{align*}
$$

These equations will be useful in the circuit design procedures of Chapter 5.

### 3.0 ASMPECTIC RELATIONSHIPS

### 3.1 Introduction

In the last chapter a procedure was developed to synthesize cascaded milti-layered $\overline{Z C}$ networks from a prescribed network admittance matrix. The information actually obtained from this procedure is the width of each section of the cascaded network. To make this a useful procedure, nope must be known about the relation between the prescribed network admittance matrix and the physical network. Because of the complexity of the mathematics for multilayered distributed $\overline{\overline{K C}}$ networks, this paper will deal exclusively with the four -layered case from this point on. Figure 3-1 shows a four-layered network with the voltage, current, and admittance notation that is used in the remainder of this dissertation. issuing a prescribed network matrix, the scuations for low and high frequency asymptotic properties of the short circuit admittance parameters and open circuit voltage transfer ratios are developed in this ollapter. From these properties, the values of the components of the $I$ matrix can be calculated.

For cascaded four-layered networks, the $\mathcal{I}$ matrix is

$$
I=\left[\begin{array}{cc}
\tau_{11} & -\tau_{11}  \tag{3.1}\\
-\tau_{21} & \tau_{21} \div T_{22}
\end{array}\right]
$$

and it's eigenvalues, as calculated in Appendix $C$, are

$$
\begin{align*}
& \lambda_{1}=\frac{1}{2}\left(\mathcal{T}_{1}-T_{0}\right)  \tag{3.28}\\
& \lambda_{2}=\frac{1}{2}\left(\mathcal{T}_{1}+\mathcal{T}_{0}\right) \tag{3.2~b}
\end{align*}
$$

Where $\quad \tau_{1} \equiv T_{11}+\tau_{21}+\tau_{22}$

(a).


Figure 3-1. (a). Four-layered distributed $\overline{R C}$ network. (b). Black box approach.
and

$$
\tau_{0} \equiv \sqrt{T_{1}^{2}-4 \tau_{11} T_{22}} .
$$

Now apply $\mathrm{G}_{\mathrm{y} \text { IV }}$ ester's Theorem to either equation (2.30) or (2.40). Define the function of $\lambda_{1}$ and $\lambda_{2}$
where $i=1$ or 2. Then the admittance matrix of a network composed of $m+n+1$ cascaded four-layered network sections ray be written

$$
\begin{align*}
& \underline{Y}(s)=\frac{1}{T_{0}}\left[\begin{array}{ll}
1 & 0 \\
0 & \frac{1}{r}
\end{array}\right] \quad\left[\left(\lambda_{2} \pm-I\right) F\left(s \lambda_{1}\right)-\left(\lambda_{1} \underline{I}-I\right) F\left(s \lambda_{2}\right)\right] \\
& =\left[\begin{array}{cc}
-a F_{1}+b F_{2} & -d\left(F_{2}-F_{1}\right) \\
-\alpha\left(F_{2}-F_{1}\right) & \frac{1}{r}\left(b F_{1}-a F_{2}\right)
\end{array}\right] \tag{3.4}
\end{align*}
$$

There the constants $a, b, d$, and $a r e$ defined in Appendix $C$. Appendix $C$ derives several relationships among the constants $a, b, d$, and $r$, as well as their relationship to the components and eigenvalues of $I$.

### 3.2 High Frequency Asymptotes

As a first step toward studying the high frequency asymptotic behavior consider the function $F\left(s \lambda_{i}\right)$ of equation (3.3). Either form could be used, but the equations to be derived will be simpler if the secure form is used. ts $|s|$ becomes extremely large compared with i/ $\lambda_{i}$,

$$
\begin{equation*}
\left.F_{i \infty} \equiv F\left(s \lambda_{i}\right)\right|_{s \rightarrow \infty}=\hat{\mathrm{H}} \sqrt{s \lambda_{i}} . \tag{3.5}
\end{equation*}
$$

Relation (3.5) holds whether the end section (section one or the section on the right in Figure $3-1$ ) is open or short circuited. Let $L=\lambda_{2} / \lambda_{1}$. lie. the ratio of the eigenvalues. Due to the prominence of the tern
$e^{2 \sqrt{\Delta \lambda_{i}}}$ in equation (3.3), normalize frequency $\omega$ such that $\left|e^{2 \sqrt{3 \omega \lambda_{1}}}\right|=e^{\sqrt{\eta}}$. or

$$
\begin{equation*}
\eta=2 \omega \lambda_{1}=2 \omega \lambda_{2} / L \tag{3.6}
\end{equation*}
$$

Then substitution of equation (3.5) into (3.4) gives the high frequency asymptotes for the $\mathrm{y}_{11}, \mathrm{y}_{12}$, and $\mathrm{y}_{22}$ parameters.

$$
\begin{align*}
y_{11 \infty}(j \eta) & =-a \hat{H} \sqrt{j \frac{\eta}{2}}+b \hat{H} \sqrt{j L} \frac{\eta L}{2} \\
& =\frac{\hat{H}}{\sqrt{2}}(b \sqrt{L}-a) \sqrt{j \eta}  \tag{3.7a}\\
y_{12 \infty}(j \eta) & =y_{21}(j \eta)=-\mathrm{i}\left(\hat{E} \sqrt{\left.j \frac{\eta L}{2}-H \sqrt{j \frac{\eta}{2}}\right)}\right. \\
& =-\frac{d \hat{H}}{\sqrt{2}}(\sqrt{I}-1) \sqrt{j \eta}  \tag{3.7b}\\
y_{22 \infty}(j \eta) & =\frac{1}{r}\left(b \hat{H} \sqrt{\frac{j \eta}{2}}-a \hat{H} \sqrt{j \frac{\eta L}{2}}\right) \\
& =\frac{\hat{H}}{r \sqrt{2}}(b-a \sqrt{L}) \sqrt{j \eta} \tag{3.7c}
\end{align*}
$$

Define $G$ as the voltage gainsuch that

$$
\begin{align*}
& G_{12}=\left.\frac{v_{2}}{V_{1}}\right|_{I_{2}=0}=\frac{-y_{12}}{y_{22}}  \tag{3.8a}\\
& G_{21}=\left.\frac{v_{1}}{v_{2}}\right|_{I_{1}=0}=\frac{-y_{12}}{y_{11}} \tag{3.8i}
\end{align*}
$$

Substitution of equation (3.7) together with the values of $a, b, d, r$, and $L$ given in Appendix $C$ yields the high frequency asymptotes for gain.

$$
\begin{align*}
& G_{12 \infty}(j \eta)=d r \frac{\sqrt{L}-1}{b-a \sqrt{L}}=\frac{T_{21}}{T_{21}+T_{22}+\sqrt{T_{11} T_{22}}}  \tag{3.9a}\\
& G_{21 \infty}(i \eta)=\frac{d(\sqrt{L}-1)}{b \sqrt{L}-a}=\frac{1}{1+\sqrt{T_{22} / T_{11}}} \tag{3.9b}
\end{align*}
$$

EaM 2 ions (3.7) and (3.9) show that as frequency becomes lang tho log Focaitude of tie short circuit admittance parameters increases at the rate of 10 db per decade causing both voltage gains to approach a constant at high frequency. This behavior is independent of the termination that night be applied to the right hand terminals of the cascade.

### 3.3 Low Frequency Asymptotes

Tho separate cases must be considered when finding the low frequency asymptotes of the short circuit admittance parameters. The case where the right end section of the network of Figure 2-1 is open circuited will be considered first, and after that, the case where this section is short circuited.

### 3.3.1 Right End Section Open Circuited

For the circuit configuration with the right end section open circuited the plus one exponent in equation (3.3) is retained so that

$$
\begin{aligned}
& P_{i_{0}}=\left.F\left(s \lambda_{i}\right)\right|_{s \rightarrow s m_{3} 11}=E \sqrt{s \lambda_{i}}\left[\frac{\left(e^{2 \sqrt{s \lambda_{i}}}-1\right)}{\left(e^{2 \sqrt{s \lambda_{i}}}+1\right)^{2(m-n)+1}}\right. \\
& \left.\times \frac{\prod_{j=1}^{m}\left(e^{i \sqrt{s \lambda_{i}}}+A_{j} e^{2 \sqrt{s \lambda_{i}}}+1\right)}{\prod_{j=1}^{n}\left(e^{b \sqrt{s \lambda_{i}}}+B_{j} e^{2 \sqrt{s \lambda_{i}}}+1\right)}\right]_{s \rightarrow \operatorname{small}}
\end{aligned}
$$

$$
\begin{align*}
& \cong \frac{4^{(n-i)} \prod_{j=1}^{\prime M}\left(2+\Lambda_{j}\right)}{\prod_{j=1}^{n}\left(2+B_{j}\right)}\left(s \lambda_{i}\right) \tag{3.10}
\end{align*}
$$

The desired asymptotes may be found using equation 3.4. The results follow:

$$
\begin{align*}
& y_{110}(j \eta)=\frac{\hat{X} 4(n-m)}{2} \frac{\prod_{j=1}^{m}\left(2+\hat{A}_{j}\right)}{\prod_{j=1}^{n}\left(2+\beta_{j}\right)}(i L-a)(j \eta)  \tag{3.11a}\\
& y_{12_{0}}(j \eta)=-\frac{\hat{\sum} 4(n-m) \prod_{j=1}^{m}\left(2+A_{j}\right)}{2} \prod_{j=1}^{n}\left(2+B_{j}\right) \quad d(L-1)(i \eta) \\
& =-y_{11_{0}}(j \eta)  \tag{3.11b}\\
& y 220(j \eta)=\frac{\hat{H} 4^{(n-m)}}{2} \frac{\prod_{j=1}^{m}\left(2+\AA_{j}\right)}{\prod_{j=1}^{n}\left(2+3_{j}\right)} \frac{(b-a L)}{r}(j \eta)  \tag{3.11c}\\
& G_{120}=\frac{d(I-1)}{b-a L} r=\frac{T_{21}}{T_{21}+T_{22}}  \tag{3.12a}\\
& G_{21}=1 \tag{3.12b}
\end{align*}
$$

Thus it is seen that as frequency becomes very small y11 and y12 become equal in magnitude, the log magnitude plots of the short circuit admitthence parameters have a positive slope of 20 db per deceases, and the log magnitude of the voltage gains have zero slope.

### 3.3.2 Fight End Section Short Circuited

In the short circuit case, $F_{i}(5 \rightarrow 0)$ becomes

$$
\begin{align*}
F_{i_{0}} & =\left.F\left(s \lambda_{i}\right)\right|_{s \rightarrow 0}=\left.\frac{\hat{H} \sqrt{E \lambda_{i}} 2^{2(m-n)+1} \prod_{j=1}^{n}\left(2+B_{j}\right)}{\left(1+2 \sqrt{s \lambda_{i}}+\frac{\left(2 \sqrt{\lambda_{j}}\right)^{2}}{2!}+\ldots-1\right) \prod_{j=1}^{n}\left(2+A_{j}\right)}\right|_{s \rightarrow 0} \\
= & \frac{\hat{k} \prod_{j=1}^{n}\left(2+B_{j}\right)}{4 i-n \prod_{j=1}^{n}\left(2+A_{j}\right)} . \tag{3.13}
\end{align*}
$$

Applying this relation to equation (3.4) che obtains for tho short circuit driving point admittances

$$
y_{11_{0}}=\frac{\hat{H}}{4^{n-m}} \frac{\prod_{j=1}^{n}\left(2+3_{j}\right)}{\prod_{j=1}^{n}\left(2+A_{j}\right)}
$$

$$
\begin{equation*}
y_{220}=\frac{y_{110}}{r} \tag{3.14b}
\end{equation*}
$$

Decause equation (3.13) indicates that $F_{10}$ and $F_{2_{0}}$ both approach the same constant at low freauency it must be used with caution. It may be used to find the low-frequency asymptotes of a term of the form $p_{1}(\omega \rightarrow 0)+$ $1 \mathrm{~F}_{2}(\omega-0)$ so long as this term does not vanish. Since in the case under consideration $y_{12}$ is identically zero if (3.13) is used, a different approach is required for this parameter. Suppose the distributed network is approximated by the Iumped element pi section shown in Figure 3-2. Since $C_{3}$ and $C_{4}$ are short circuited they do not enter into the calculations. The node voltace equations may be rritten oy inspection as

$$
\begin{aligned}
& I_{1}=V_{1}\left(C_{1} s+G_{1}\right)-V_{2} C_{1} s \\
& I_{2}=-V_{1} C_{1} s+V_{2}\left(C_{1} s+C_{2} s+G_{2}\right)
\end{aligned}
$$

The transfor $y$ paremeters then are

$$
y_{12}=y_{21}=-c_{1} s
$$

orwith $s=j \omega=j \eta /\left(2 \lambda_{1}\right)$

$$
\Psi_{12}=-j \eta \times \text { constant }
$$

$i .0$. the magnitude of $y_{12}$ is proportional to frequency. If one begins with the equation

$$
y_{12}=-d\left(F_{2}-F_{1}\right)
$$

in which $F_{i}$ is the evact form (equation (3.3) ustrg the negative one oxponent, and roplaces the exponentials by the first fev terms of their respective Maclaurin's series expansion, the result is

$$
y_{12}=\frac{-\hat{H}}{4_{4}^{n-m}}\left[\frac{\mathrm{~d}(\mathrm{I}-1)}{2} \frac{\prod_{j=1}^{n}\left(2+B_{j}\right)}{\prod_{j=1}^{m}\left(2+A_{j}\right)}\right]\left[\sum_{j=1}^{n} \frac{2-B_{j}}{2+Z_{j}}-\sum \frac{2-A_{j}}{2+A_{j}}+\frac{1}{3}\right](j \eta)_{(3.14 c)}
$$

The derivation of equation ( 3.14 c ), though straight formard, is a long dram out process, and therefore the details are omitted from this discussion


Figure 3-2. Short circuited distributed network approximated as a lumped pi network.

The open circuit voltage gains are

$$
\begin{aligned}
& G_{12_{0}}=\frac{r d}{2}(L-1)\left[\sum_{j=1}^{n} \frac{2-B_{j}}{2+E_{j}}-\sum_{j=1}^{m} \frac{2-A_{j}}{2+A_{j}}+\frac{1}{3}\right](j \eta) \\
& G_{21_{0}}=\frac{G_{120}}{r} \\
& \frac{r d(I-1)}{2}=\frac{T_{21}\left[\left(\tau_{11}+T_{21}+T_{22}\right)+\sqrt{\left(T_{11}+T_{21}+T_{22}\right)^{2}-4 T_{11} T_{22}}\right]}{4 T_{11} T_{22}} .
\end{aligned}
$$

Equations (3.14) and (3.15) show that at very low froquencios $y_{11}$ and $y_{22}$ approach 2 constant value while $y 12$ and the voltage gains are directly proportional to frequency.

$$
\text { 3.4 Calculation of the Matrix } \mathcal{I} \text { and the Constant } \hat{H}
$$

The results of the previous sections may be used to calculate $\tau_{11}, \tau_{21}, \tau_{22}$, and $\hat{H}$ if the asymptotic values of either the voltage gains or the short circuit admittance parameters are specified. Since this is a passive, resistive network, one would expect the asymptotic voltage gains to be less than or equal to unity, and therefore

$$
\left|y_{11}\right| \geq\left|y_{12}\right| \leq\left|y_{22}\right| .
$$

Equations (3.9) and (3.12) are especially useful because they are simple functions of $\tau_{11}, \tau_{21}$, and $\tau_{22}$. Since equations (3.14a) and (3.1/b) contain the constants $\mathrm{A}_{j}$ and $\mathrm{B}_{\mathrm{j}}$ they are of little value for the present discussion.

There are four constants that are to be determined $\tau_{11}, \tau_{21}, \tau_{22}$. and $\hat{H}$, and thus the number of quantities that can be chosen arbitrarily is equal to four minus the number of quantities specified. Since the normalized frequency $\eta$ equals $2 \omega \lambda_{1}$ the eigenvalue $\lambda_{1}$, as will be shown in Chapter 5, can be used as a frequency scaling constant and therefore
should, if possible, be selected as one of the arbitrary constants. Because the constant $\hat{F}$ does not appear in the gain equations it is arbitrary if only asymptotic gains are specified. A look at the high frequency asymptotic short circuit admittance ( $y_{j} j$ ) equations will show That $\hat{X}$ together with the normalized frequency $\eta$ determine the admittance 1.svel. If any of the yid parameters are specified, the normalized frequency for that value of jj must also be specified. However, this valise of $\eta$ is not one of the degrees of freedom because knowledge of it does not give the value of the admittance level product Hr.

### 3.5 Summary of Asymptotic Parameter values

Table 3-1 sumerizes the asymptotic parameter values developed in this cheater.

### 3.5 Examples

As it is impractical to attempt to write explicit equations yielding tho $T_{i j}$ 's and $\hat{H}$ for every possible set of specifications, three representfive examples are given. here.

Example 3.1: Find the components of the I matrix and $\hat{H}$ if the gain G21 at large frequency and the frequency scaling factor $\lambda_{i}$ are specified. Solution: Since two quantities are specified, two may be selected arbitrarinly. Let, To be selected arbitrarily. Then from (3.2a)

$$
T_{1}=2 \lambda_{1}+T_{0}
$$

and by (3.2d)

$$
\begin{equation*}
\tau_{11} T_{22}=\frac{T_{1}^{2}-T_{0}^{2}}{4} \tag{3.15}
\end{equation*}
$$



Table 3-1. Low and high frequency asymptotic expressions for $y_{11}, y_{12}, y_{22}, G_{12}$, and $G_{21}$.

From Table 3-1

$$
\begin{equation*}
\frac{\tau_{22}}{\tau_{11}}=\left(\frac{1-\epsilon_{21 \infty}}{\epsilon_{21 \infty}}\right)^{2} \tag{3.17}
\end{equation*}
$$

The square root of the product of these last two equations fields $T_{2 ?}$ While the square root of their quotient yields $\tau_{11}$. Then from equation (3.2c)

$$
\tau_{21}=\tau_{1}-\tau_{11}-\tau_{22}
$$

and the components of $I$ are determined. Since none of the jj's wore specified, $\hat{y}$ is arbitrary.

Example 3.2: Given the asymptotic gain $G_{12}$ at both zero and infinity calculate the $I$ matrix and $\hat{H}$. Use the configuration where the right end section is open circuited.

Solution: By Table 3-1

$$
\frac{T_{22}}{T_{21}}=c=\frac{1-S_{120}}{G_{120}}
$$

and substituting this into the equation for $G_{12 \infty}$ gives

$$
\frac{\tau_{11}}{\tau_{21}}=\frac{1}{c}\left[\frac{1}{G_{12} \infty}-\frac{1}{G_{12}}\right]^{2}=\frac{1}{r} .
$$

Choose $\lambda_{i}$ arbitrarily. Then with the aid of (3.2a)

$$
\begin{aligned}
\tau_{21} & =\frac{\lambda_{1}}{\frac{1}{2}\left[\frac{\tau_{11}+\tau_{21}+\tau_{22}}{T_{21}}-\sqrt{\left(\frac{\tau_{2}}{T_{21}}\right)^{2}-\frac{4 \tau_{11} \tau_{22}}{T_{21}{ }^{2}}}\right]} \\
& =\frac{2 \lambda_{1}}{\frac{1}{r}+1+c-\sqrt{\left(\frac{1}{r}+1+c\right)^{2}-4 \frac{c}{r}}}
\end{aligned}
$$

where $c$ and $r$ have just previously been calculated.
Finally $\quad \tau_{11}=\frac{1}{r} \tau_{21}$

$$
\tau_{22}=c \tau_{21}
$$

and again $\hat{H}$ may be selected arijinarily.
 normalized frequency $\eta_{\infty}$, find $\hat{F}$ and tho I matrix.
Solution: First find the two gains for large frequency from equations
(3. Se) and (3.8b). Then by Pave 3-1

$$
\frac{T_{22}}{T_{11}}=\left(\frac{1-\sigma_{21}}{G_{21}}\right)^{2}=r c
$$

and

$$
\frac{T_{21}}{T_{11}}=\frac{Q_{12 \infty}\left(\frac{T_{22}}{T_{11}}+\sqrt{\frac{T_{22}}{T_{1 j}}}\right)}{1-G_{12 \infty}}=r
$$

Prose $\lambda_{1}$ and calculate $T_{11}$ with tine aid of (3.2a).

$$
\begin{aligned}
T_{11} & =\frac{\lambda_{1}}{\frac{1}{2}\left[\frac{T_{1}}{T_{1:}}-\sqrt{\left[\frac{T_{1}}{T_{11}}\right]^{2}-\frac{l_{11} T_{22}}{T_{112}}}\right]} \\
& =\frac{2 \lambda_{1}}{1+1+\cdots-\sqrt{(1+x+r c)^{2}-4 r c}}
\end{aligned}
$$

Then $\quad T_{21}=r T_{11}$
and $\quad T_{22}=\operatorname{rcT} T_{11}$
Finally the constants $a, b$, and $I$ nay bo determined iron equations ( 5 . 10 ), (G.11), maxi ( 0.23 ) or Appendix $G$ ard $\eta$ is specified, so by (3.7a)

$$
\hat{H}=\frac{|\dot{1} 1| \sqrt{2}}{(0 \sqrt{1}-a) \sqrt{\eta_{\infty}}}
$$

# 4.0 SYNTHESIS FROM A GRAPHICAL MAGNITUDE SPECIFICATION 

### 4.1 Introduction

Thapter 2 described a procedure for finding the widths of the individual sections of a cascaded RC netrork from a prescribed admittance :ratrix the form of equation (2.40). Chapter 3 explained how to calculate the I ratrix and the constant $\hat{H}$ of equation (2.40) for a fourlayered network if the high or low frequency asymptotes of either the open circuit voltage gain or short circuit admittence raraneters are specified. To make use of this symthesis procedure a method is needed to obtain the retrix function of equation (2.40) from specifications. This chapter attempts to deal with that problem.

$$
\text { 4. } 2 \text { Discussion of the Frocedure }
$$

In most synthesis problens the starting point is a grapisical response spacification, often in the form of a log magnitude plot. The question to be answered in this chapter is How can an admittance matrix that is realizable as a cascade of sections of a uniform multi-layered distributed R.C netmork, i.e. an equation of the form of equation (2.40), be obtained from the log magnitude plots of a prescribed set of short circuit adaittance paremeters." Because the bulk of the mathematics rapidly becomes prohibitive as the muber of resistance and dielectric layers increases, this disclussion will again be linited to the exemplary four-layerod $\overline{R C}$ netrork cascade of the type shom in Figure 2-4.

Since the circuit under considoration is a series of cascaded sections with the right end section either open or short circuited. the left and driving point admittance matrix is that of a two port network. Suppose log magnitude versus frequency plots are given for tho short circuit
achittance farameters of some netrork that is to be synthesized. The first step in symthesis is to obtain a realiaable equation tlat represents the given plots to within a required degree of accuracy. Since 20 log $a b=20 \log a+20$ IoE $b$, the usual procedure (Chapter of reference 30) is to match a combination of log manitude curves from a catalogue of tho factors allored by the class of realizable functions under consideration to the given curve or curves. For example if a given curve is to bo realized as a lurped JC netrork the allowed factors are $s^{ \pm 1}$ and $\left(s^{2}+i^{2}\right)^{ \pm 1}$. The dosired equation is obtainod by metching a combination of the cuives
 this dissertation it is knom that the realizable equation belongs to the class of functions given by equation (2.40), but the factors of this ocration are matrices, not scalars. Vhile it is possible to define by Sylvester's Theorem the magnitude of a matrix such that

$$
20 \log |A 2|=20 \log |E|+20 \log |\underline{B}|
$$

Thare $A$ and $E$ are matrix factors, this definition does not result in the Iog magnitude of each factor of each component of the eriginal matrix (the Jij parametors in this caso). Since it has been supposed that the Iog menitules of the short circuit admittance parametere (yij) aro specified, the usual proceduro for the derivation of a realizable equation must bo modified.

Equation (2.40) will be weed as the starting point for deriving a procodure to obtain a realizable equation from the log maenitude plots of the short circuit adraittance prometers. The prodedure develons equations that can be used to obtain a plot of the log magnjtude of the scalar function $F\left(s \lambda_{1}\right)$, defined in equation (3.3), fron a plot of the log ragnitudes of the yij parameters. From this plot of $F\left(s \lambda_{1}\right)$ an equation for this runction may be obtained in the usual manner, that is by fitting a sum
of log magnitude plots of certain allowed factors, speciriceliy $\sqrt{8 \lambda_{1}}$. $\left(e^{2 \sqrt{\lambda \lambda_{1}}} \pm 1\right)$, and $\left(s^{i j \sqrt{E \lambda_{1}}}+\dot{A} \sigma^{2 \sqrt{E \lambda_{1}}}+1\right)$, to the granth of $F\left(j \omega \lambda_{1}\right)$. Cree the scalar equation for $F\left(s \lambda_{1}\right)$ is obtained, the matrix equation corresponding to ( 2.40 ) is obtained merely by replacing tho scalar $\lambda_{1}$ by the matrix $工$.
4.3 Development of tho Procedure

In Chapter 3 it was shown that

$$
\underline{\underline{Y}}(s)=\left[\begin{array}{ll}
-a F\left(s \lambda_{1}\right)+b F\left(s \lambda_{2}\right) & -1\left[F\left(s \lambda_{2}\right)-F\left(s \lambda_{1}\right)\right] \\
-d\left[P\left(s \lambda_{2}\right)-F\left(s \lambda_{1}\right)\right] & \frac{1}{r}\left[b F\left(s \lambda_{1}\right)-a F\left(s \lambda_{2}\right)\right]
\end{array}\right]
$$

in which the constants $2, b, d_{2}$ and $r$ and the eigenvalues $\lambda_{1}$ and $\lambda_{2}$ are defined in Appendix $C$, Define In $I(j \omega)$ to be the Lon magnitude of each of the components of $Y(j \omega)$, ie.

$$
\operatorname{Irg}(j \omega) \equiv\left[\begin{array}{ll}
20 \log \left|\operatorname{rin}_{11}(j \omega)\right| & 20 \log |\sqrt{j 2}(j \omega)|  \tag{4,2}\\
20 \log |j 2(i \omega)| & 20 \log |20(j \omega)|
\end{array}\right]
$$

$\operatorname{Let} F_{i}=F_{i} \dot{j} \omega \lambda_{i} ;=\left|F_{i}\right| G \dot{\Phi_{i}}$ where $\Phi_{i}=\tan -1 \frac{\operatorname{Im} F_{i}}{\operatorname{Re} F_{i}}$.
Then from equation (4.1),

$$
\begin{aligned}
\left|y_{11}\right| & =\left|-a F_{1}+b F_{2}\right|=|-a| F_{1}\left|\left(\cos \Phi_{1}+j \sin \Phi_{1}\right)+b\right| F_{2}\left|\left(\cos \Phi_{2}+j \sin \Phi_{2}\right)\right| \\
& =\left[\left(-a\left|F_{1}\right| \cos \Phi_{1}+b\left|F_{2}\right| \cos \Phi_{2}\right)^{2}+\left(-a\left|F_{1}\right| \sin \Phi_{1}+b\left|F_{2}\right| \sin \Phi_{2}\right)^{2}\right]^{\frac{1}{2}} \\
& =\left[a^{2}\left|F_{1}\right|^{2}+b^{2}\left|F_{2}\right|^{2}-2 a b\left|F_{1}\right|\left|F_{2}\right| \cos \left(\Phi_{2}-\Phi_{1}\right)\right]^{\frac{1}{2}} \\
\left|y_{12}\right| & =\left|-d\left(F_{2}-F_{1}\right)\right|=d\left[\left|F_{1}\right|^{2}+\left|F_{2}\right|^{2}-2\left|F_{1}\right|\left|F_{2}\right| \cos \left(\Phi_{2}-\Phi_{1}\right)\right]^{\frac{1}{2}} \\
\left|y_{22}\right| & =\left|\frac{1}{r}\left(b F_{1-a F_{2}}\right)\right|=\frac{1}{r}\left[b^{2}\left|F_{1}\right|^{2}+a^{2}\left|F_{2}\right|^{2}-2 a b\left|F_{1}\right|\left|F_{2}\right| \cos \left(\Phi_{2}-\Phi_{1}\right)\right]^{\frac{1}{2}}
\end{aligned}
$$

If these equations are solved for $\left|F_{1}\right|$, and $\left|F_{2}\right|-$ the details are left for Appendix $C$ - equations (4.5) result.

$$
\begin{equation*}
\left|F_{1}\right|^{2}=\frac{d^{2}\left(a\left|y_{11}\right|^{2}+b r^{2}\left|y_{22}\right|^{2}\right)-a b(b+a)\left|y_{12}\right|^{2}}{d^{2}(b+a)} \tag{4.5a}
\end{equation*}
$$

$$
\begin{align*}
& \left|F_{2}\right|^{2}=\frac{d^{2}\left(b\left|y_{11}\right|^{2}+a r^{2}\left|y_{22}\right|^{2}\right)-a b(b+a)\left|y_{12}\right|^{2}}{d^{2}(b+2)}  \tag{4.5b}\\
& \left|F_{1}\right|\left|F_{2}\right| \cos \left(\Phi_{2}-\Phi_{1}\right)=\frac{d^{2}\left(\left|y_{11}\right|^{2}+r^{2}\left|y_{22}\right|^{2}\right)-\left(b^{2}+a^{2}\right)\left|y_{12}\right|^{2}}{2 d^{2}}
\end{align*}
$$

(4.5c)

Equation (1 1.5 a ) is the equation to be used to obtain the log magnitude plot of $F\left(s \lambda_{1}\right)$. Since $F_{1}=F\left(j \omega \lambda_{1}\right)$

$$
\operatorname{Lm} F\left(s \lambda_{1}\right)=20 \log \left|F_{1}\right|
$$

$$
\begin{equation*}
=10 \log \left[\frac{d^{2}\left(a 10^{\operatorname{Lm} \mathrm{y}_{11} / 10}+\mathrm{br}^{2} 10^{\operatorname{Lm} \mathrm{y}_{22} / 10}\right)-a b(\mathrm{~b}+\mathrm{a}) 10^{\operatorname{Lm} \mathrm{y}_{12} / 10}}{\mathrm{~d}^{2}(\mathrm{~b}+\mathrm{a})}\right] \tag{4.6}
\end{equation*}
$$

Equations (4.5b) and (4.5c) are useful in deriving certain restrictions as will now be shown.

Recall that $F_{i}=F\left(j \omega \lambda_{i}\right)$ and choose some frequency $\omega_{i}$. Let

$$
\begin{equation*}
\omega_{i-1}=\omega_{i} \frac{\lambda_{1}}{\lambda_{2}} \tag{4.7}
\end{equation*}
$$

$\left.\operatorname{Thon} F_{2}\right|_{s=j \omega_{i-1}}=F\left(j \omega_{i-1} \lambda_{2}\right)=F\left(j \omega_{i} \frac{\lambda_{1}}{\lambda_{2}} \lambda_{2}\right)=F\left(j \omega_{i} \lambda_{1}\right)=\left.F_{1}\right|_{s=j \omega_{i}}$
or

$$
\left|F_{2}\left(s=j \omega_{i-1}\right)\right|^{2}-\left|F_{i}\left(s=j \omega_{i}\right)\right|^{2}=0
$$

From this relation and equations (4.5a) and (4.50) one obtains

$$
\begin{gather*}
d^{2}\left[a\left|y_{11}\left(j \omega_{j}\right)\right|^{2}-b\left|y_{11}\left(j \omega_{i-1}\right)\right|^{2}\right]+d^{2} r^{2}\left[b\left|y_{22}\left(j \omega_{i}\right)\right|^{2}-a\left|y_{22}\left(j \omega_{i-1}\right)\right|^{2}\right. \\
-a b(b+3)\left[\left|y_{12}\left(j \omega_{j}\right)\right|^{2}-\left|y_{12}\left(j \omega_{i-1}\right)\right|^{2}\right]=0 \tag{4.8}
\end{gather*}
$$

Since for any angle $\theta$

$$
-1 \leq \cos \theta \leq 1
$$

equation (4.50) suggests the inequality

$$
\begin{align*}
& -\left|F_{1}\right|\left|F_{2}\right| \leq \frac{d^{2}\left(\left|y_{11}\right|^{2}+r^{2}\left|y_{22}\right|^{2}\right)-\left(b^{2}+a^{2}\right)\left|y_{12}\right|^{2}}{2 d^{2}} \leq\left|F_{1}\right|\left|F_{2}\right| \\
& \text { or } \quad 0 \leq\left[\frac{d^{2}\left(\left|y_{11}\right|^{2}+r^{2}\left|y_{22}\right|^{2}\right)-\left(b^{2}+a^{2}\right)\left|y_{12}\right|^{2}}{2 d^{2}}\right]^{2} \leq\left|F_{1}\right|^{2}\left|F_{2}\right|^{2} . \tag{4.9}
\end{align*}
$$

Substitution of $\left|F_{1}\right|^{2}$ and $\left|F_{2}\right|^{2}$ from equations (4.5a) and (4.5b) into (4.9) leads to
$4 a^{2}(b+a)^{2} r^{2}\left|y_{22}\right|^{2}\left|y_{12}\right|^{2}-\left[d^{2}\left(\left|y_{11}\right|^{2}-r^{2}\left|y_{22}\right|^{2}\right)-(b+a)^{2}\left|y_{12}\right|^{2}\right]^{2} \geq 0$.

Equations (4.8) and (4.10) place resitrictions on the relative magnitudes of the specified parameters $y_{11}, y_{12}$, and $y_{22}$. If only two of the $y_{i j}$ 's are given equation (4.8) could be used to find the third.

The method of deriving the matrix function $F(s I)$ described here is theoretically correct but of questionable use in practice. The author attempted to synthesize a notch filler by this method and discovered that slight errors in constructing certain portions of the $\operatorname{Lm} F\left(s \lambda_{1}\right)$ curve could cause large variations in the $y_{i j}$ parameters. Perhaps a certain class of functions such as a notch filter or low-pass filter could be synthesized by this method and then optimization tecimiques could be used to improve the initial results. Certainly this procedure requires further study bafore it will become a useful tool to the practicing engineer. For this reason Chapter 5 is devoted to design techniques and a study of several spocific types of network.

# 5.0 DESIGN OF FOUR-LAYERED CASCADED DISTRIBUTED $\overline{\mathrm{RC}}$ NETWORKS 

### 5.1 Introduction - Discussion of the Procedure

It was stated at the end of the last chapter that the approximation technique presented there is difficult to apply to a practical engineering problem. For that reason Chapter 5 is devoted to design procedures which can be applied to practical engineering problems. The circuit used is the cascaded configuration of Figures 2-4 and 3-1. Appendix E discusses possibilities of selecting the circuit parameters. It shows that the parameter $\hat{H}$ of equation (2-40) changes the admittance level of the network while the eigenvalue $\lambda_{1}$ of $\tau_{\text {ni3y }}$ be used to shift responses along the frequency axis. Also $\widehat{\mathrm{P}}_{\mathrm{a}}$, the conEtant determining the resistivity of the top layer per unit width, is arbitrary and can be chosen to give convenient values of resistivity of the top layer, length of the individual sections, and the thickness of the top layer. Since the designer will want to put practical limits or "stops" on the ratios of the resistivities and permittivities of the layers as well as on the ratios of the widths of the different sections, it is convenient to choose $r, c$, and $\widehat{w}_{i}$ as the network paramoters where $r$ and $c$ are defined in equations (c.13) and (C.14) and $\hat{w}_{i} \equiv \frac{w_{i}}{w_{p}}$.
Specification of either the high or low frequency voltage gain may remove a degree of freedom, leaving only one of the quantities $r$ and $c$ as an independent parameter. If both the low and high frequency voltage gains are specified, as perhaps in a low or high pass filter. both $r$ and $c$ are determined, restricting further the freedom of the
designer.
The remainder of this chapter discusses in order notch filters, low pass networks, and finally high pass networks.

### 5.2 Notch Filter

The approach to the design of a notch filter will be to look at the high and low frequency asymptotic requirements, select the quantities to be used as parameters and using convenient starting values calculate an initial response curve. If the log magnitude versus frequency response curve has no minimum or "dip," new starting values must be selected. If there is a dip in the response curve, no matter how slight, an iterative process may be used to optimize the network by varying each undetermined parameter in turn until either further perturbation of that parameter results in no improvement in the response curve or the value of the parameter reaches one of the limits or "stops" predetermined by practical engineering considerations. A digital computer is an invaluable aid for these iterative computations.

A passive notch filter requires a gain of as near unity as possible at both low and high frequencies and a gain much less than one at some intermediate frequency. Table 3-1 shows that the low frequency asymptotic gain of the cascaded configuration with the right end section short circuited approaches zero as frequency approaches zero and thus this configuration is not useful as a notch filter. On the other hand if the right end section is open circuited, Table 3-1 shows that the gain at low frequency is unity if the gain is taken as the ratio $V_{1} / V_{2}$ with $I_{1}=0$, i.e. port 2 of Figure $3-1 b$ is taken as the input and port 1 is considered the output. This would be the
logical configuration to use for a notch filter. In this case specification of the low frequency gain as unity does not remove a degree of freedom since $G_{210}$ is unity and thus independent of all parameters. Equation (3.9b) gives the high frequency gain for this configuration as a function of $\tau_{11}$ and $\tau_{22}$, and from the definitions for $r$ and $c$ it can be seen that this is equivalent to

$$
\begin{equation*}
G_{21}=\frac{1}{1+\sqrt{r c}} \tag{5.1}
\end{equation*}
$$

If $r$ is selected as an independent variable parameter, equation (5.1) may be solved for $c$ to obtain the permittivity ratio. A computer program was written which would read the value of $G_{2100}$, the starting values for $r$ and the width ratios $\hat{w}_{i}$, and the stops for $r, c$, and $\widehat{w}_{i}$. It was decided that 0.01 and 100 would be physically feasible minimum and maximum limits for $r, c$, and the width ratios (Ref. 3). For a three section filter the constants $A$ and $B$ of equations (2.40) were calculated in terms of the widths in Example 2.2 of Chapter 2. To get $A$ and $B$ in terms of the width ratios, simply divide the numerators and denominators of equations (2.47a) and (2.47b) by $w_{3}$. Figure 5-1 gives an abbreviated flow chart of the computer program used. First the minimum gain was found for the initial values, then one of the widths was varied until the minimum possible gain was achieved. Next the other width was varied, the first width optimized again and the results tested for any improvement. This process was repeated until both widths (for the three section case) produced optimum results. Minally, the resistance ratio $r$ was optimized in a similar fashion. In the vicinity of the dip in the log magnitude response curve double precision (16 digit) accuracy was necessary. One, two, and three section networks with high freqency asymptotic gains from


Figure 5-1. Flow chart for the computer program used to design a three section distributed $\overline{R C}$ notch filter.
-6 to -1 decibels and under no-load conditions were investigated in this manner.

The results for one, two, and three section notch networks are shown in the log magnitude and phase versus normalized frequency plots of Figures 5-2 through 5-7. If these networks are used in the feed. back loop of an active device, bardpass characteristics result. It can be seen from Figures $5-2,5-4$, and $5-6$ that the one section network is useless as a notch filter, the two section network has a minimum gain of about -42 db if -6 db gain at high frequencies can be tolerated, and the corresponding minimum for the three section network is almost 6 db below that. If the equation for circuit $Q$ of $a$ symmetrical gain characteristic (Ref. 33) is used, i.e.

$$
Q=\frac{\eta_{0}}{B W}
$$

where $\eta$ is the normalized resonart frequency and $B W$ the baridwidth, curve 1 of the three section network of Figure $5-6$ has a $Q$ of about 10 if the network is used in a bandpass configuration. For all three networks investigated, best results occurred when the resistance ratio was set as low as possible and the width ratios as high as possible. Figures $5-8$ and $5-9$ show the log magnitude and phase plots of a two section notch network with $G_{2100}$ equal to -6 db under various loads. The notch characteristics are improved slightly by a load, but the low frequency end of the curve is severely degraded. Instead of having a low frequency gain of one (or zero db) the loaded network has a low frequency gain with a 20 db per decade slope.

### 5.3 Low Pass Network

The response characteristic of a low pass network requires that


Figure 5-2. Gain characteristics of a one section distributed $\overline{\mathrm{RC}}$ notch notwork with zero load. $V_{2}=$ input voltage, $V_{1}=$ outrut voltaze.


Figure 5-3. Fhase characteristics of a one section distributed $\overline{R C}$ noteh network with zero load. $V_{2}=$ input voltage, $V_{1}=$ output voltage.


Figure 5-4. Gain characteristics of a two section distributed $\overline{R C}$ notch notwork with zero load. $V_{2}=$ input voltage, $V_{1}=$ output voltage. Q applies only if the network is used in a bandpass configuration.


FIgure 5-5. Phase characteristics of a two section distributed $\overline{\mathrm{FC}}$ notch network with zero load.
$V_{2}=$ input voltage, $V_{1}=$ output voltage.


Figure 5-6. Gain characteristics of a three section distributed $\overline{R C}$ notch network with zero load. $V_{2}=$ input voltage, $V_{1}=$ output voltage. $Q$ applies only if the network is used in a bandpass configuration.


Figure 5-7. Phase characteristics of a three section distributed $\overline{R C}$ notch network with zero load. $V_{2}=$ input voltage, $V_{1}=$ output voltage.


Figure 5-8. Gain characteristics of a two section distributed $\overline{R C}$ notch network with finite loed. $V_{2}=$ input voltage, $\mathrm{V}_{1}=$ output voltage.


Figure 5-9. Phase characteristics of a two section distributed $\overline{R C}$ notch network with finite load. $V_{2}=$
input voltage, $V_{1}=$ output voltage.
the voltage gain be near unity at low frequency and much less than unity at high frequency. Looking at the asymptotic gain relationships of Table 3-1 on page 36, one can see that the cascaded distributed network with an end section open circuited would make the best low pass network. Also port 2 and port 1 of Figure 3-1 (page 27) should be used as input and output respectively. The equations of Table 3-1 which apply to this case show that this configuration has a voltage gain of unity at low frequency and $1 /(1+\sqrt{r c})$ at high frequencies. Note that this is the same configuration used for the notch network. The low pass network was investigated for one, two, and three section cascaded networks while keeping the width, resistance, and capacitance ratios within the same bounds as before, that is, between 0.01 and 100 .

Figures 5-10 through 5-17 show the results. These plots were made by a digital computer, plotter combination using frequency increments of $\Delta \log \eta=0.1$. The sharp changes of slope in the immediate vicinity of the minimums or dips of the curves of Figures 5-12 and 5-16 are not network characteristics, but are caused rather by the size of the frequency increments chosen for plotting and the fact that the plotter drew straight lines between plotted points. In all of the Figures four different sets of values of $r$ and $c$ were chosen which would give a high frequency attenuation of 20 db . These sets of $r$ and $c$ were spaced from mininum to maximum $r$ (or maximum to minimum $c$ respectively) keeping both $r$ ard $c$ within the bounds of 0.01 and 100. A fifth $r$ and $c$ set was chosen which would make the high frequency gain as small as possible within the pernitted range of $r$ and $c$. This asymptotic gain turned out to be about -40 db . In an attempt to make the magnitude of the slope of the log magnitude re-


Figure 5-10. Gain characteristics of a one section distributed $\overline{\mathrm{KC}}$ low pass network with zaro load. $\mathrm{V}_{2}=$ input voltage, $\mathrm{V}_{1}=$ output voltage.


Figure 5-11. Phase characteristics of a one section distributed $\overline{\mathrm{RC}}$ low pass network with zero load. $V_{2}=$ input voltage, $\mathrm{V}_{1}=$ output voltage.


Figure 5-12. Gain characteristics of a two section distributed $\overline{R C}$ low pass notwork with zero load. $V_{2}=$ input voltage, $V_{1}=$ output voltage, $\mathrm{w}_{1}=100$.


Figure 5-13. Phase characteristics of a two section distributed $\overline{R C}$ low pass network with zero load. $V_{2}=$ input voltage, $\mathrm{V}_{1}=$ output voltage, $\mathrm{w}_{1}=100$.


Figure 5-14. Gain characteristics of a two section distributed $\overline{R C}$ low pass network with zero load. $V_{2}=$ input voltage, $V_{1}=$ output voltage, $w_{1}=0.434$.


Figure 5-15. Phase characteristics of a two section distributed $\overline{\operatorname{RC}}$ low pass network with zero load. $V_{2}=$ input voltage, $\mathrm{V}_{1}=$ output voltage, $\mathrm{w}_{1}=0.434$.


Figure 5-16. Gain characteristics of a three section distributed $\overline{\mathrm{RC}}$ low pass network with zero load. $V_{2}=$ input voltage, $V_{1}=$ output voltage.


Figure 5-17. Phase characteristics of a three section distributed $\overline{R C}$ low pass network with zero load. $V_{2}=$ input voltage, $V_{1}=$ output voltage.
sponse curves as great as possible at intermediate frequencies, the width ratio of the two and three section networks was chosen to be the same that produced the best notch filter of Section 5.2. This width ratio, $\hat{w}_{1}=\hat{w}_{2}=100$, produced a slope of -20 db per decade (Figures $5-12$ and $5-16$ ). As radical changes in phase occurred at the point on these curves where the gain dips are extreme (Figures 5-13 and 5-17) a two section low pass network was investigated in which the width ratio was $\hat{w}_{1}=0.434$. Figures $5-14$ and $5-15$ show that this caused a more moderate phase characteristic, but the slope of the gain curve at intemediate frequencies was reduced to -10 db per decade.

The networks of Figures $5-10$ and $5-14$ are also suitable for use as phase lag compensators. The response characteristics for the typjcal lumped olement phase lag compensator with voltage gain $G_{c}(s)=$ $(1+5 \tau) /(1+s \alpha r), \alpha>1$, are shown in Figure 5-18 (Ref. 5, pp 295 and 314). If $G_{u}$ is the uncompensated open loop voltage gain of a unity feedback system, a properly designed lag componsator has the effect of rotating the phasor of the polar plot of $G_{u}(j \omega)$ clockwise in the vicinity of the -1.0 point and reducing the gain at large frequencies while leav-. ing the low frequency end of the plot unchanged. Because all of the curves of Figures $15-10$ and $15-14$ meet these requirements, the networks they represent can be used as lag compensators.

### 5.4 Kigh Pass Network

A. passive high pass network should have a gain much less than unity at low frequencies and as near unity as possible at high freauencies. A search of the asymptotic gain equations of Table 3-1 on page 36 shows that for the case of the cascaded networks with the right end


Figure 5-18. Typical log magnitude and phase plot of a lumped element RC lag compensator. (a). Log magnitude plot. (b). Phase plot.
short circuited the gain at low frequency is directly proportional to frequency regardless of which port is used as input or output. Thus $r$ and $c$ should be selected so that the high frequency asymptotes are near unity. Several possible combinations of $r$ and $c$ were investigated for the one section case first using port 1 as the input, then using port 2 as the input, with the remaining port open circuited in both cases. The results are shown in Figures 5-19 through 5-22. As expected, the low frequency portion of each curve has a positive slope of 20 db per decade. Using port 1 as input Figure 5-19 shows that the best results are obtained with $r=100$ and $c=0.01$. With port 2 as input the best results occur for $r=c=.01$. For these two cases the attenuation at high frequencies is less than two tenths of a decibel.

Another type of high pass network, especially suited for use as a coupling network can be constructed by adding a resistive load to an $2 l l$ pass network. The design procedure for the all pass network is almost identical to that of the notch filter, the only difference being that the computer program should minimize instead of maximize the notch. The same network configuration can bo used for the all pass coupling network as for the notch filter, i.e. the right end section of the cascaded network is open circuited and terminals 2-2' of Figure 3-1 on page 27 are used as the input. A one section and a two section network were investigated with high froquency gains $\mathrm{G}_{21_{\infty}}$ of -0.5 to -0.1 decibels. Since the results were best for small $c$ and improved as $r$ became lower, the case with $r$ and $c$ both at the lower stop limits ( 0.01 ) was also investigated. These results are shown in the graphs of Figures 5-23 through 5-26. Because the


Figure 5-19. Gain characteristics of a one section distributed $\overline{R C}$ high pass network with zero load. $V_{1}=$ input voltage, $V_{2}=$ output voltage.


Figure 5-20. Phase characteristics of a one section distributed $\overline{R C}$ high pass network with zero load. $V_{1}=$ input voltage, $V_{2}=$ output voltage.


Figure 5-21. Gain characteristics of a one section distributed $\overline{R C}$ high pass network with zero load. $\mathrm{V}_{2}=$ input voltage, $\mathrm{V}_{1}=$ output voltage.


Figure 5-22. Pnase characterists of a one section distributed $\overline{R C}$ high pass network with zero load. $V_{2}=$ input voltage, $V_{1}=$ output voltage.


Figure 5-23. Gain characteristics of a one section distributed $\overline{R C} 22 l$ pass network with zero load. $V_{2}=$ input voltage, $V_{1}=$ output voltage.


Figure 5-24. Phase characteristics of a one section distributed $\overline{\mathrm{CC}}$ all pass network with zero losd. $\mathrm{V}_{2}=$ input voltage, $\mathrm{V}_{1}=$ output voltage.


Figure 5-25. Gain characteristics of a two section distributed $\overline{R C}$ all pass network with zero load. $V_{2}=$ input voltage, $V_{1}=$ output voltage.


Figure 5-26. Phase characteristics of a two section distributed $\overline{\mathrm{CC}}$ all pass network with zero load. $V_{2}=$ input voltage, $V_{1}=$ output voltage.
results of the two section network were not significantly better than those of the one section ( 0.0058 db improvement), a three section network was not investigated. The unloaded one section coupling network could be made to have a minimum gain of -0.0983 db with phase distortion less than 0.3 degrees. Figures 5-27 and 5-28 show the log magnitude and phase plots respectively for the best of the one section networks of Figures $5-23$ and 5-24, but under loaded conditions. Curve \#1 of these Figures corresponds to the no load case. Under loaded conditions the gain equation becomes

$$
\begin{equation*}
G_{21}=\frac{-y_{12}}{y_{11}+y_{1}} \tag{5.2}
\end{equation*}
$$

where $y_{1}$ is the load admittance. The equations in the first column of Table 3-1 show that at low frequency $y_{12}$ and $y_{11}$ are both proportional to frequency. Therefore if $Y_{1}$ is a purely resistive load, the demoninator of equation (5.2) will be approximately equal to $\mathrm{Y}_{1}$ at low frequency making $G_{21}$ proportional to frequency. Thus as is shown by Figure 5-27, if the all pass network works into a finite load it becomes a high pass network.


Figure 5-27. Gain characteristics of a loaded one section distributed $\overline{\mathrm{FC}}$ coupline network. $\mathrm{V}_{2}=$ input voltage, $V_{1}=$ output voltage.


Figure 5-28. Phase characteristics of a loaded one section distributed $\overline{R C}$ coupling network. $V_{2}=$ input voltage, $\mathrm{V}_{1}=$ output voltage.

### 6.0 SUGGESTIONS FOR FURTHER RESEARCH

The results of this dissertation suggest several aras for further research on synthesis problems. First recall that the $\overline{R C}$ product matrix was chosen from the high and low frequency asymptotic requirements of prescribed short circuit admittance parameters. Are there other ways of choosing the components of this matrix? Are there methods of graphically obtaining a realizable matrix equation, equation (2.30) or (2.40). from prescribed short circuit admittance parameters that are more accurate than the method presented in Chapter 4 ? Note that the high frequency asymptotic equations, third column of Table 3-1 on page 36, are independent of $A_{j}$ and $B_{j}$ and thus are also independent of the thdths of the individual sections of the cascade. Do these equations also apply to any four-layered distributed parameter $\overline{R C}$ notwork reeardless of the geometric taper of the widths? Only left end connections of the cascaded network were investigated leaving all the terminals of the right end section either open circuited or short circuited. What kind of network responses could be obtained if some but not all layers are short circuited? Can a synthesis procedure be developed using connections at both ends of the cascaded network as ports? It was assumed in this dissertation that the $\overline{R C}$ product matrix $\mathcal{I}$ was the same for each section in the cascade, ard thus that each section is the same length. A synthesis procedure which does not require this restriction would allow more ireedom of design. This leads naturally into the problern of synthesis using some morphology other than the cascade of unifora sections, or perhaps even conthesis of completely arbitrarily tapered netwarks.

Several analysis problems also remain to be solved. One dimen-
sional current flow was assumed in each section of the cascaded network. What happens to the network responses if current flows in two dimensions as it would if the narrow conductive strips of Figure 2-4 on page 13 were removed. In the transmission line equations in Chapter 2, inductance was assumer negligible compared to resistance. Would this type of network be useful if inductance became a significant parameter? Could it have some use at frequencies so high that the device begins to act as a lossy waveguide?

Construction of distributed parameter $\overline{R C}$ networks suggests a few more interesting problems. Suppose a device of this type is constructed using monolithic techniques with the resistive layers being composed of either n-type or p-type materials and the dielectric is formed by the depletion layer between adjacent n-type and p-type materials. If a d-c reverse bias is applied to the p-n junction, the width of the deplction layer changes, changing the capacitance. Can a change in the d-c bias alter the resonant frequency of a notch filter or, perhaps, change the notch filter to an entirely different type of circuit such as a low pass filter? The capacitance inherent at a back-biased p-n junction is the same principle used for varactors. Perhaps some rather exotic properties could be obtained by using monolithic distributed $\overline{\mathrm{RC}}$ networks of various morphologies as varactors in parametric amplifier or moltiplier configurations.
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## APPENDIX A. MATRIX FUNCTICNS AND IDENTITIES

While books on matrix theory are plentiful, they generally either deal with theory useful mostly for numerical analysis or else with the very sophisticated mathematical peculiarities of matrices in regard to set theory. Therefore the author feels that definitions of certain matrj functions much used in this dissertation are in order. This appendix provides these definitions as well as some matrix identities that are useful in the proofs of Chapter 2 and Appendix B.

The literature (Ref. 7,18 ) defines a quantity $e^{A}$, in which $A$ is a matrix, by the same infinite series expansion used to define the scalar grantity $e^{a}$,i.e.

$$
\begin{equation*}
e^{A} \equiv E+A+\frac{1}{2 l} A^{2}+\frac{1}{3 i} A^{3}+\cdots=\sum_{i=0}^{\infty} \frac{1}{i l} A^{i} . \tag{A.1}
\end{equation*}
$$

where $£$ is the identity matrix. If and only if the matrices $A$ and $\underline{B}$ conm with respect to multiplication

$$
\begin{equation*}
e^{A} e^{B}=e^{B} e^{A}=e^{A+B} \tag{A.2}
\end{equation*}
$$

This can be shown by multiplying the series expansions of the two terms on the left of equation (A.2) and identifying the product term by term with the series on the right. Thus

$$
e^{A} e^{-A}=\underline{\underline{I}}
$$

The matrix hyperbolic functions sinh A and cosh A may be defined by serie: expansions analogous to the power series expansions of the corresponding scalar functions sinh a and cosh 2 ; however, it is more convenient to use exponential definitions. So the definitions

$$
\begin{align*}
& \sinh A \equiv \frac{1}{2}\left(e^{A}-e^{-A}\right)  \tag{A.3}\\
& \cosh A \equiv \frac{1}{2}\left(e^{A}+e^{-A}\right) \tag{A.4}
\end{align*}
$$

are chosen. In general the product of two matrix functions of A. e.g. $P($ : and $Q(A)$, commute since each is expressible as a polynomial (or series)
in A. Thus the remaining matrix hyperbolic functions may be defined in terms of $\sinh \mathrm{A}$ and $\cosh$ A.

$$
\begin{align*}
& \operatorname{sech} A \equiv(\operatorname{coth} A)^{-1}  \tag{A.5}\\
& \operatorname{csch} A \equiv(\sinh A)^{-1}  \tag{A.6}\\
& \tanh A \equiv \sinh A \operatorname{sech} A=\operatorname{sech} A \sinh A  \tag{A.7}\\
& \operatorname{coth} A \equiv \cosh A \operatorname{csch} A=\operatorname{csch} A \cosh A \tag{A.8}
\end{align*}
$$

The definitions given by equations (A.3) to (A.8) can be shown to be compatible with Sylvester's Theorem.

Sylvester's Theorem, a very powerful tool of matrix theory, states that if the $n$ eigenvalues $\lambda_{1}$ of a matrix $A$ are all distinct and if $P(\underline{A})$ is any polynomial in A (including infinite series), then

$$
\begin{equation*}
P(\underline{A})=\sum_{i=1}^{n} P\left(\lambda_{i}\right) \underline{Z} o\left(\lambda_{i}\right) \tag{A.9}
\end{equation*}
$$

where $\quad \underline{Z} \circ\left(\lambda_{i}\right) \equiv \prod_{j \neq i}^{n}\left(\lambda_{j} \pm-A\right) / \prod_{j \neq i}^{n}\left(\lambda_{j}-\lambda_{i}\right)$.
The quantity $\underline{Z} \circ$ has the properties
and

$$
\begin{align*}
& \underline{Z} \circ\left(\lambda_{i}\right) \underline{Z} \circ\left(\lambda_{j}\right)=\underline{Z} \circ\left(\lambda_{i}\right) \delta_{i j}  \tag{A.11}\\
& \sum_{i=1}^{n} \underline{Z} \circ\left(\lambda_{i}\right)=\underline{玉}
\end{align*}
$$

where $\delta_{i j}$ is the well known Kronecker delta.
Another function that is used throughout this dissertation is the square root of a matrix. This function is defined as a matrix $A^{\frac{1}{2}}$ such that $A^{\frac{1}{2}} A^{\frac{1}{2}}=A$ and is most simply expressed by Sylvester's Theorem. Thus

$$
\begin{equation*}
\sqrt{\underline{A}}=\sum_{i=1} \pm \sqrt{\lambda_{i}} \prod_{j=1}^{n}\left(\lambda_{i} 玉-\underline{A}\right) / \prod_{j \neq i}^{n}\left(\lambda_{j}-\lambda_{i}\right) \tag{A.13}
\end{equation*}
$$

in which the $\pm$ signs of the various $\sqrt{\lambda_{i}}$ 's are independent of each other.
Several matrix identities are very useful throughout this dissertation and will now be given in the form of a theorem.

Theorem 1．Given（1．）$A, \underline{B}$ ，and $\subseteq$ are $n \times n$ matrices
（2．）$A=\underline{A}^{T}$ and $\underline{B}=\underline{B}^{T}$ ，i．e．$A$ and $\underline{B}$ are symmetric
（3．）$\underline{C}=\perp \underline{B}$
（4．）Sylvester＇s Theorem applies to the function $P(C)$
Then：1．）$A P\left(\underline{C}^{T}\right)=P(\underline{C}) A$ or $P(\underline{C}) A$ is symmetric

$$
\begin{align*}
& \text { 2.) } \underline{B}^{-1} P\left(\underline{C}^{T}\right)=P(\underline{C}) \underline{B}^{-1} \text { or } P(\underline{C}) \underline{B}^{-1} \text { is symmetric }  \tag{A.15}\\
& \text { 3.) } \underline{B}^{-1} \sqrt{C^{T}}=\sqrt{C} \underline{C}^{-1} \underline{A}
\end{align*}
$$

Proof：For the case where $P(\underline{C})$ is a polynomial in $\subseteq$ parts 1 and 2 are obvious by inspection．The proofs given will apply also to functions which can be expressed by Sylvester＇s Theorem but not by a polynomial． eng．$\sqrt{\text { E．}}$
Part 1．）Since the determinate of a matrix and its transpose are identical，the eigenvalues of a matrix and its transpose are also identical．From Sylvester＇s Theorem

$$
\left.A P\left(\underline{C}^{T}\right)=\sum_{i=1}^{n} P\left(\lambda_{i}\right) A \prod_{j \neq i}^{n}\left(\lambda_{j} ⿱ 一 土\right)^{T}-\underline{C}^{T}\right) / \prod_{j \neq i}^{n}\left(\lambda_{j}-\lambda_{i}\right) .
$$

Consider the term $A\left(\lambda_{1} \underline{\underline{I}}-\underline{C}^{T}\right)$ ．

$$
\underline{A}\left(\lambda_{1} \underline{E}-\underline{C}^{T}\right)=\left(\lambda_{1} \underline{A}-\underline{A} \underline{E} A\right)=\left(\lambda_{1} \underline{\underline{I}}-\underline{C}\right) \underline{A}
$$

Reversing the order of $A$ and（ $\lambda_{i} \equiv-\underline{C}^{T}$ ）successively to each term in the


$$
A P\left(\underline{C}^{T}\right)=\left[\sum_{i=1}^{n} P\left(\lambda_{i}\right) \prod_{j \neq i}^{n}\left(\lambda_{j} \underline{\underline{E}}-\underline{C}\right) / \prod_{j \neq i}^{n}\left(\lambda_{j}-\lambda_{i}\right)\right] \underline{A}=F(\underline{C}) \underline{A} \quad \text { Q.E.D. }
$$

Part 2．）As before apply Sylvester＇s Theorem．

$$
\underline{B}^{-1} P\left(\underline{C}^{T}\right)=\sum_{i=1}^{n} P\left(\lambda_{i}\right) \underline{B}^{-1} \prod_{j \neq i}^{n}\left(\lambda_{j} 玉-\underline{C}^{T}\right) / \prod_{j \neq i}^{n}\left(\lambda_{j}-\lambda_{i}\right)
$$

But

$$
\underline{B}^{-1}\left(\lambda_{j} \underline{E}-\underline{C}^{T}\right)=\left(\lambda_{j} \underline{B}^{-1}-\underline{B}^{-1} \underline{B} \underline{A}\right)=\left(\lambda_{j} \pm-\underline{A} \underline{B}\right) \underline{B}^{-1}
$$

so $\quad \underline{B}^{-1} \prod_{j \neq i}^{n}\left(\lambda_{j} \pm-\underline{C}^{T}\right)=\left[\int_{j \neq i}^{n}\left(\lambda_{j} 玉-\underline{C}^{T}\right)\right] \underline{B}^{-1}$
and $\quad \underline{B}^{-1} P\left(\underline{C}^{T}\right)=\left[\sum_{i=1}^{n} P\left(\lambda_{i}\right) \prod_{j \neq i}^{n}\left(\lambda_{j \underline{ }}-\underline{C}\right) / \prod_{j \neq i}^{n}\left(\lambda_{j}-\lambda_{i}\right)\right] \underline{B}^{-1}=P(\underline{C}) \underline{B}^{-1}$ Q.E.D.

Part 3.) By equation (A.15)

$$
\underline{B}^{-1} \sqrt{C^{T}}=\sqrt{C} \underline{B}^{-1}=\sqrt{C} \underline{C}^{-1} \underline{C} \underline{B}^{-1}=\sqrt{C}^{-1} A \underline{B}^{B^{-1}}=\sqrt{C}^{-1} \text { A Q.E.D. }
$$

AFPENDIX B. DERIVATION OF EQUATIONS (2.9), (2.10), AND (2.14)

$$
\begin{gather*}
\text { B.1 Derivation of Equation (2.9) } \\
\text { If }\left[\begin{array}{l}
\underline{V}_{1} \\
\underline{I}_{1}
\end{array}\right]=\left[\begin{array}{lr}
\operatorname{coth} \sqrt{s R C} & (s C)^{-1} \sqrt{s C R} \\
\sinh \sqrt{s C R} \\
\underline{R}^{-1} \sqrt{s R C} \sinh \sqrt{s R C} & \cosh \sqrt{s C R}
\end{array}\right]\left[\begin{array}{l}
\underline{V}_{2} \\
-\underline{I}_{2}
\end{array}\right] \tag{B.1}
\end{gather*}
$$

find matrices $\underline{Z}$ and $\underset{Y}{ }$ and that

$$
\underline{V}=\underline{Z} \quad \underline{I}
$$

and

$$
\underline{I}=\underline{Y} \underline{V}
$$

where $V=\left[\begin{array}{l}V_{1} \\ \underline{V}_{2}\end{array}\right]$ and $I=\left[\begin{array}{l}I_{1} \\ \underline{I}_{2}\end{array}\right]$. Equation (B.1) may be written as the
two matrix equations

$$
\begin{align*}
& \underline{V}_{1}=\cosh \sqrt{\mathrm{SRC}} \mathrm{~V}_{2}-(\mathrm{sC})^{-1} \sqrt{\mathrm{SCR}} \sinh \sqrt{\mathrm{SCR}} \underline{I}_{2}  \tag{B.2}\\
& \underline{I}_{1}=\mathrm{R}^{-1} \sqrt{\mathrm{sRC}} \sinh \sqrt{\mathrm{sRC}} \mathrm{~V}_{2}-\cosh \sqrt{\mathrm{SCR}} \underline{I}_{2} \tag{B.3}
\end{align*}
$$

If equation (B.3) is solved for $\underline{V}_{2}$ one obtains

$$
\begin{equation*}
\underline{V}_{2}=\operatorname{csch} \sqrt{s R C} \sqrt{s R C}-1 . \underline{R}\left[I_{1}+\cosh \cdot \sqrt{s C R} I_{2}\right] . \tag{B.4}
\end{equation*}
$$

If this is substituted into equation (B.2) there results

$$
\begin{align*}
\underline{V}_{1}= & \operatorname{coth} \sqrt{s R C} \sqrt{s R C}-1 \\
& +[\operatorname{coth} \sqrt{s} \sqrt{s R C} \sqrt{s R C}-1  \tag{3.5}\\
& \left.\underline{R} \cosh \sqrt{s C R}-(s \underline{C})^{-1} \sqrt{s C R} \sinh \sqrt{s C R}\right] I_{2}
\end{align*}
$$

These two equations can be written

$$
\left[\begin{array}{l}
\underline{V}_{1}  \tag{array}\\
\underline{V}_{2}
\end{array}\right]=\left[\begin{array}{rr}
\operatorname{coth} \sqrt{s R C} \sqrt{s R C}-1 \underline{R} & \operatorname{coth} \sqrt{s R C} \sqrt{s R C}-1 R \cosh \sqrt{s C R} \\
\left.\operatorname{csch} \sqrt{s R C} \sqrt{s R C^{-1}} \underline{-(s C}\right)^{-1} \sqrt{s C R} \sinh \sqrt{s C R} \\
& \operatorname{csch} \sqrt{s R C} \sqrt{s R C}-\underline{R} \cosh \sqrt{s C R}
\end{array}\right]
$$

which is of the form $\underline{V}=\underline{Z}$. Since the geometry of the network under consideration is symmetric, it would be natural to expect that $\underline{Z}_{11}=\underline{Z}_{22}$ and $\underline{\underline{Z}}_{12}=\underline{Z}_{21}$. That this is in fact true will now be shown. Consider the
$\underline{2}_{22}$ term of equation (B.6).

$$
\underline{Z}_{22}=\operatorname{csch} \sqrt{s R C} \sqrt{s R C}-1 \quad \underline{R} \cosh \sqrt{s C R}
$$

If $\underline{R}$ is identified with the matrix $A$ and $\underline{C}$ with the matrix $\underline{B}$ of equation (A.15), then

$$
\underline{Z}_{22}=\operatorname{csch} \sqrt{s R C} \sqrt{s R C}-1 \cosh \sqrt{s R C} \underline{R} .
$$

Matrices which are functions of a common matrix-in this case RC-commute with respect to multiplication so that

$$
\begin{aligned}
\underline{Z}_{22} & =\operatorname{csch} \sqrt{\operatorname{sRC}} \cosh \sqrt{\operatorname{sRC}} \sqrt{\operatorname{sRC}-1} \underline{R} \\
& =\operatorname{coth} \sqrt{\operatorname{sRC}} \sqrt{\mathrm{sRC}^{-1}} \underline{\mathrm{R}}=\underline{Z}_{11} .
\end{aligned}
$$

The $\underline{Z}_{12}$ term can be similarly reduced.

$$
\underline{Z}_{12}=\operatorname{coth} \sqrt{s R C} \sqrt{s R C}-1 \quad R \cosh \sqrt{s C R}-(s C)^{-1} \sqrt{S C R} \sinh \sqrt{s C R}
$$

Application of equation (A.14) and (A.16) to $R \cosh \sqrt{S C R}$ and $(s C)^{-1} \sqrt{s C R}$ respectively leads to

$$
\underline{Z}_{12}=\operatorname{coth} \sqrt{S R C} \sqrt{S R C}-1
$$

Again using ( $A .14$ ), this time to $R$ sinh $\sqrt{\text { SCR } y l e l d s ~}$

$$
\begin{aligned}
\underline{Z}_{12} & =\operatorname{coth} \sqrt{s R C} \cosh \sqrt{s R C} s R^{-1} R-\operatorname{sRC}^{-1} \sinh s R C R \\
& =\left(\cosh ^{2} \sqrt{s R C}-\sinh ^{2} \sqrt{s R C}\right)(\sinh \sqrt{s R C})^{-1} \sqrt{s R C}-1 \underline{R} .
\end{aligned}
$$

An appeal to the exponential definitions of $\cosh \sqrt{S R C}$ and $\sinh \sqrt{s R C}$ shows that the scalar hyperbolic identity also applies to the corresponding matrix case, ie.

$$
\cosh ^{2} \underline{A}-\sinh ^{2} \underline{A}=\underline{I} .
$$

Thus $\underline{Z}_{12}=\operatorname{csch} \sqrt{\operatorname{sRC}} \sqrt{\operatorname{sRC}^{-1}} \underline{R}=\underline{Z}_{21}$
and equation (B.6) becomes

$$
\left[\begin{array}{l}
\underline{V}_{1} \\
\underline{V}_{2}
\end{array}\right]=\left[\begin{array}{ll}
\operatorname{coth} \sqrt{s R C} & \operatorname{csch} \sqrt{s R C} \\
\operatorname{csch} \sqrt{s R C} & \operatorname{coth} \sqrt{s \underline{R C}}
\end{array}\right]\left[\begin{array}{l}
\sqrt{s R C}^{-1} \underline{R} \\
\underline{0}
\end{array}\right.
$$

$$
\left.{\sqrt{\sqrt{S R C}^{-1}}}^{\underline{R}}\right]\left[\begin{array}{l}
\underline{I}_{1} \\
\underline{I}_{2}
\end{array}\right]
$$

## B. 2 Derivation of Equation (2.10)

In order to get the form $\underline{I}=\underline{Y} \underline{V}$ one could either invert $\underline{Z}$ of equation (B.7) or go back to equations (B.2) and (B.3). Choosing the latter approach and solving (B.2) for $I_{2}$ results in

$$
\begin{equation*}
I_{2}=\operatorname{csch} \sqrt{s C R} \sqrt{S C R}-1 \text { sC }\left[-V_{1}+\cosh \sqrt{s R C} V_{2}\right] . \tag{By}
\end{equation*}
$$

Substitute this into (B.3).

$$
\begin{gather*}
\left.I_{1}=\operatorname{coth} \sqrt{S C R} \sqrt{S C R^{-1}} \frac{s C V_{1}-\left[\operatorname{coth} \sqrt{s C R} \sqrt{s C R^{-1}} s C \cosh \sqrt{s R C}\right.}{}-\underline{R}^{-1} \sqrt{s R C} \sinh \sqrt{S R C}\right] V_{2}
\end{gather*}
$$

Equations (B.9) and (B.8) can be written as the single matrix equation

$$
\left[\begin{array}{l}
I_{1}  \tag{B.10}\\
I_{2}
\end{array}\right]=\left[\begin{array}{llll}
\operatorname{coth} \sqrt{s C R} & \sqrt{s C R^{-1}} & s C & -\operatorname{coth} \sqrt{s C R} \sqrt{s C R^{-1}} \\
s C \cosh \sqrt{s R C} \\
& & & -R^{-1} \sqrt{s R C} \sinh \sqrt{s R C} \\
-\operatorname{csch} \sqrt{s C R} & \sqrt{s C R}-1 & s C & \operatorname{csch} \sqrt{s C R} \sqrt{s C R^{-1}} \\
s C & \cosh \sqrt{s R C}
\end{array}\right]\left[\begin{array}{l}
\underline{V}_{1} \\
\underline{V}_{2}
\end{array}\right]
$$

This equation is of the form $I=\underline{Y}$, but again it should be expected from symmetry that $\underline{Y}_{11}=\underline{Y}_{22}$ and $\underline{Y}_{12}=\underline{Y}_{21}$. Apply equation (A.14) to $\underline{Y}_{22}$.

$$
\begin{aligned}
\underline{Y}_{22} & =\operatorname{csch} \sqrt{s C R} \sqrt{s C R}-1 \operatorname{sC} \cosh \sqrt{s R C} \\
& =\operatorname{csch} \sqrt{s C R} \sqrt{S C R}-1 \cdot \cosh \sqrt{s C R} s C \\
& =\operatorname{coth} \sqrt{s C R} \sqrt{s C R}-1 \operatorname{sC}=\underline{Y}_{11}
\end{aligned}
$$

Repeated application of equation (A.14) and use of (A.16) on $\underline{Y}_{12}$ leads to

$$
\begin{aligned}
& -\underline{Y}_{12}=\operatorname{coth} \sqrt{S C R} \sqrt{S C R}{ }^{-1} s C \cosh \sqrt{S R C}-\underline{R}^{-1} \sqrt{s R C} \sinh \sqrt{S R C}
\end{aligned}
$$

$$
\begin{aligned}
& =\left(\cosh ^{2} \sqrt{s C R}-\sinh ^{2} \sqrt{s C R}\right) \operatorname{csch} \sqrt{S C R} \sqrt{\operatorname{sCR}^{-1}} \underline{s C} \\
& =\operatorname{csch} \sqrt{S C R} \sqrt{\mathrm{sCR}^{-1}} \mathrm{sC}=-\underline{Y}_{21}
\end{aligned}
$$

Thus equation (B.10) takes the form

$$
\left[\begin{array}{l}
\underline{I}_{1}  \tag{B.11}\\
\underline{I}_{2}
\end{array}\right]=\left[\begin{array}{lll}
\operatorname{coth} \sqrt{\mathrm{sCR}} & -\operatorname{csch} \sqrt{\mathrm{sCR}} \\
-\operatorname{csch} \sqrt{\mathrm{sCR}} & \operatorname{coth} \sqrt{\mathrm{sCR}}
\end{array}\right]\left[\begin{array}{lll}
\sqrt{\mathrm{sCR}}{ }^{-1} & \mathrm{sC} & 0 \\
0 & \sqrt{\mathrm{sCR}}-1 & \mathrm{sC}
\end{array}\right]\left[\begin{array}{l}
\underline{\mathrm{V}}_{1} \\
\underline{v}_{\theta}
\end{array}\right]
$$

Eacin of the components of this equation fits the form $P(s C R) \sqrt{S C R}-1$. By equation (A.16) and (A.15)

$$
P(s C R) \sqrt{s C R}-1 \quad s \underline{C}=P(s C R) \underline{R}^{-1} \sqrt{s R C}=\underline{R}^{-1} \sqrt{s R C} P(s R C) .
$$

Thus equation (B.11) can be written

$$
\left[\begin{array}{l}
\underline{I}_{1}  \tag{B.12}\\
\underline{I}_{2}
\end{array}\right]=\left[\begin{array}{lr}
\underline{R}^{-1} \sqrt{\operatorname{sRC}} & \underline{o} \\
\underline{0} & \underline{E}^{-1} \sqrt{s \mathrm{RC}}
\end{array}\right]\left[\begin{array}{ll}
\operatorname{coth} \sqrt{\mathrm{sRC}} & -\operatorname{csch} \sqrt{\mathrm{SRC}} \\
-\operatorname{csch} \sqrt{\mathrm{sRC}} & \operatorname{coth} \sqrt{\mathrm{sRC}}
\end{array}\right]\left[\begin{array}{l}
\underline{V}_{1} \\
\underline{V}_{2}
\end{array}\right]
$$

If one multiplies $\underline{Y}$ by $\underline{Z}$ the expected $2 n \times 2 n$ identity matrix results.

$$
\underline{Z} \underline{Y}=\underline{X} \underline{Z}=\left[\begin{array}{ll}
\underline{\underline{I}} & \underline{O} \\
\underline{0} & \underline{\underline{I}}
\end{array}\right]
$$

B. 3 Derivation of Equation (2.14)

Derive the driving point admittance matrix of the $i^{\text {th }}$ section of the cascaded $\overline{R C}$ network of Figure 2-3 in terms of the driving point admittance matrix and the parameters of the $i+1^{\text {th }}$ section, i.e. derive squation (2.14), $\underline{Y}_{i}(s)=\underline{R}_{i+1}^{-1} \sqrt{s I}\left(R_{i+1}^{-1} \sqrt{s I}-Y_{i+1} \tanh \sqrt{s I}\right)^{-1}\left(\underline{Y}_{i+1}-\underline{R}_{i+1}^{-1} \sqrt{s \underline{I}} \tanh \sqrt{s I}\right)$.

Equation (B.13) can be dorived more easily if tho following theorem is first proved.

Theorem 2. If $\underline{X}_{i}$ is the driving point admittance matrix of the $i^{\text {th }}$ section of a cascadod multi-layered distributed $\overline{\mathrm{RC}}$ network, $\mathrm{P}(\mathcal{I})$ is a matrix polynomial in $I, \underline{I}=\underline{R C}$, and $\underline{R}$ and $\underline{C}$ are symmetrical matrices, then

$$
\begin{equation*}
P\left(\underline{I}^{\mathrm{P}}\right) \underline{Y}_{i}=\underline{Y}_{j} P(\mathcal{I}) . \tag{B.14}
\end{equation*}
$$

The proof of Theorem 2 will be proof by induction. First it will be shown that if ( $B .14$ ) holds for $i=j$, it also holds for $i=j+1$. Then it will be shown that (B.14) holds for $i=1$.
Proof: Assume $F\left(I^{T}\right) \underline{Y} j=\underline{Y}_{j} P(\mathcal{I})$, then find $\underline{Y}_{j+1}$ in terms of $\underline{Y}_{j}$. Reference to Figure B-1 shows that


Figure E-1. A block diagram of the $i+1^{\text {th }}$ section of a cascaded $\overline{R C}$ network.

$$
\begin{align*}
& \underline{S}_{j \neq 1}=Y_{j+1} V_{j+1}  \tag{B.15}\\
& -I_{j}=Y_{j} \underline{Y}_{j} . \tag{B.16}
\end{align*}
$$

With Figures 2-3 and B-1 in mind equation 2.10 can be written

$$
\left[\begin{array}{l}
I_{j+1} \\
-I_{j}
\end{array}\right]=\left[\begin{array}{lr}
R^{-1} \sqrt{s I} & \\
0 & R^{-1} \sqrt{s I}
\end{array}\right]\left[\begin{array}{ll}
\operatorname{coth} \sqrt{s I} & -\operatorname{csch} \sqrt{s I} \\
-\operatorname{csch} \sqrt{s I} & \operatorname{coth} \sqrt{s I}
\end{array}\right]\left[\begin{array}{l}
\underline{V}_{i+1} \\
\underline{v}_{i}
\end{array}\right] .
$$

By substitution of (B.16) into (B.17) one obtains

$$
\begin{aligned}
& I_{j+1}=R_{j+1}^{-1} \sqrt{s I}\left(\operatorname{coth} \sqrt{s I} V_{j+1}-\operatorname{csch} \sqrt{s I} V_{j}\right) \\
& -\underline{Y}_{j} \underline{V}_{j}=\underline{R}_{j+1}^{-1} \sqrt{s I}\left(-\operatorname{csch} \sqrt{s I} V_{j+1}+\cosh \sqrt{s I} V_{j}\right) .
\end{aligned}
$$

Elimination of $V_{j}$ from these two equations gives

$$
\begin{aligned}
& I_{j+1}= R_{j+1}^{-1} \sqrt{s I}\left[\operatorname{coth} \sqrt{S I}-\operatorname{csch} \sqrt{S I}\left(R_{j+1}^{-1} \sqrt{S I} \operatorname{coth} \sqrt{s I}+Y_{j}\right)^{-1}\right. \\
&\left.\quad \times R_{j+1}^{-1} \sqrt{s I} \operatorname{csch} \sqrt{S I}\right] V_{j+1} \\
&= R_{j+1}^{-1} \sqrt{s I}[\operatorname{coth} \sqrt{s I}-\operatorname{csch} \sqrt{s I} \operatorname{sech} \sqrt{s I}(\underline{I} \\
&\left.\left.+\sinh \sqrt{s I} \sqrt{s I^{-1}} \underline{R}_{j+1} \underline{Y}_{j} \operatorname{sech} \sqrt{s I}\right)^{-1}\right] \underline{Y}_{j+1}
\end{aligned}
$$

or $\underline{Y}_{j}{ }_{1}=\underline{R}_{j+1}^{-1} \sqrt{S I}\left(\tanh \sqrt{S I}+\cosh \sqrt{S I} \sqrt{S I}-1 \underline{R}_{j+1} \underline{Y}_{j} \operatorname{sech} \sqrt{s I}\right)$

$$
\times\left(\underline{I}+\sinh \sqrt{s I} \sqrt{s I^{-1}} \underline{R}_{j+1} \underline{Y}_{j} \operatorname{sech} \sqrt{s I}\right)^{-1}
$$

If equation ( $B .14$ ) holds for $i=j$ then

$$
\underline{R}_{j+1} \underline{Y}_{j} \operatorname{sech} \sqrt{s I}=\underline{R}_{j+1} \operatorname{sech} \sqrt{s I^{\top} \underline{Y}_{j}}=\operatorname{sech} \sqrt{s I} \underline{R}_{j+1} \underline{Y}_{j},
$$

the last equality coming from equation (A.14). Thus

$$
\begin{equation*}
Y_{j+1}=\underline{R}_{j+1}^{-1} \sqrt{S I}\left(\tanh \sqrt{s I}+\sqrt{s I}-1 \underline{R}_{i+1} \underline{Y}_{j}\right)\left(\underline{I}+\tanh \sqrt{s I} \sqrt{S I}^{-1} \underline{R}_{j+1} Y_{j}\right)^{-1} \tag{B.18}
\end{equation*}
$$

and $F\left(I^{T}\right) \underline{Y}_{j+1}=P\left(I^{T}\right) \underline{R}_{j+1}^{-1} \sqrt{s I}\left(\tanh \sqrt{S I}+\sqrt{S_{I}^{-1}} \underline{R}_{j+1} \underline{Y}_{j}\right)$

$$
\begin{aligned}
& \times\left(\underline{\text { 王 }}+\tanh \sqrt{S I} \sqrt{S I}{ }^{-1} \underline{R}_{j+1} \underline{Y}_{j}\right)^{-1} \\
& =\underline{E}_{j+1}^{-1} \sqrt{S I}\left[\tanh \sqrt{S I} P(I)+\sqrt{S I^{-1}} \underline{R}_{j+1} P\left(I^{T} \underline{Y}_{j}\right]\right. \\
& \times\left[\underline{E}+\tanh \sqrt{S I} \sqrt{S I^{-1}} \underline{R}_{j+1} \underline{Y}_{j}\right]^{-1} \\
& =\underline{R}_{j+1}^{-1} \sqrt{S I}\left[\tanh \sqrt{S I}+\sqrt{S I^{-1}} \underline{R}_{j+1} \underline{Y}_{j}\right] \\
& \times\left[\underline{I}+\tanh \sqrt{s I} \sqrt{S I^{-1}} \underline{R}_{i+1} \underline{Y}_{j}\right]^{-1} P(I)
\end{aligned}
$$

or $P\left(I^{T}\right) \underline{Y}_{j+1}=\underline{Y}_{j+1} P(I)$.
Thus if (B.14) holds for $i=j$ it also holds for $i=j+1$. Now if it holds for $i=1$ the theorem will be proved. If the output of the $i=1$ section is open circuited, its driving point admittance is given by equation (2.11), or

$$
\underline{Y}_{1}=\left(\underline{Z}_{11}\right)^{-1}=R_{1}^{-1} \sqrt{5 I} \tanh \sqrt{5 I}
$$

Then $P\left(I^{T}\right) \underline{Y}_{1}=P\left(I^{T}\right) \underline{R}_{1}^{-1} \sqrt{s I} \tanh \sqrt{S I}=\underline{R}^{-1} \sqrt{s I} \tanh \sqrt{s I} P(I)=\underline{Y}_{1} P(\underline{I})$
If the output of the $i=1$ section is short circuited, its driving point admittance is given by equation (2.12), or

$$
\underline{Y}_{1}=\underline{Y}_{11}=\underline{R}_{1}^{-1} \sqrt{5 I} \operatorname{coth} \sqrt{5 I}
$$

Then $P\left(\underline{I}^{T}\right) Y_{1}=P\left(I^{T}\right) R_{i}^{-1} \sqrt{S I} \operatorname{coth} \sqrt{S I}=\underline{R}^{-1} \sqrt{s I} \operatorname{coth} \sqrt{s I} P(I)=\underline{Y}_{1} P(I)$ and the theorem is proved.

Equation (B.13) can now be derived from equation (B.15), (B.16), and (B.17) with the help of Theorem 2; however, since the theorem is true, equation (B.18) holds for any value of $j$ and offers a shorter derivation. Solving (B.18) for $Y_{i}$ leads to

$$
\begin{aligned}
& Y_{i+1}+Y_{i+1} \tanh \sqrt{S I} \sqrt{S I^{-1}} \underline{R}_{i+1} Y_{i}=\underline{R}_{i+1}^{-1} \sqrt{S I} \tanh \sqrt{S I}+Y_{i} \\
& \underline{Y}_{1}=\left(\underline{I}-Y_{i+1} \tanh \sqrt{5 I} \sqrt{S I}^{-1} R_{i+1}\right)^{-1}\left(Y_{i+1}-R_{i+1}^{-1} \sqrt{S I} \tanh \sqrt{S I}\right)
\end{aligned}
$$

or $\underline{Y}_{i}=\underline{R}_{i+1}^{-1} \sqrt{5 I}\left(\underline{R}_{i}^{-1} \sqrt{5 I}-Y_{i+1} \tanh \sqrt{5 I}\right)^{-1}\left(\underline{Y}_{i+1}-\underline{R}_{i+1}^{-1} \sqrt{5 I} \operatorname{tank} \sqrt{5 I}\right)$
Q.E.D.

AFPENDTX C. DERIVATION OF EIGENVALUES AND THE CONSTANTS a, b, $d$, and $r$.
C. 1 Derivation and Discussion of Eigenvalues

For the four-layered distributed $\overline{R C}$ network of Chapter 3 the matrix $\mathcal{I}$ is defined as

$$
I \equiv\left[\begin{array}{cc}
\mathcal{T}_{11} & -\mathcal{T}_{11} \\
-T_{21} & \tau_{21}+\tau_{22}
\end{array}\right]
$$

where $T_{\alpha \beta}=R_{\alpha j} C_{\beta i}=R_{a_{j}} C_{\beta j}$ and $\alpha, \beta=a, b$ and each of the $T_{\alpha \beta}$ 's are real and positive. Let

$$
\begin{equation*}
\tau_{1}=\tau_{11}+\tau_{21}+\tau_{22} \tag{C.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{T}_{1}=T_{11}-T_{21}-T_{22} \tag{C.2}
\end{equation*}
$$

The eigenvalues are obtained from the determinant equation
or

$$
\begin{aligned}
& \| \lambda \text { II }-I \|=\lambda^{2}-\lambda T_{1}+T_{11} \\
& T_{22}=0 \\
& \lambda=\frac{T_{1} \pm \sqrt{T_{1}^{2}-4 T_{11} T_{22}}}{2}
\end{aligned}
$$

If one lets

$$
\begin{equation*}
T_{0}=\sqrt{T_{1}^{2}-4 T_{11} T_{22}}=\sqrt{\hat{T}_{1}^{2}+4 T_{11} T_{21}} \tag{c.3}
\end{equation*}
$$

then

$$
\begin{array}{ll}
\text { then } & \lambda_{1}=\frac{1}{2}\left(\mathcal{T}_{1}-T_{0}\right) \\
& \lambda_{2}=\frac{1}{2}\left(\mathcal{T}_{1}+\mathcal{T}_{0}\right) \\
\text { and } & \lambda_{2}-\lambda_{1}=\frac{1}{2}\left(\mathcal{T}_{1}+T_{0}\right)-\frac{1}{2}\left(\mathcal{T}_{1}-T_{0}\right)=T_{0} \tag{c.6}
\end{array}
$$

From (C.3) it can be seen that $\tau_{0}$ is always real and greater than zero. ie.

$$
\begin{equation*}
\tau_{0}=\sqrt{\hat{T}_{1}^{2}+4 \tau_{11} \tau_{21}}>0 \tag{C.7}
\end{equation*}
$$

Equation ( $\mathrm{C}-3$ ) suggests that

$$
\tau_{1}^{2}-4 \tau_{11} \tau_{22}=\tau_{0}^{2}=\hat{\tau}_{1}^{2}+4 \tau_{11} \tau_{21}
$$

or

$$
\tau_{1}^{2}>\tau_{0}^{2}>\hat{\tau}_{1}^{2}
$$

and since $T_{0}$ is greater than zero

$$
\begin{equation*}
\tau_{1}>\tau_{0}>\left|\hat{T}_{1}\right| \geq 0 \tag{c.8}
\end{equation*}
$$

With inequality (C.8) in mind, inspection of equations (C.4) and (C.5).
shows that

$$
\begin{equation*}
0<\lambda_{1}<\frac{T_{1}}{2}<\lambda_{2}<\tau_{1} \tag{C.9}
\end{equation*}
$$

Hence both of the eigenvalues are positive and they are distinct.

## C. 2 Definition and Discussion of the Constants $a, b, d, r$, and $c$

The quantities $a, b, d$, and $r$, used for convenience starting in Chapter 3, are defined as

$$
\begin{align*}
& \mathrm{a} \equiv-\frac{\lambda_{2}-T_{11}}{T_{0}}  \tag{C.10}\\
& \mathrm{~b} \equiv-\frac{\lambda_{1}-T_{11}}{T_{0}}  \tag{C.11}\\
& \mathrm{~d} \equiv \frac{\tau_{11}}{T_{0}}  \tag{C.12}\\
& \mathrm{r} \tag{C.13}
\end{align*}
$$

Another useful definition is

$$
\begin{equation*}
c \equiv \frac{c_{b}}{C_{a}}=\frac{c_{b} R_{b}}{C_{a} R_{b}}=\frac{T_{22}}{T_{21}} \tag{C.14}
\end{equation*}
$$

In addition to (C.10) "a" may also be written

$$
\begin{aligned}
a=\frac{-\lambda_{2}+T_{11}}{T_{0}} & =\frac{1}{2 T_{0}}\left(T_{\left.11-T_{21}-T_{22}-T_{0}\right)}\right. \\
& =\frac{1}{2 T_{0}}\left(T_{1}-T_{0}-2 T_{21}-2 T_{11}\right)=\frac{\lambda_{1}-\left(T_{21}+T_{22}\right)}{T_{0}} \cdot(\text { c.15 })
\end{aligned}
$$

Similarly it can be shown that

$$
\begin{equation*}
\mathrm{b}=\frac{\lambda_{2}-\left(T_{21+} T_{22}\right)}{T_{0}} \tag{c.16}
\end{equation*}
$$

Relationships among the quaritities $a, b, d$, and $r$ are useful in the manipulation of many of the equations of Chapter 3. To begin with, subtract equation (C.11) from (C.10).

$$
\begin{equation*}
b_{-a}=-\frac{\lambda_{1}-T_{11}}{T_{0}}+\frac{\lambda_{2}-T_{11}}{T_{0}}=\frac{\lambda_{2}-\lambda_{1}}{T_{0}}=1 \tag{c.17}
\end{equation*}
$$

Substituting (c.12) into (C.11) and (C.10) and solving for the eigenvalues leads to

$$
\begin{equation*}
\lambda_{1}=(d-b) T_{0} \tag{c.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda_{2}=(d-a) \tau_{0} . \tag{c.19}
\end{equation*}
$$

With the sid of inequality (C.8), bounds may be put on "a".

$$
\begin{align*}
& a=\frac{-\lambda_{2}+T_{11}}{T_{0}}=\frac{-T_{1}-T_{0}+2 T_{11}}{2 T_{0}}=\frac{\hat{T}_{1}-T_{0}}{2 T_{0}} \leq \frac{\left|\hat{T}_{1}\right|-T_{0}}{2 T_{0}} \\
& <\frac{\left|\hat{T}_{1}\right|-\left|\hat{T}_{1}\right|}{2 T_{0}}=0 \\
& a=\frac{\hat{T}_{1}-T_{0}}{z T_{0}} \geq \frac{-|\hat{T}|-T_{0}}{2 T_{0}}>\frac{-T_{0}-T_{0}}{2 T_{0}}=-1 . \tag{c.20}
\end{align*}
$$

Also

Since b $=1+$ a relation (C.20) may be written

$$
\begin{equation*}
-1+1<a+1<0+1 \tag{C.21}
\end{equation*}
$$

or $\quad 0<b<1$
From equation (c.18) and inequality (c.9)

$$
\begin{array}{ll} 
& 0<\lambda_{1}=(d-b) \tau_{0} \\
\text { or } \quad & d>b .
\end{array}
$$

Cne more relation that is useful can be obtained by letting $L=\lambda_{2} / \lambda_{1}$ and solving the ratio of equation (C.19) to (c.18) for $d$.

$$
\begin{equation*}
L \equiv \frac{\lambda_{2}}{\lambda_{1}}=\frac{d-a}{d-b} \quad d=\frac{b L-a}{L-1} \tag{c.23}
\end{equation*}
$$

APPENDIX D. DERIVATION OF EQUATION (4.5)

Starting with equations (4.4) derive equations (4.5). From equation (4.4c),

$$
\begin{equation*}
2\left|F_{1}\right|\left|F_{2}\right| \cos \left(\Phi_{2}-\Phi_{1}\right)=\left|F_{1}\right|^{2}+\left|F_{2}\right|^{2}-\frac{\left|F_{12}\right|^{2}}{d^{2}} \tag{D.1}
\end{equation*}
$$

Substitute this into equations (4.4a) and (4.4b) and remember that baa $=1$.

$$
\begin{align*}
\left|y_{11}\right|^{2} & =a^{2}\left|F_{1}\right|^{2}+b^{2}\left|F_{2}\right|^{2}-a b\left(\left|F_{1}\right|^{2}+\left|F_{2}\right|^{2}-\frac{\left|y_{12}\right|^{2}}{d^{2}}\right)^{2} \\
& =-a\left|F_{1}\right|^{2}+b\left|F_{2}\right|^{2}+\frac{a b}{d^{2}}\left|y_{12}\right|^{2}  \tag{D.2}\\
r^{2}\left|y_{22}\right|^{2} & =b^{2}\left|F_{1}\right|^{2}+a^{2}\left|F_{2}\right|^{2}-a b\left(\left|F_{1}\right|^{2}+\left|F_{2}\right|^{2}-\frac{\left|y_{12}\right|^{2}}{d^{2}}\right) \\
& =b\left|F_{1}\right|^{2}-a\left|F_{2}\right|^{2}+\frac{a b}{a^{2}}\left|y_{12}\right|^{2} \tag{D.3}
\end{align*}
$$

From equation (D.2)

$$
\begin{equation*}
\left|F_{1}\right|^{2}=\frac{b\left|F_{2}\right|^{2}+\frac{a b}{d^{2}}\left|y_{12}\right|^{2}-\left|y_{11}\right|^{2}}{a} \tag{0.4}
\end{equation*}
$$

Substitute this into (D.3) and solve for $\left|F_{2}\right|^{2}$.

$$
\begin{align*}
& r^{2}\left|y_{22}\right|^{2}=\frac{b}{a}\left[b\left|F_{2}\right|^{2}+\frac{a b}{d^{2}}\left|y_{12}\right|^{2}-\left|y_{11}\right|^{2}\right]-a\left|F_{2}\right|^{2}+\frac{a b}{d^{2}}\left|y_{12}\right|^{2} \\
& \left|F_{2}\right|^{2}=\frac{d^{2}\left(b\left|y_{11}\right|^{2}+a r^{2}\left|y_{22}\right|^{2}\right)-a b(b+a)\left|y_{12}\right|^{2}}{d^{2}(b+a)} \tag{D.5}
\end{align*}
$$

Substituting (D.5) into (D.4) results in

$$
\begin{aligned}
\left|F_{1}\right|^{2}= & \frac{b}{a}\left[\frac{d^{2}\left(b\left|y_{11}\right|^{2}+a r^{2}\left|y_{22}\right|^{2}\right)-a b(b+a)\left|y_{12}\right|^{2}}{d^{2}(b+a)}\right] \\
& +\frac{b}{d^{2}}\left|y_{12}\right|^{2}-\frac{\left|y_{11}\right|^{2}}{a}
\end{aligned}
$$

$$
\begin{equation*}
=\frac{d^{2}\left(a\left|y_{11}\right|^{2}+b r^{2}\left|y_{22}\right|^{2}\right)-a b(b+a)\left|y_{12}\right|^{2}}{d^{2}(b+a)} \tag{D.6}
\end{equation*}
$$

Substitution of (D.6) and (D.5) into (D.3) leads to

$$
\left|F_{1}\right|\left|F_{2}\right| \cos \left(\Phi_{2}-\Phi_{1}\right)=\frac{d^{2}\left(\left|y_{11}\right|^{2}+r^{2}\left|y_{22}\right|^{2}\right)-\left(b^{2}+a^{2}\right)\left|y_{12}\right|^{2}}{2 d^{2}}
$$

(D.7)

Equations (D.6), (D.5), and (D.7) are equations (4.5a, b, and c) respectively.

## APPENDIX E DISCUSSION CF NETWORK PARAMETERS

In the design of any network the engineer must decide what are the parameters, how many independent parameters or degrees of freedom he has to work with, and which parameters are then dependent, and which if any have no effect whatsoever on the network response. This appendix discusses these questions as they apply to the design procedure of Chapter 5.

The general circuit equation for a distributed $\overline{B C}$ network with $p=n+m+1$ cascaded sections, equation (2.40), ie.

$$
\begin{align*}
& \times\left[\left(e^{2 \sqrt{S I}}+\underline{I}\right)^{2(m-n)+1} \prod_{j=1}^{n}\left(e^{4 \sqrt{S I}}+B_{j} e^{2 \sqrt{S I}}+玉\right)_{(E 1}^{71}\right. \tag{E.1}
\end{align*}
$$

has $p+3$ constants or parameters that require evaluating, $\tau_{11}, \tau_{21}, \tau_{22}, \hat{k}$, $A_{j}(j=1,2, \cdots, m)$, and $B_{j}(j=1,2, \cdots, n)$ for $p+3$ degrees of freedom of the equation. Let

$$
\begin{align*}
& \hat{\rho}=\frac{\rho_{\alpha} I}{h_{\rho \alpha}}  \tag{E.2}\\
& \hat{\epsilon}=\frac{\epsilon_{\alpha} I}{h_{\epsilon_{\alpha}}}, a=a, b . \tag{E.3}
\end{align*}
$$

Then, looking at the physical device the degrees of freedom are $\hat{\rho}_{a}, \hat{\rho}_{b}, \hat{\varepsilon}_{a}$, $\hat{\epsilon}_{b}$, and the $p$ widths for a total of $p+4$. Since the physical device has one more degree of freedom than the equation, one of the physical parameters may be chosen completely arbitrarily. Let this be $\hat{\rho}_{a}$ so that the resistivity, length, and thickness ( $\rho_{2}, 1$, and $h_{\rho_{2}}$ respectively) may be selected by the engineer within the physical realizable range. Observe from equation (2.40) or (3.3) and (3.4) that the constant $\hat{H}$ is a multiplicative factor of each of the short circuit admittance parameters ( $y_{i j}{ }^{\prime} s$ ). Because of this, the network may be designed by initially ignoring $\hat{H}$ or setting it
equal to unity before evaluating the other network constants. After the basic design, which consists of the selection of the other circuit constants. is complete $\hat{H}$ may be adjusted to give the desired admittance level without altering the network performance in any other way.

The normalized frequency $\eta=2 \omega \lambda_{1}$ will now be discussed. By refering to the definition of $\lambda_{1}, T_{1}$, and $\tau_{0}$ of equation ( $C .4$ ), (C.1), and (C.3) it can be seen that multiplying $\lambda_{1}$ by some factor $q$ is the same as multiplying $T_{11}, T_{21}, T_{22}$, and consequently $T_{1}$ and $T_{0}$ by the same factor. Further, reference to the defining equations for $a, b$, and $d$, equations (C.10). (C.11), and (C.12), shows that multiplying $\lambda_{1}$ by $q$ leaves these unchanged, and consequently by equation (3.4) the short circuit admittance parameters as functions of $\eta$ are also unchanged. Thus multiplication of $\lambda_{1}$ by the constant $q$ leaves the plot of the network response unchanged in shape but shifted along the frequency axis by a factor $1 / q$. Therefore in the design procedure the value of $\lambda_{1}$ should be selected at the same time $\hat{H}$ is chosen, after the basic design is complete.

If equation (2.39) of Chapter 2 is solved for $e^{2 \sqrt{s I}}$ and the result substituted into (2.40) it can be seen that

$$
\hat{\underline{Y}}_{p}(\underline{\underline{E}})=\hat{H} \underline{\underline{I}} .
$$

and by (2.28)

$$
\hat{\underline{Y}}_{p}(\underline{\underline{I}})=k_{p} \underline{\underline{E}}=\hat{H} \underline{\underline{I}} .
$$

Thus $\hat{H}=k_{p}$ and recalling from Chapter 2 equation (2.38) that

$$
w_{i}=\frac{\rho_{a} 1}{h_{\rho a}} k_{i}=\hat{\rho}_{a} k_{i}
$$

it can bo seen that

$$
\begin{equation*}
w_{p}=\hat{\rho}_{a} k_{p}=\hat{\rho}_{a} \hat{H} \tag{E.4}
\end{equation*}
$$

so that the actual value of the widths of the $p^{\text {th }}$ section is determined by $\hat{\rho}_{a}$ and $\hat{H}$. In other words the selection of $\hat{H}$ as a parameter replaces $w_{p}$
as a degree of freedom.
It has just been shown that $\hat{\rho}_{a}, \hat{H}$, and $\lambda_{1}$ do not affect the shape of th response plot and are therefore to be selected after the basic design is completed. Substracting these quantities from the original p 4 degrees of freedom leaves p+1 parameters to be discussed. In design work the engine is concerned with practical considerations such as how great a width ratio can be obtained between two sections and what are the maximum practical limits to the ratios of permittivity or resistivity between layers. Since $W_{p}$ is determined by $\hat{H}$ and $\hat{\rho}_{2}$, it is convenient to use $w_{\rho}$ as a reference and divide the width of each section by $w_{p}$ and choose these ratios as parameters, giving p-1 more parameters. Therefore let

$$
\begin{equation*}
\hat{w}_{i} \equiv \frac{w_{i}}{w_{p}}, i=1,2, \cdots, p-1 \tag{E.5}
\end{equation*}
$$

Since for the four layered case

$$
\begin{equation*}
r \equiv \frac{R_{b i}}{R_{a i}}=\frac{\hat{P}_{b} / w_{i}}{\hat{P}_{a} / w_{i}}=\frac{\hat{P}_{b}}{\hat{P}_{a}} \tag{E.6}
\end{equation*}
$$

and

$$
\begin{equation*}
c \equiv \frac{c_{b i}}{c_{a i}}=\frac{\hat{\epsilon}_{w_{i}}}{\hat{\epsilon}_{a} w_{i}}=\frac{\hat{\epsilon}_{b}}{\hat{\epsilon}_{a}} . \tag{E.7}
\end{equation*}
$$

$r$ and $c$ would be convenient choices as the remaining two degrees of freedom, If an asymptotic gain is specified such as $G_{12 \infty}$ or $G_{2100}$ of equations (3.9a and (3.9b), only one of the quantities $r$ and $c$ remains an independent parameter.

After all of the $\widehat{W}_{i} ' s, r, c, \hat{H}, \lambda_{1}$, and $\hat{\rho}_{a}$ are selected, the physical parameters may be calculated. The widths are calculated from equations (E.4) and (E.5).
and

$$
\begin{equation*}
w_{p}=\widehat{P}_{2} \hat{H} \tag{E.8}
\end{equation*}
$$

$$
\begin{equation*}
w_{i}=\hat{w}_{i} \cdot w_{p}, i=1,2, \cdots, p-1 . \tag{E.9}
\end{equation*}
$$

Also, from (E.6) $\hat{\rho}_{b}=r \hat{\rho}_{a}$.

From equations (c.1), (C.3), and (c.4)

$$
\lambda_{1}=\frac{1}{2}\left[\left(T_{11}+T_{21}+T_{22}\right)-\sqrt{\left.\left(T_{11}+T_{21}+T_{22}\right)^{2}-4 T_{11} T_{22}\right] . . . . . . . . . ~}\right.
$$

Division of each side of this equation by $\tau_{11}$ leads to

$$
\begin{equation*}
\tau_{11}=\frac{2 \lambda_{1}}{(1+r+1 \cdot c)-\sqrt{(1+r+r c)^{2}-4 r c}} \tag{E.11}
\end{equation*}
$$

and since $T_{11}=R_{a i} C_{a i}=\hat{\rho}_{a} \hat{\epsilon}_{a}$.

$$
\begin{equation*}
\hat{\epsilon}_{a}=\tau_{11} \hat{\hat{P}}_{a} \tag{E.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\epsilon}_{b}=c \hat{\epsilon}_{a} \tag{F.13}
\end{equation*}
$$

Equations (E.8) through (E.13) constitute the final design phase, that of determining the magnitudes of the constants of the real, physical network.

