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ABSTRACT 

This dissertation focuses on two crucial issues in the design and analysis of the 

power electronic systems on modern all-electric naval ships, i.e., power quality control 

and stability evaluation. It includes three papers that deal with active power filter 

topology, active rectifier control, and impedance measurement techniques, respectively. 

To mitigate harmonic currents generated by high-power high-voltage shipboard 

loads such as propulsion motor drives, the first paper proposes a novel seven-level shunt 

active power filter topology, which utilizes tapped reactors for parallel operations of 

switching devices. The multi-level system has been implemented in both regular digital 

simulation and real-time digital simulator for validation. 

In the second paper, a harmonic compensation algorithm for three-phase active 

rectifiers is proposed. Based on the theory of multiple reference frames, it provides fast 

and accurate regulation of selected harmonic currents so that the rectifier draws balanced 

and sinusoidal currents from the source, even when the input voltages are unbalanced and 

contain harmonics. Extensive laboratory tests on a 2 kW prototype system verifies the 

effectiveness of the proposed control scheme. 

The last paper presents a new technique for impedance identification of dc and ac 

power electronic systems, which significantly simplifies the procedure for stability 

analysis. Recurrent neural networks are used to build dynamic models of the system 

based on a few signal injections, then the impedance information can be extracted using 

off-line training and identification algorithms. Both digital simulation and hardware tests 

were used to validate the technique. 
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INTRODUCTION 

In modern naval shipboard power systems, high power density semiconductor 

devices and compact high power drives have enabled the use of Integrated Power System 

(IPS) architecture which can provide high system reliability, increased survivability, and 

sufficient redundancy. The developments in power electronic devices and their 

integration at all levels in the power system not only provide exceptional performance 

gain and enormous operational flexibility, they also pose great challenges.  

In this dissertation, two crucial issues in the design and analysis of shipboard 

power systems are discussed. The first issue is power quality, which is an especially 

important aspect of naval power applications due to the requirement for low detectability. 

The stability of the system is the other issue. With multiple loads connected to the dc link 

in a dc zonal distribution system, the design and analysis of the power system has become 

a major issue due to increased dynamics and probable instability. The constant power 

operation capability of most power electronic converters often leads to negative 

impedance characteristic, which is a common cause for system instability. 

Poor power quality can be caused by a variety of factors. However, high-power 

nonlinear loads such as diode/SCR rectifiers for propulsion motor drives are the major 

sources of harmonic currents. Such power converters have low switching frequency and 

generate large amount of low-order harmonic currents. When these distorted currents 

flow through the power system, they would cause distortions in bus voltages, which in 

turn may affect the normal operation other non-polluting loads in the same system. 

Two approaches are considered in this work to address the issue of power quality. 

In the first paper, harmonic compensation devices are used to reduce the harmonic 
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currents generated by nonlinear loads. Specifically, a seven-level shunt active power 

filter topology is proposed to inject into the system the same amount of harmonic currents 

the nonlinear loads need, thus eliminating their impacts on other part of the system. The 

use of a seven-level converter serves three purposes. Firstly, it reduces voltage stress 

across the switching devices by using series-connected devices in a flying capacitor 

structure. Secondly, it reduces the current rating requirements on the switching devices 

by distributing the compensation currents between two parallel three-level converters. 

Finally, multi-level converter provides much lower total harmonic distortion in terms of 

low-order harmonics generated by pulse width modulation. Extra benefits of the proposed 

topology also include lower dv/dt and smaller passive filter requirement. The detailed 

model of the topology and control algorithms are described in Paper I. In addition, a joint 

redundant state selection (JRSS) algorithm is adopted to balance the voltages applied 

across the tapped reactors so that the magnetizing currents are minimized. To validate the 

proposed topology and control schemes, an example shipboard power system was 

implemented in both a regular digital simulator and a Real-Time Digital Simulator 

(RTDS). Good agreements were achieved between the results of the two environments. 

Although improving the overall power quality of the shipboard power system can 

be accomplished by compensation at the source of power pollution, each power 

component should also have the ability to handle a certain amount of distortions in the 

system. This is especially critical for naval ships because of the possibilities of battle 

damage and disruptions during operation. This aspect of the power quality issue is 

addressed in the second paper, where a novel multiple reference frame (MRF) based 

harmonic compensation algorithm is proposed for the control of three-phase active 
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rectifiers under unbalanced and harmonic input voltage conditions. Conventional PWM 

rectifier controllers have limited bandwidth, which makes it very difficult to suppress the 

perturbations caused by distortions in the input voltages. In addition, non-ideal input 

conditions can degrade the performance of the controller and cause ripple in the output dc 

voltage. The proposed compensation algorithm targets a selected group of harmonic 

components in the input currents, and can achieve almost zero steady-state error for those 

harmonics. The use of a novel multiple reference frame scheme makes it possible to 

regulate the harmonic currents in a fast and accurate fashion. Based on the same MRF 

principle, a decoupled phase-locked loop algorithm is set forth in Paper II to precisely 

track the frequency and phase angle of the power system, which is an important issue for 

harmonic current compensation. 

Stability analysis and evaluation is a fundamental task in the design and 

integration of large power electronic systems. In many cases, it is often necessary to 

obtain the frequency-dependent impedances or admittances of a subsystem by 

experimentation. Several impedance extraction techniques for dc and ac systems have 

been proposed in recent years. To get the frequency-dependent characteristics by 

experimentation, periodic voltage or current perturbations are usually injected to the 

system while it is under operational power. However, conventional impedance 

measurement process is often very time-consuming, and requires that the system is in 

operation at a fixed operating point for a long period of time because multiple injections 

are needed. 

In the third paper included in this dissertation, a novel impedance identification 

method is proposed. Instead of injecting perturbation signals to the system one frequency 
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at a time, a randomized injection signal is employed, thus only a few set of the voltage 

and current measurements is required. The captured signals are then used to train a 

recurrent neural network (RNN) in an off-line mode. Once the RNN is trained, it 

approximates the dynamic behavior of the system in the time domain, and can also 

generalize the system responses in the frequency domain. Perturbation signals of different 

frequencies are then fed into the trained RNN to determine its frequency responses, 

which are very close to those of the tested system, as demonstrated by simulation and 

experimental results. 
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PAPER I 

Seven-Level Shunt Active Power Filter for High 
Power Drive Systems 

 
Peng Xiao, Ganesh K. Venayagamoorthy, and Keith A. Corzine 

Real-Time Power and Intelligent Systems Laboratory 

Department of Electrical and Computer Engineering 

University of Missouri-Rolla, Rolla, MO, 65401 USA 

pxfx7@umr.edu, gkumar@ieee.org and keith@corzine.net 

 

ABSTRACT 

In high-power adjustable speed motor drives, such as those used in electric ship 

propulsion systems, active filters provide a viable solution to mitigating harmonic related 

issues caused by diode or thyristor rectifier front-ends. To handle the large compensation 

currents and provide better thermal management, two or more paralleled semiconductor 

switching devices are often used. In this paper, a novel topology is proposed where two 

active filter inverters are connected with tapped reactors to share the compensation 

currents. The proposed active filter topology can also produce seven voltage levels, 

which significantly reduces the switching current ripple and the size of ripple filters. 

Based on the joint redundant state selection strategy, a current-balancing algorithm is 

proposed to keep the reactor magnetizing current to a minimum. It is shown through 

simulation that the proposed active filter can achieve high overall system performance. 

The system is also implemented on a real-time digital simulator to further verify its 

effectiveness. 
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Keywords 

active power filter, multi-level converter, harmonic compensation 

1. INTRODUCTION 

Adjustable speed motor drives (ASDs) have found extensive application in a 

variety of high-power systems. One example is the electric propulsion system used in 

modern naval ships, the power ratings of which can be tens of megawatts. Typically the 

front-ends of such ASDs employ a diode or thyristor rectifier. In spite of their simple 

control and robust operation, these devices can result in serious power quality issues. 

They can generate voltage and current harmonics that might affect the operation of other 

devices in the same ac system. Conventionally, passive L-C filters are used to mitigate 

harmonic related problems. However, due to their large size and inflexibility, passive 

filters are gradually being replaced by active filters that utilize power electronic inverters 

to provide compensation for harmonics [1]. 

Among various active filter configurations, the shunt active filter systems have a 

number of advantages and constitute the optimal harmonic filtering solution for ASD 

rectifier front-ends [2]. In general, the ratings of shunt active filters are based on the rms 

compensating current and the rms filter terminal voltage. For high-power applications 

such as ship propulsion systems, the large compensation current often requires parallel 

operation of two or more switching devices or active filters. 

In recent years, multilevel converters have shown some significant advantages 

over traditional two-level converters [2-3], especially for high power and high voltage 

applications. In addition to their superior output voltage quality, they can also reduce 

voltage stress across switching devices. Since the output voltages have multiple levels, 
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lower dv/dt is achieved, which greatly alleviates electromagnetic interference problems 

due to high frequency switching. Over the years most research work has focused on 

converters with three to five voltage levels [4-5], although topologies with very high 

number of voltage levels were also proposed [6]. In general, the more voltage levels a 

converter has the less harmonic and better power quality it provides. However, the 

increase in converter complexity and number of switching devices is a major concern for 

multilevel converter. It has been shown that although more voltage levels generally mean 

lower total harmonic distortion (THD), the gain in THD is marginal for converters with 

more than seven levels [7]. 

This paper presents a shunt active filter configuration that uses tapped reactors for 

harmonic current sharing. It reduces current stress of the switching devices by 

distributing the compensation current between two parallel legs of an H-bridge topology. 

It also reduces voltage stress across the switches by utilizing a conventional three-level 

flying capacitor topology. Overall, the configuration is capable of producing seven 

distinct voltage levels and thus greatly reduces switching ripple in the compensating 

currents. 

The rest of this paper is organized as follows. The active filter topology is briefly 

described in Section 2. In Section 3, the operation of the tapped reactor is modeled in 

detail to illustrate its capability of generating multiple voltage levels. The control 

algorithm of the active filter is discussed in Section 4. To minimize the magnetizing 

currents in the reactors, a balancing algorithm based on the joint redundant state selection 

is presented which is discussed in Section 5. Simulation results are presented in Section 6 

to evaluate the proposed configuration and control. In addition, the system is 
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implemented on a real-time digital simulator to further validate the proposed active filter, 

and the results are also presented in Section 6. Finally, the conclusions are given in 

Section 7.  

2. ACTIVE FILTER TOPOLOGY 

The a-phase of the proposed active filter topology is shown in Fig. 1. It consists 

of an H-bridge configuration made from three-level flying capacitor branches. 

Essentially, it is a voltage-source-inverter (VSI) with capacitive energy storage (Cdc) 

shared by all three phases. A total of eight switching devices are used in each phase. A 

tapped reactor is used to connect the two legs of the H-bridge, and the output terminal is 

at the one-third tap of the reactor. 

 

 
Fig. 1.  Phase a of the seven-level active filter topology. 

 

3. TAPPED REACTOR MODEL 

Unlike the center-tapped inter-phase reactor used in [8-11], the reactor in the 

proposed topology has a tap terminal at its one-third position, as shown in Fig. 2. For the 

convenience of analysis, the reactor can be divided into two parts. In Fig. 2a,  part one, 
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denoted as L1, consists of the portion from terminal 1 to the tap and has a number of turns 

N1 = N; part two, denoted as L2, consists of the portion from the tap to terminal 2 and has 

a number of turns N2 = 2N. Terminals 1 and 2 are defined as the input terminals while the 

tap terminal is defined as the output terminal, O. 

 

 

 
 

  
(a) 

 
(b) 

Fig. 2.  Models of the tapped reactor: (a)  ideal;  (b) detailed. 
 

3.1 Analysis of an Ideal Tapped Reactor 

To derive the relationship between the input voltages and the output voltage, an 

ideal model of the tapped reactor is considered first in which there are no losses and no 

leakage flux. The following assumptions are made: 

• The core of the reactor is highly permeable in a sense that it requires 

vanishingly small magnetomotive force to set up the flux. 

• The core does not exhibit any eddy current or hysteresis loss. 

• All the flux is confined in the core so there is no leakage flux. 
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• The resistance of the reactor is negligible. 

Suppose that voltages v1 and v2, with respect to a common ground, are applied to 

the input terminals 1 and 2, respectively. The voltage across the two input terminals is 

denoted as v12 = v1 – v2. For this ideal model it is straightforward to determine the voltage 

between the output terminal O and terminal 2: 

 )(
3
2

2112
21

2
2 vvv

NN
N

vO −=
+

= . (1) 

The voltage at the output terminal with respect to the common ground is thus 

 2122 3
1

3
2 vvvvv OO +=+= . (2) 

Each leg of the H-bridge has a voltage-clamping capacitor and the voltages at the 

two input terminals of the reactor can be 0, vdc/2, or vdc, where vdc is the nominal voltage 

of the capacitor Cdc. For each phase there are nine different switching states, 

corresponding to nine terminal voltage combinations (v1, v2). These combinations can 

produce a line-to-ground voltage vO at the output terminal that has seven distinct voltage 

levels, as shown in Table I. 

 

Table I. Voltage Relationship for Tapped Reactors. 
State v1 v2 vO 

0 0 0 0 
1 0 vdc/2 vdc/6 
2 vdc/2 0 vdc/3 
2' 0 vdc vdc/3 
3 vdc/2 vdc/2 vdc/2 
4 vdc/2 vdc 2vdc/3
4' vdc 0 2vdc/3
5 vdc vdc/2 5vdc/6
6 vdc vdc vdc 
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Note that there are two redundant states 2' and 4' that produce the same voltage as 

states 2 and 4, respectively. However, these are not desirable because the voltages applied 

across the reactor are twice as high as the other states.. The output current is shared by 

the two legs of the H-bridge, with one having one-third of the current and the other 

having two-thirds. Therefore, the switching devices can be rated at either one-third or 

two-thirds of the required compensating current level, depending on the reactor terminal 

these are connected to. 

3.2 Non-ideal Reactor Model Analysis 

The ideal reactor model demonstrates that with three-voltage levels at the input 

terminals, the output voltage can have seven distinct levels. In practice, winding 

resistance, leakage inductance, and magnetizing inductance should be taken into account 

to obtain more accurate voltage and current relationships for the purpose of analysis and 

simulation. 

As shown in Fig. 2b, the detailed reactor model consists of two inductors that are 

coupled via a common core. The following quantities are defined: 

• N1, N2: number of turns of each inductor, N1 = N, N2 = 2N 

• r1, r2: winding resistance 

• Ll1, Ll2: leakage inductance 

• Lm1, Lm2: self inductances 

• M: mutual inductance between the two inductors 

For simplification, it is reasonable to assume that the winding resistance and 

leakage inductance of an inductor are proportional to its number of turns. Hence, 
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llll LLLL

rrrr
2

2

21

21

==
==

. (3) 

It can be shown that the relationship between the self inductances and mutual 

inductance is 

 MLML mm 2
2 21 == . (4) 

Let the current through inductor L1 be i1 and the current through L2 be i2, then the 

voltage across L1 is 

 1
211

1 2
ri

dt
di

M
dt
diM

dt
di

Lv lO +++= , (5) 

and the voltage across L2 is 

 2
122

2 222 ri
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M
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M
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By Kirchhoff’s voltage and current laws, (5) and (6) can be re-written as 
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If Ll and r are negligible one would obtain the same results as in (1). The 

derivatives of inductor currents can be determined as 
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Equations (7) and (8) are used to build a detailed model of a tapped reactor for 

simulation. It should be noted that since the output terminal is always connected to 
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another inductor, the three currents i1, i2 and io are not independent and only two of them 

can be chosen as system states. 

3.3 Active Filter Interface 

As shown in Fig. 3, The active filter is connected to the power system via a three-

phase inductor Lf. The filtering function is achieved by injecting a compensating 

harmonic current into the point of common coupling of the utility-load interface, which in 

this case is the secondary side of the rectifier load transformer. The reference harmonic 

currents are extracted from the load currents so that the sum of the load currents and the 

injection currents has a total harmonic distortion that meets the required specifications. 

The seven-level inverter can produce an output voltage that contains much less switching 

frequency ripple than a conventional two-level inverter; thus, the generated injection 

currents are smoother. In addition, the size of the switching frequency passive filter can 

be significantly reduced. 

 

 
Fig. 3.  Active filter connection to a shipboard power system. 

 

4. ACTIVE FILTER CONTROL 

To effectively compensate the load harmonic currents, the active filter controller 

should be designed to meet the following three goals: 
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• Extract and inject load harmonic currents 

• Maintain a constant dc capacitor voltage 

• Avoid generating or absorbing reactive power with fundamental frequency 

components 

4.1 Harmonic Current Extraction 

For diode or thyristor rectifier loads, the most common harmonic currents are of 

the 5th, 7th, 11th, and 13th order. Although a high-pass filter can be used to extract these 

components directly from the line currents, it is not feasible to obtain high attenuation at 

the fundamental frequency due to the high current amplitude. The synchronous q-d 

reference frame controller developed for shunt active filter systems is used to generate 

the reference compensating current [12]. As shown in Fig. 4, the load phase currents (iaL, 

ibL, and icL) are first transformed into the synchronous reference frame to obtain iqL and 

idL. Low-pass filters are then used to extract the dc components, which correspond to the 

fundamental frequency components in the load currents. High-pass filters are 

implemented by removing the extracted dc components from iqL and idL. 

4.2 DC Capacitor Voltage Control 

For the active filter to operate effectively it is important to maintain the dc 

capacitor voltage at a constant value. Since the active filter topology is essentially 

identical to that of an active rectifier, similar control strategies for the active rectifier are 

applicable. 

The dc capacitor voltage is directly affected by the real power transferred across 

the active filter. To keep the voltage constant, ideally no real power should be transferred. 

However, due to losses in switching devices and other components, a small amount of 
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real power is needed. In the synchronous reference frame with the q-axis aligned with the 

voltage at the point of common coupling, the real power transferred can be expressed as 

 qfqs ivP
2
3

= , (9) 

which means that by adjusting the q-axis filter current the real power can be effectively 

controlled. The controller diagram is shown in Fig. 4. 

 

 
 

Fig. 4.  Active filter control diagram. 
 

4.3 Reactive Power Control 

In most cases a unity power factor for fundamental frequency components is 

required at the active filter terminals. Since the reactive power can be expressed as 

 dfqs ivQ
2
3

= , (10) 

This goal can be achieved by keeping the d-axis current at zero, as shown in 

Fig. 4. The combined control of dc capacitor voltage and reactive power uniquely 

determines the fundamental frequency component of the active filter output current. This 
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current is then superimposed onto the commanded harmonic currents, and the 

commanded filter currents *
afi , *

bfi  and *
cfi  are obtained. 

4.4 Harmonic Current Regulator 

A current regulator is needed to generate the commanded compensation current. 

Generally, a hysteresis control provides fast response and is suitable for non-sinusoidal 

current tracking. However, it suffers from some serious disadvantages such as variable 

switching frequency and phase interaction problems [1]. In addition, to fully take 

advantage of the benefits of a multilevel converter, a current regulator that uses a voltage-

source PWM modulation is desirable. 

In this paper, a predictive current regulator is implemented to track the harmonic 

currents, which has the advantages of simple structure and less computational 

requirement. Given the system voltages and filter inductor currents, the required a-phase 

filter voltage can be calculated based on estimated values of the filter inductance 

 
t

Lii
vv fafaf

asaf Δ

−
+=

ˆ)ˆ(
ˆ

*
* , (11) 

where tΔ  is the controller switching period, asv̂  is the predicted source voltage and can 

be calculated as 

 )]()([5.1)(ˆ ttvtvttvv asasasas Δ−−Δ+= , (12) 

and *
âfi  is the predicted reference harmonic current 

 )]()([2)(ˆ **** ttitittii afafafaf Δ−−Δ+= . (13) 
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For accurate current tracking, the prediction takes into account the controller 

delay due to data acquisition and calculation. The active filter interface inductance Lf can 

be estimated online. 

4.5 Multilevel Voltage Modulation 

Once the commanded voltages *
afv , *

bfv  and *
cfv  are calculated, the next step is to 

determine the switching signals that generate these voltages. The active filter can 

generate seven distinct voltage levels (0 to 6). The immediate levels below and above *
afv  

can be determined by 

 1)int( +== aaama lluldll , (14) 

where the function int(.) truncates dam to an integer and 

 65.0
*

×⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
+=

dc

af
am V

v
d . (15) 

Note that all  should be limited in the range from 0 to 5. 

To generate an average voltage of *
afv  in a switching period tΔ , the active filter 

should generate voltage level aul  for time duration at , and generate level all  for duration 

att −Δ . According to (14), dam is a number between integers all  and aul , and 

1+= aa llul . Thus, 

 ( ) ( ) aaaaam tllttlltd ×++−Δ×=Δ× 1  (16) 

The switching time is then calculated as 

 ( ) tlldt aama Δ−= . (17) 
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To generate a specific output voltage level, Table I is first used to determine the 

voltage levels that should be applied to the reactor input terminals. Switching signals can 

then be determined for the two flying-capacitor converter legs to generate the required 

voltage levels. 

5. MAGNETIZING CURRENT MINIMIZATION 

5.1 Reactor Magnetizing Currents 

The current through the reactor consists of two components. One is the 

compensating current that flows out of the tap terminal and is shared by the two parts of 

the reactor. The other is the magnetizing current that is generated when a dc voltage is 

applied across the reactor input terminals. The magnetizing current does not contribute to 

the filtering function and should be minimized to reduce current ratings of the switching 

devices and to avoid reactor saturation. Ideally, the magnetizing current has a zero dc 

component. In practice, however, the dc current tends to drift away from zero if 

uncontrolled because of the differences in component parameters and controller errors. 

Therefore, it is necessary to monitor and control the magnetizing currents of the three-

phase reactor so that its value is within the required range. 

Let the magnetizing current in phase a be iam, then the following relationship 

holds 

 

2

1

3
1
3
2

aaoam

aaoam

iii

iii

=−

=+
 (18) 

Either equation can be used to calculate the magnetizing current. 
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5.2 Magnetizing Current Minimization 

The magnetizing current can be minimized by balancing the voltage applied 

across the tapped reactor. Among the seven switching states in Table I, states (0, 0), 

(Vdc/2, Vdc/2), and (Vdc, Vdc) have no effect on the magnetizing current, while the other 

four states can either increase or decrease the magnetizing current. Since states 2' and 4' 

are not used, there is no usable per-phase redundant state. Thus, the magnetizing current 

of each phase cannot be adjusted independently. In this paper, a technique similar to the 

joint-phase redundant states selection (JRSS) method proposed in [7] is used to minimize 

the magnetizing currents. 

The concept behind JRSS is that for a three-phase inverter, the line-to-ground 

voltages of all phases may be changed simultaneously without affecting the load voltages 

since the terms that are common in all phases will cancel when looking at the line-to-

neutral voltages or line-to-line voltages. 

The current minimization procedure is as follows. At the beginning of each 

switching period, the magnetizing current for each phase is calculated. Suppose the 

commanded voltage levels are si, where i = a, b, c, and 60 ≤≤ is . The number of 

available joint redundant states is 

 )max(6)min( ii ssk −+= . (19) 

Each redundant state specifies the three-phase active filter voltage levels. Based 

on Table I, the voltage applied across the reactor for each phase, and whether the 

magnetizing current increases, decreases, or does not change can be determined. If the 

magnetizing inductance Lm is known, the change in the current (for phase a) can be 

calculated as 
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 t
L

vvi
m

aa
am δ21 −=Δ  (20) 

where va1 and va2 are voltages at the two terminals of the reactor, and δt is the duration of 

the state. The switching state that results in the minimum three-phase total magnetizing 

current is selected. 

6. SIMULATION RESULTS 

Numerical simulations have been conducted in the Advanced Continuous 

Simulation Language (ACSL) to validate the proposed topology. The example system has 

a rated line-to-line voltage of 306 V and a three-phase six-pulse diode rectifier with a 

50 Ω dc load. The rated dc capacitor voltage of the active filter is 500 V. The three-phase 

tapped reactor has a leakage inductance of Ll =  50 μH, winding resistance r = 0.1 Ω, and 

mutual inductance LM = 100 mH. The active filter interface inductance is 1 mH.  

To further evaluate the performance of the proposed active filter, a real-time 

simulation model for a naval ship power system is also implemented, which has a rated 

voltage of 4.16kV. The modeling is based on the real time simulator RTDS® [13], which 

is a fully digital electromagnetic transients power system simulator that operates in real 

time. Because the solution is in real time, the simulator can be connected directly to a 

hardware controller or other devices. Thus, real-time simulation provides a convenient 

way for network-level power system analysis and equipment test. 

The implementation of the proposed active power filter model in RTDS is quite 

different from simulation design with regular non-real-time continuous/discrete 

simulators. On the one hand, technical difficulties arise due to hardware limitations. The 

inherent computational delay (75 μs in the setup) may cause instability for the close-loop 
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controller, and the issue must be addressed with appropriate choice of control algorithms. 

The switch model, which is designed mainly for operation under fundamental frequency 

conditions, must be properly configured to work at high switching frequency and pass 

harmonic currents. On the other hand, the parallel structure of the current regulator makes 

it suitable to be implemented on the platform, because different harmonic channels can be 

processed in parallel by multiple processors. 

Figures 5 and 6 show the a-phase operation of the active filter with the rectifier 

load. As can be seen, the load current iaL contains a significant amount of harmonics. The 

active filter produces multilevel voltages that generate a current iaf to cancel the harmonic 

contents. The compensated source current ias contains much less harmonics than iaL. The 

total harmonic distortion of the load current is 25.1%, which is reduced to about 9.4% in 

the compensated source current. Since a first-order prediction is used for current 

regulation, the source current still contains a certain amount of higher-frequency 

components. However, they are generally not a concern and can easily be removed by 

passive filters. 

The a-phase converter-side line-to-neutral output voltage vaf from the ACSL 

simulation is shown in Fig. 7. Multiple voltage levels give the voltage a smooth shape 

which reduces injection current ripple. Also shown in Fig. 7 is the reactor output terminal 

to dc ground voltage vag, which has seven distinct levels. Note that because of joint 

redundant state selection, common-mode components are added to the line-to-ground 

voltages, which cause the irregular shape of vag. 
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Fig. 5.  Load current and compensated current: (a) ACSL simulation; (b) RTDS. 
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Fig. 6.  Reference and actual injection currents: (a) ACSL simulation; (b) RTDS. 
 

The effectiveness of the magnetizing current control is tested in the ACSL 

simulation and illustrated in Fig. 8. The top part of Fig. 8 shows whether the JRSS 

current balancing algorithm is turned on or off, and the bottom part shows the 

magnetizing current in phase a. Initially the balancing is on and it can be seen that the 

magnetizing current is kept within a small range with a very low dc component. At time t 
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= toff, the balancing algorithm is turned off, and the magnetizing current drifts away from 

zero and keeps decreasing. In practice, a large magnetizing current can cause the iron 

core to saturate and eventually damage the reactor and switching devices. When the 

balancing method is turned on again at t = ton, the magnetizing current returns to its 

minimum value. Similar results are obtained for phase b and phase c. 
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Fig. 7.  Converter output voltages. 
 

off

on 

ba
la

nc
in

g

0 0.1 0.2 0.3 0.4 0.5
-20

-10

0

10

20

i am
 (A

)

Time in seconds  

Fig. 8.  Magnetizing current with and without balancing algorithm. 
 



24 

7. CONCLUSIONS 

A topology based on tapped reactors for use in the parallel operation of active 

filters is presented in this paper. This reduces current stress of the switching devices by 

distributing the compensation current. This topology can also achieve seven output 

voltage levels and significantly reduce switching frequency harmonics. A detailed model 

of the tapped reactor is analyzed to show the relationship between reactor input and 

output voltages. To minimize reactor magnetizing currents, a joint redundant state 

selection method is used to balance the voltage across the reactor. Simulation results and 

real time implementation on a real time digital simulator platform confirm the 

effectiveness of the proposed topology and control strategies.  
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ABSTRACT 

Many control algorithms and circuits for three-phase pulse width modulation 

active rectifiers have been proposed in the past decades. In most of the research works, it 

is often assumed that the input voltages are balanced or contains only fundamental 

frequency components. In this paper, a selective harmonic compensation method is 

proposed based on an improved multiple reference frame algorithm, which decouples 

signals of different frequencies before reference frame transformation. This technique 

eliminates interactions between the fundamental-frequency positive-sequence 

components and harmonic and/or negative-sequence components in the input currents, so 

that the fast and accurate regulation of harmonic and unbalanced currents can be 

achieved. A decoupled phase-locked loop algorithm is used for proper synchronization 

with the utility voltage, which also benefits from the multiple reference frame technique. 

The proposed control method leads to considerable reduction in low-order harmonic 

contents in the rectifier input currents and achieves almost zero steady-state error through 
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feedback loops. Extensive experimental tests based on a fixed-point digital signal 

processor controlled 2 kW prototype are used to verify the effectiveness of the proposed 

ideas. 

Keywords 

active rectifier, harmonic compensation, multiple reference frame, phase-locked 

loop 

1. INTRODUCTION 

Three-phase voltage-source pulse width modulation (PWM) rectifiers have gained 

enormous popularity in the past two decades. In many motor drive and power supply 

applications, they have been replacing traditional diode/thyristor bridge rectifiers as the 

front end ac/dc interface due to their low line current distortion and high power factor. 

Although there are constant efforts to improve the power quality of diode/thyristor 

rectifiers, either through additional circuits [1-3] or using active filters [4], PWM 

rectifiers are still one of the most viable solutions for many applications, especially when 

bidirectional power flow is required [5]. 

The main benefits of PWM converters come from the fact that their switching 

devices operate at a frequency many times higher than the system fundamental 

frequency. This enables the converter to have fast response and close regulation of the dc 

voltage. Since the switching noise can be easily eliminated by passive filters, the supply 

currents drawn from the utility network are nearly sinusoidal in normal conditions. In 

addition, the PWM rectifier can maintain good power factor through a wide load range. 

The claim that PWM rectifiers draw little low-order harmonic current, however, is 

seldom true when the input voltages are unbalanced or contain harmonics. The three-
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phase power source, be it the power grid or a stand-alone generator, is rarely ideal in 

practical situations. If the rectifier control scheme is not designed properly to account for 

these non-ideal situations, the three-phase input currents can indeed contain low-order 

harmonics. It has been pointed out that with unbalanced input voltages the rectifier dc 

output voltage may contain second-order harmonic ripple, which in turn causes third-

order non-zero-sequence harmonics in the input currents [6]. Although the magnitude of 

these harmonics is much lower compared to those generated by the diode/SCR 

counterparts, they can lead to lower power quality and may require additional passive 

filters to meet harmonic regulatory standards such as IEEE-519. Furthermore, non-ideal 

input voltage conditions may interfere with the converter controller and degrade its 

performance in achieving the two major objectives: dc voltage regulation and power 

factor correction. Laboratory experiments have shown that large amount of harmonics in 

the line voltages can cause sub-harmonic resonance and affect the stability of the rectifier 

control. 

The performance of PWM rectifiers under distorted input conditions varies 

greatly depending on the control scheme adopted. Harmonics and unbalance in the input 

voltages create a disturbance to the control, and very few control algorithms can provide 

a wide enough bandwidth to effectively suppress them. This is especially true for controls 

with slower current regulators. 

Several methods have been proposed to improve the operation of PWM rectifiers 

under unbalanced input voltage conditions. Early research focused on the analysis of 

rectifier behavior under these conditions, and attempted to alleviate the situation by 

proper design of input inductors and dc capacitors [6]. In [7], a feed-forward control 
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circuit was proposed, which used analog/digital components to generate appropriate 

PWM gating signals based on an unbalanced transfer matrix. Although the control had a 

simple implementation, its lack of feedback made the compensation sensitive to sensor 

errors and component variations. Based on symmetrical component theory, a feed-

forward control strategy was proposed in [8] to eliminate harmonics caused by 

unbalanced input conditions. One of its main drawbacks is that unity power factor cannot 

be achieved. A dual current controller was proposed in [9], which utilized two 

synchronous reference frames (SRFs) to separately regulate the positive and negative 

sequence currents. The use of two SRFs achieved very good control performance of the 

negative sequence components. However, the separation of the positive and negative 

SRFs was implemented with either low-pass filters or notch filters, whose limitations are 

detailed in Section 3.  

Some recently developed rectifier control algorithms also consider harmonics in 

the source voltages. A generalized model was derived in [10] to address the control issues 

caused by unbalanced and/or harmonic input conditions. Effects of harmonics on rectifier 

control was investigated in detail, but the compensation scheme only considered 

unbalanced inputs. Elimination of low-frequency harmonics in active rectifiers was also 

considered in [11], which attributed the sources of harmonics to pulse-width limits, 

improper PWM patterns and dead time. A predictive cancellation algorithm was proposed 

in [12] to reduce harmonics in the rectifier input currents. However, due to the 

algorithm’s open-loop nature, its performance was sensitive to sensor errors and control 

time delay. 
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With advances in the design of active filter controls, a new trend in harmonic 

current regulation is the use of selective harmonic compensation techniques, which target 

only a selected group of harmonic components, instead of trying to regulate signals in a 

wide spectrum. These techniques can be roughly classified into two categories based on 

the frame of reference they employ, although it has been proven that some of the methods 

are just equivalent implementations in different reference frames [13-14].  

Several stationary reference frame based control methods have been proposed and 

found applications in active filters, voltage source rectifiers, uninterruptable power 

supplies (UPS), and static var compensators (STATCOMs) [13-19]. The majority of 

these techniques are based on a form of resonant notch filter transfer function. In some 

cases, an integrator or proportional-integrator (PI) stage is also incorporated in the 

transfer function. Another stationary frame based method was the adaptive selective 

harmonic elimination (ASHE) algorithm [20], which could eliminate certain harmonic 

components by slowly adjusting weight parameters using a least mean square algorithm. 

The other category of selective harmonic control methods are based on rotating 

reference frames. In [21], Schauder et al. proposed a multiple reference frame based 

controller for active filters and power line conditioners. A similar implementation was set 

forth in [22] for active filter control. 

In this paper, a novel control algorithm is proposed to eliminate the low-order 

harmonic components in the ac currents of grid-tied converters when input ac voltages 

are unbalanced or contain low-order harmonics. Based on multiple reference frame 

theory, the proposed method improves existing implementation to achieve faster 

dynamics and lower computational requirement. The main goal of the control is to 
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produce high-quality balanced sinusoidal three-phase currents on the ac side in the 

presence of distorted input voltage conditions, thus avoid drawing harmonic or 

unbalanced currents from the utility system. The proposed harmonic elimination control 

method can be applied to both PWM rectifiers and grid-tied PWM inverters. In this 

paper, a 2 kW three-wire PWM boost rectifier system is used as an example to 

demonstrate its effectiveness. 

The effects of distorted input conditions on rectifier control are briefly studied in 

Section 2, in which the control objectives of the proposed technique are also defined. In 

Section 3, the decoupled multiple reference frame algorithm is derived, and comparisons 

are made between existing techniques and the proposed method. Based on the MRF 

technique, a line synchronous algorithm is set forth in Section 4, where simulation results 

are used to demonstrate its effectiveness. Although the MRF-based harmonic 

compensation technique can be integrated with many basic rectifier control algorithms, a 

P-Q decoupled control scheme is adopted in this work and illustrated in Section 5. 

Implementation of the proposed algorithms in a digital signal processor (DSP) system is 

described in Section 6, where extensive test results are presented. 

2. BEHAVIOR OF RECTIFIER CONTROL UNDER UNBALANCED AND 

DISTORTED CONDITIONS 

2.1 Circuit Description 

The typical circuit diagram of a three-phase PWM voltage source boost-type 

rectifier is shown in Fig. 1. Therein, the three legs of a three-phase IGBT bridge are 

connected to the power grid through an inductor L (with series resistance r). In most 

control schemes, the output dc voltage vdc and the input source voltages vs = [vas, vbs, vcs]T 
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and currents is = [ias, ibs, ics]T are sensed and then used to determine the proper PWM 

gating signals Sa, Sb, Sc and their complements. In a three-wire system as shown in Fig. 1, 

since there is no zero-sequence current path, the three-phase quantities are not 

independent. Therefore, only two line-to-line voltages (vab and vbc) and two currents (ias 

and ibs) need to be sensed. Switching at a high frequency, the IGBT legs produce voltages 

at the rectifier terminals, whose average values vr = [var, vbr, vcr]T would form a set of 

three-phase balanced sinusoidal voltages under ideal conditions. 

It should be noted that since there is no neutral wire, the zero-sequence ac current 

is always zero, no matter what source voltages are applied. Therefore, it is convenient in 

the following derivation to omit the zero-sequence component, and only q- and d-axis 

quantities are considered in each reference frame. 

 

Fig. 1.  Circuit diagram of a three-phase boost-type rectifier system. 
 

2.2 Synchronous Reference Frame Equivalent Circuit 

A brief analysis of the behavior of the rectifier is helpful for the understanding of 

the effects of unbalanced and distorted input conditions. The state-space model of the 
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above circuit can be established in the synchronous reference frame, in which the abc 

variables are transformed into qd variables in a rotating coordinate. 

A two step transformation process is often seen in the literature, in which abc 

variables were first translated into stationary qd variables with a constant matrix, then 

translated into the synchronous reference frame with a time-varying matrix. In this paper, 

a direct approach is taken as follows  
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where f denotes any three-phase quantities such as voltages, currents, or flux linkages, 

and θ is the phase angle of the a-phase utility voltage vs. As mentioned earlier, it is 

assumed that zero-sequence component is negligible, therefore 

 bac fff −−=  (2) 

The reverse transformation is 
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The state-space equations for the ac side circuit are 

 drqsedsdsds

qrdseqsqsqs
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where p denotes differentiation with respect to time, ωe = pθ  is the electrical angular 

speed of the utility voltage, and [vqs, vds], [iqs, ids] and [vqr, vdr] are the results obtained 

when vs, is, and vr are transformed into the synchronous reference frame, respectively. 
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For the dc side circuit, the following equation holds, 

 
R

v
iCpv dc

dcdc −=  (5) 

In (5), C is the capacitance of the dc linkage capacitor, and R is the equivalent 

resistance of the dc load. The two sides are related through instantaneous power balance 
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Fig. 2 shows the ac side circuit diagram in SRF. It can be shown that if the input 

voltage vs are balanced and free of harmonics, vqs and vds become dc quantities. A 

controller can be designed to determine vqr and vdr, which are also dc quantities in steady 

states. 

 

 

Fig. 2.  Equivalent circuit diagram of the rectifier system in the 
synchronous reference frame. 

 

However, if the input voltages vs are unbalanced or contain harmonic 

components, vqs and vds are no longer constant and contain a series of sinusoidal 

components, which act as disturbances to the system. In this case, the operating point of 

the system is no longer fixed, and the controller must have a very large bandwidth to 
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suppress these disturbances, otherwise harmonic components will appear in the state 

variables, i.e., the input ac currents and output dc voltage. It should be noted that the 

input inductor of the rectifier circuit often has a relatively low inductance. Therefore, 

even a small amount of harmonics in vs can create large harmonic currents if vr does not 

have the same canceling components. To address the issue of non-ideal input conditions, 

several approaches have been proposed [23]. The constant power method tries to 

maintain a constant input power (assuming the dc load is also constant), thus eliminating 

ripple in the output dc voltage. The constant resistance method regulates the rectifier so 

that it appears as a three-phase balanced resistive load. In this work, the control objective 

is to maintain balanced sinusoidal three-phase input currents, even when the input 

voltages are unbalanced and/or contain harmonics. 

3. MULTIPLE REFERENCE FRAME HARMONIC CONTROL SCHEME 

3.1 Overview of the Multiple Reference Frame Theory 

The concept of multiple reference frames was set forth several decades ago and 

was initially used in the analysis of electric machinery. In [24], Krause established the 

basic architecture of MRF and considered its application in the analysis of symmetrical 

induction machines. It was shown that the MRF method allowed simplified steady-state 

analysis of machine operations under unbalanced or non-sinusoidal voltage conditions. 

Later, Sudhoff et al. presented MRF-based analysis of a variety of other electric 

machines, including unsymmetrical induction machines [25], multistack variable-

reluctance stepper motors [26], and brushless dc motors [27]. These machines are 

difficult to model with conventional methods due to asymmetry or non-sinusoidal back 

emf. MRF provided a means to keep state variables of the model constant in steady state 
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so that the model equations could be readily linearized. Recently, MRF was also 

employed in the identification of inter-turn faults in induction machine stators [28]. 

It is interesting to note that although MRF has found many applications as an 

analysis tool, its use in real-time controllers has not received much attention. This is 

primarily due to the fact that, i) significant computation arises from the need for reference 

frames transformations; ii) the dynamic performance of most existing MRF based 

controllers is not satisfactory; and iii) accurate synchronization with utility voltage is 

required. 

With the advances in modern DSP design, commercial off-the-shelf DSP chips 

today have significantly improved their computational power through increased clock 

speed and parallel operation. Thus, the computational requirement is no longer a 

determining factor. Herein, the issues of performance and synchronization will be 

addressed. 

3.2 Multiple Reference Frames for Arbitrary Three-Phase Signals 

The synchronous reference frame is commonly used in the control of PWM 

rectifiers and inverters. By transforming the time-varying three-phase sinusoidal voltage 

and current signals to this rotating reference frame using (1), these signals become dc 

quantities in steady state. It is thus much easier to design the controller to achieve zero 

steady-state error. The same concept can be naturally extended to cases where the signals 

are unbalanced and/or contain harmonics. Let v = [va, vb, vc]T be a set of three-phase 

periodic voltage signals with arbitrary waveforms. As long as all three signals are 

periodic with the same base frequency ωe, each can be expressed as the sum of a series of 

harmonics using the Fourier transform 
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where j = a, b, and c; Ajk and φjk are respectively the magnitude and phase angle of the 

k-th harmonic component in phase j. 

For each harmonic frequency fk = kωe/2π, symmetrical component theory can be 

applied. No matter what magnitude or phase angles each phase component has at this 

frequency, there exist three sets of symmetrical components that can uniquely represent 

the three-phase signals at fk, 
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If the zero-sequence component is assumed to be zero, the harmonic contents at 

frequency fk can be represented by two balanced sets of quantities with the same 

electrical angular velocity kωe: one set ( ++∠ kkA φ ) has positive sequence and its vector 

rotates counterclockwise in the vector plane, while the other set ( −−∠ kkA φ ) has negative 

sequence and its vector rotates in the clockwise direction. 

From the above analysis, it is clear that a set of periodic three-phase quantities can 

be viewed as a sum of multiple rotating vectors in the vector plane. Generally speaking, 

for each harmonic frequency fk (k = 1, 2 …, ∞ ), two vectors may exist that rotate at the 

same electrical angular velocity kωe but in opposite directions. 
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A reference frame can be intuitively viewed as a rotating coordinate in the vector 

plane, which has a q-axis and a perpendicular d-axis. The q- and d-axis quantities of a 

vector viewed in that reference frame are simply the projection of the vector onto the two 

axes. Reference frame transformation, in this sense, is a change of the viewer's 

perspective from the stationary coordinate to a rotating one. 

As proven in [24], if a balanced set appears in any reference frame, there is 

another reference frame wherein this balanced set will appear as constants. Therefore, 

when v is transformed into a reference frame that is rotating counterclockwise at velocity 

kωe, the positive-sequence vector of the k-th harmonic in v will appear as standing still 

because it is moving in the same velocity and direction as the reference frame. In other 

words, transformation of this vector gives constant q- and d-axis quantities. A positive 

sequence vector that is rotating at velocity mωe (m ≥ 0, m ≠ k) will appear as sinusoidal 

terms with a frequency of ( ) ekm ωπ −2 . A negative sequence vector that is rotating with 

mωe will appear as sinusoidal terms with a frequency of ( ) ekm ωπ +2 . 

In summary, when the zero-sequence component is not considered, a periodic 

three-phase signal can be decomposed into a sum of balanced three-phase sets; each can 

be of different harmonic frequencies, and can have either positive sequence or negative 

sequence. For each harmonic set, there exist one and only one reference frame into which 

the component can be transformed to be dc quantities. Conversely, when the signal is 

transformed into a specific reference frame, only one harmonic set becomes dc quantities, 

and all other sets become sinusoidal terms whose frequency is determined by the relative 

angular velocity between the set and the reference frame. 
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3.3 Existing MRF-based Control Methods 

One technique based on multiple reference frames for active filter control was 

proposed in [22], where a current regulator was constructed and each harmonic 

component was regulated on its own rotating reference frame. A similar technique was 

proposed in [21] which integrated a PI controller in the MRF structure for each frequency 

of interest. Although these methods are simple and straightforward to implement, they 

suffer from a serious drawback, i.e., interference between different reference frames. 

As described earlier, a balanced harmonic set mmA φ∠  that is not in 

synchronization with the reference frame becomes sinusoidal terms after the 

transformation. The frequency of the terms is determined by the relative velocity of the 

set and reference frame, and their magnitude are unchanged by the transformation. In 

[21], the original three-phase signals were sent to each reference frame so that the 

transformation result contained not only the desired dc component, but also a variety of 

sinusoidal terms. This inevitably affects the accuracy and dynamic performance of the 

controller since even in steady state the state variables of the system were not constant. In 

each reference frame, the system was constantly perturbed by a group of sinusoidal 

disturbances. 

One way to alleviate this situation is to attenuate at least the dominant component 

with filters, as was done in [22]. Therein, a low-pass filter was constructed to reduce the 

magnitude of the positive sequence fundamental components, which was the dominant 

one in the nonlinear load currents. The output signal of the filter was then processed by 

MRF. Although filters can indeed partially reduce interactions among reference frames, 

their use comes with a price, i.e. the degraded dynamic response of the system. This is 
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especially true when simple low-order filters are used. In fact, as will be shown in the 

next section, a difficult compromise has to be made between the attenuation and dynamic 

performance. 

3.4 MRFSER 

A novel multiple reference frame synchronous estimator/regulator (MRFSER) 

was set forth by Chapman and Sudhoff in [29]. The technique was applied to the optimal 

control of permanent magnet synchronous machine drives. Fig. 3 depicts the block 

diagram of the MRF synchronous estimator, which is essentially the same diagram as 

shown in Fig. 3 of [29], except that in the original figure an integrator with unity negative 

feedback was used, instead of a low-pass filter. It can be shown that the integrator with 

unity negative feedback loop has a transfer function 
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which is identical to that of a first-order low-pass filter with unity dc gain and a cutoff 

frequency of Ge. Thus, Fig. 3 can be seen as a generalized version of the MRF 

synchronous estimator in [29]. 

As can be seen in Fig. 3, a three-phase current signal is processed by several 

parallel channels, each representing a frame of reference (α, β, … Ω). Unlike 

conventional MRF techniques which multiply the raw signal directly with transformation 

matrices ( ΩKKK ,,, Kβα ), MRFSER subtracts the sum of all estimated components 

from the original signal, and adds to it the estimated component resulted from the specific 

reference frame the signal is being transformed into. In the steady state, this feedback 

network allows only one component to pass through each reference frame, and that 
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component is exactly the one that is in synchronization with the reference frame. 

Therefore, the scheme essentially decouples all the different reference frames so that the 

output of each channel contains only constant quantities, which are the q- and d-axis 

values of a balanced harmonic set that rotates synchronously with the reference frame. In 

other words, the MRFSER is capable of extracting cleanly each harmonic component in 

the input signal. This is a feature that can not be achieved by using either low-pass filters 

or notch filters. It is important to note that although harmonic contents considered in [29] 

were assumed to be balanced, the general idea can be extended to three-phase periodic 

signals with arbitrary waveforms. 

 

 

Fig. 3.  Block diagram of the multiple reference frame 
estimator/regulator. 
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Formal mathematical justification was presented in [29], which shows that the 

error of the estimator will converge exponentially to zero if the input is constant and all 

harmonic components are considered in the MRFSER structure. The rate of the 

convergence depends on the number of channels (n) and the low-pass filter. In the case of 

simple first-order low-pass filters, the decay rate is nωc, where ωc is the cutoff frequency 

of the filter. 

Although MRFSER provided a fast and accurate means to estimate individual 

harmonic components in a three-phase periodic signal, it has not been widely adopted in 

practical applications. One drawback of the MRFSER implementation is that it requires 

very intensive computational power to perform the transformations of different reference 

frames. For each harmonic component, signals not only need to be transformed into the 

qd reference frame, they also need to be re-constructed by inverse transformation back 

into the abc forms. This would significantly increase the required computational efforts. 

Therefore, for practical implementation with DSPs, the MRFSER presents hardware and 

software challenges, especially when the number of harmonic channels is high. 

3.5 Improved MRF Scheme 

To apply MRFSER in rectifier control, one major challenge is to reduce the 

amount of calculations it requires. For three-phase utility-connected power converters, 

the following observations are made: 

• The most dominant component in the converter currents is the positive 

sequence fundamental frequency component, which can have a magnitude 

tens of times higher than that of harmonic components. 
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• Unbalance can be a common phenomenon in the utility systems, and high 

magnitude of negative sequence fundamental component may exist. 

• In most systems, even and triplen harmonics are not an issue. The 

dominant low-order harmonics are the 5th, 7th, 11th, 13th, etc. Furthermore, 

the higher the frequency is, the lower the magnitude is. 

• If the signals are balanced, the 5th, 11th, ... harmonics have a negative 

sequence, while the 7th, 13th, ... harmonics have a positive sequence. 

• If the signals are unbalanced, positive sequence 5th, 11th, etc. harmonics 

and negative sequence 7th, 13th, etc harmonics may exist, but they have 

very low amplitudes. 

Based on these observations, a modified MRF scheme is proposed in this paper. 

The block diagram of the scheme is shown in Fig. 4, where the superscript 1p is used to 

denote fundamental frequency positive sequence component, 1n stands for fundamental 

frequency negative sequence component, 5n stands for 5th harmonic negative sequence 

component, and so on. 

Before the input current signal is transformed into reference frame 1p, the output 

of reference frame 1n is reconstructed and subtracted from the input signal. Similarly, the 

output of reference frame 1p is reconstructed and subtracted from the input signal that 

goes into reference frame 1n. The estimated 1p components are 

 ( )[ ]n
qdnabcp

p
qd LPF 11

11
1 ˆˆ iKiKi −−=  (10) 

and the estimated 1n components are 
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Fig. 4.  Block diagram of the proposed multiple reference frame 
scheme. 

 

Compared with MRFSER, it can be seen that only fundamental frequency 

components are involved in the feedback network, and no reconstruction of harmonic 

estimations is needed.  

In this way, the input current is divided into three major components, i) the 

positive sequence fundamental frequency component i1p, ii) the negative sequence 

fundamental component i1n caused by imbalance, and iii) the remaining components ih 

which are harmonics. All reference frames that process harmonics share the same input 

signal, which is 

 nph 11 iiii −−=  (12) 



46 

If the input signal does not contain any harmonic components, this structure will 

cleanly extract the positive and negative sequence fundamental frequency components. 

Since harmonics are not considered in the feedback network, in reality there are some 

interferences between different reference frames. However, the low magnitude of the 

harmonics means that their effects are small, as is shown below. 

3.6 Simulation Results 

To demonstrate the effectiveness of the proposed MRF scheme, a computer 

simulation was performed and comparisons were made between three MRF 

implementations, the conventional filter based method, MRFSER, and the proposed 

scheme. 

In the simulation test, a 60 Hz three-phase voltage signal was processed with the 

three MRF schemes. In the signal, phase a had a magnitude of 197V, which was 10% 

higher than that of phase b and c. In addition, the signal contained 5% negative sequence 

5th harmonic component. To test the dynamic behavior of the methods, a step change 

occurred at time t = 0.05 s when the magnitude of the signal dropped by 30%. 

The simulation results are reported in Fig. 5. Therein, the left column depicts the 

q-axis quantity of the extracted positive sequence fundamental components (1p), the right 

column depicts the extracted q-axis values of the negative sequence fundamental 

components (1n) and 5th-order harmonic component (5n). 

The two plots shown in the first row of Fig. 5 illustrate the results of the 

conventional MRF method. To reduce the interactions between different reference 

frames, a low-pass filter with cutoff frequency ωc = 10 Hz was used. It can be seen in Fig 

5 (b) that the extracted 1n and 5n components still contain very large amount of ripple 
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caused by the dominant 1p component. Although decreasing the cutoff frequency can 

reduce the amplitude of the ripple, it also further deteriorates the dynamic performance of 

the system, which is already very poor as shown in Fig. 5 (a). 

 

Fig. 5.  Comparison of simulation results from three MRF-based 
methods. First row: conventional MRF; Second row: MRFSER; Last 
Row: proposed MRF scheme. Left column: estimated q-axis values of 
1p component; Right column: estimated q-axis values of 1n and 5n 
components. 

 

The results from the MRFSER method can be observed in the two plots shown in 

the second row of Fig. 5. In this study, a cutoff frequency of 60 Hz was selected for the 
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low-pass filters. It is clear that MRFSER achieved much better dynamic performance and 

could completely eliminate interferences between different reference frames. In steady 

state, the estimated q-axis quantities are all constant values in each reference frame.  

Finally, the traces in the bottom row of Fig. 5 depict the behavior of the proposed 

MRF algorithm, which used the same cutoff frequency as in the MRFSER study. The 

dynamic responses compare nearly identically to those of MRFSER. In steady state, there 

was only a small amount of high frequency ripple in the 1p and 1n component, which is 

expected due to the fact that 5n is not included in the feedback network. Because the 5n 

component has a much lower magnitude compared with fundamental frequency 

components, its effects on them were negligible in most cases. On the other hand, since 

the input signal to 5n reference frame has no 1p or 1n components, the transformation 

results are nearly dc quantities. 

It is interesting to note that the 5n component becomes a 360 Hz sinusoid in the 

1p reference frame, while it appears as a 240 Hz sinusoid in the 1n reference frame. Since 

the same cutoff frequency was used for all low-pass filters, the magnitude of the ripple in 

the 1n reference frame is higher than that in the 1p reference frame.  

Based on the study, it can be concluded that although the proposed MRF may 

introduce some ripple caused by harmonics, their impacts are very limited in practical 

situations. The dominant components, which are often the ones with fundamental 

frequency, are decoupled and removed. The proposed method simplifies the MRFSER 

structure and reduces computational requirement, without degrading dynamic 

performance. 
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It is important to mention that in some cases a harmonic component may have a 

significant enough magnitude to cause large ripple in other reference frames, and the 

proposed MRF method can be readily modified to include that harmonic channel in the 

feedback network. 

4. MRF-BASE LINE SYNCHRONIZATION ALGORITHM 

The tracking of phase and frequency information of the utility systems is an 

important aspect of most converter control algorithms that use SRF technique. Although 

small variations of the estimated system frequency normally may not cause problems for 

the control of fundamental frequency signals, they can introduce a lot more ripple in the 

qd quantities of higher-order harmonics. 

For example, an estimation error of 0.5 Hz for the fundamental component would 

cause an error of 6.5 Hz for the 13th harmonic reference frame, and it is very difficult to 

remove such ripple with simple low-pass filters while keeping good dynamic 

performance. Thus, to achieve good performance using MRF, the frequency of the utility 

system must be accurately tracked. 

A commonly-used line-synchronization technique for three-phase applications is 

the synchronous reference frame phase locked loop (SRF-PLL) method [30], in which the 

source voltages are transformed into the qd rotating reference frame, and a feedback loop 

is used to regulate the angular position of the reference frame so that either the q- or d-

axis component becomes zero. The SRF-PLL gives satisfactory performance under ideal 

input conditions, i.e. when the source voltage is balanced and free of harmonics. 

However, imbalance and distortions in the source voltage can cause large oscillations in 

the extracted frequency and phase information. Even though these oscillation can be 
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attenuated by low-pass filters, this approach has a serious negative impact on the dynamic 

performance of the PLL. Therefore, this method is not appropriate for the proposed 

MRF-based harmonic compensation algorithm. 

Recently, based on the conventional SRF-PLL, a novel improvement called the 

decoupled double synchronous reference frame PLL (DDSRF-PLL) was proposed [31], 

which utilized two synchronous reference frames to process the input voltages. The two 

reference frames have the same angular speed, but are rotating in opposite directions. 

Signals in the two reference frames are decoupled through a feedback network so that the 

interference between them can be totally eliminated. This key feature of the technique 

makes it possible to extract separately the fundamental-frequency positive-sequence 

component, which can then be used in the PLL stage. Through simulation and 

experimental results, the authors showed that the technique had excellent performance 

even when input voltages were highly unbalanced. The effect of harmonics on the PLL 

was also investigated and the results showed that they have very little negative impact. 

In this paper, the same idea of DDSRF-PLL is adopted, but a different approach is 

taken for the implementation. Fig. 6 shows the control diagram of the proposed MRF-

PLL scheme. It can be seen that the a decoupled MRF structure similar to the one shown 

in Fig. 4 is used. As discussed earlier, the decoupled MRF structure is able to extract 

precisely both the positive- and negative-sequence components of the fundamental-

frequency voltage signals. The extracted positive sequence d-axis component is passed 

through a PI controller to generate an estimation of the angular speed of the component. 

The speed estimation, ω̂ , is integrated to give the angular position θ̂ , which is used in 

the transformation matrices for both positive and negative sequence reference frames. 
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Compared with DDSRF-PLL, the proposed MRF-based PLL method has a very 

straightforward implementation and almost identical performance. It can also be easily 

extended to include other harmonic components in the decoupling feedback structure if 

these components are large enough to degrade the PLL's performance. 

A simulation was performed to verify the effectiveness of the proposed MRF-base 

PLL algorithm, in which the cutoff frequency of the low-pass filter was 60 Hz, and the 

parameters of the PI block were Kp = 2.22, and Ki = 246.7. Fig. 7 shows the responses of 

the MRF-PLL under various input voltage situations. Initially, the three-phase voltages 

were balanced and had a frequency of 48 Hz. At time t = 0.5 s, there was a step change in 

the utility frequency, which increased by 25% and became 60 Hz. The dynamics of the 

PLL under such a large step input can be clearly observed by looking at the estimated 

angular speed, which rapidly increased to the set value in less than one cycle. The effect 

of this step disturbance on the angular position theta was even more attenuated due to the 

low-pass filtering effect of the integrator. 

 

Fig. 6.  Block diagram of the multiple reference frame based synchronization 
algorithm. 
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At time t = 0.15 s, the magnitude of phase a voltage was increased by 40%. This 

imbalance in magnitudes created negative sequence components in the source voltage. As 

can be seen in Fig. 7, the estimated electrical angular velocity only had a short period of 

transient process, then quickly settled down to its nominal value of 377 rad/s. No visible 

distortions in the angular position θ̂  is observed. 

 

Fig. 7.  Simulation results of the proposed MRF-based PLL algorithm. 
(a) Three-phase voltages (V); (b) Estimated electrical angular speed 
(rad/s); (c) Estimated phase angle (rad). 

 

5. THE COMPLETE CONTROL ALGORITHM 

The complete block diagram of the proposed rectifier control algorithm is shown 

in Fig. 8. The details of the two grayed blocks, MRF Compensation and MRF-PLL, have 
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already been described in previous sections. It can be observed that two parallel paths are 

used for the regulation of dc voltages and power factor. The reactive power is calculated 

directly from the three-phase voltages and currents with 

 
( ) ( )[ ]csbsasbscsas vviiivQ −+−=

2
3

 (13) 

 

 

Fig. 8.  Block diagram of the complete MRF-based active rectifier control. 
 

The estimated qd quantities in each reference frame are passed through a PI block, 

then transformed back into the abc frame and added to the rectifier voltage references. 

This guarantees that in steady state all the harmonic components become zero. In this 

study, the negative sequence fundamental frequency component is also regulated to zero, 

which effectively maintains a balanced three-phase input currents even when the source 
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voltage is unbalanced. It should be pointed out, however, that other control strategies for 

unbalanced input can also be used by setting appropriate reference currents for the 1p and 

1n current components [9]. 

6. EXPERIMENTAL RESULTS 

6.1 Prototype Description 

To experimentally verify the effectiveness of the proposed MRF-based technique, 

a 2 kW three-phase PWM boost-type rectifier prototype system was built in the 

laboratory. The system consists of a 1.2 mH three-phase input inductor, a rectifier bridge 

with six IGBTs (rated 600 V and 75 A), a dc link capacitor of 3900 μF, and a resistive dc 

load of 40 ohms. Hall effect voltage and current sensors were used to measure the output 

dc voltage (vdc), input line-to-line voltages (vab and vbc) and input currents (ia and ib). 

The IGBTs were controlled by a fixed-point DSP (TMS320F2812 from Texas 

Instruments) with a clock frequency of 150 MHz. The switching and control frequency 

was set to 20 kHz. In each control cycle, the DSP samples the sensed signals and 

completes all the calculations needed to determine the switching states. In addition, two 

D/A channels were used so that internal variables can be displayed on an oscilloscope. 

The proposed MRF-based rectifier control algorithm was implemented on the 

DSP. In addition to positive and negative synchronous reference frames 1p and 1n, three 

harmonic reference frames (2n, 5n, and 7p) were also used to target the 2nd, 5th, and 7th 

harmonics, respectively. A flag variable was used so that the harmonic/unbalance 

compensation function can be turned on or off while the system is running. 

Although voltages from the electric power grid can become unbalanced and 

contain harmonics due to nonlinear loads, the amount of distortion cannot be controlled. 
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Therefore, to test the performance of the prototype system under various distorted 

conditions, a 5.25 kW three-phase programmable power supply (Elgar SW5250) was 

used as the input power source of the rectifier. The device can generate three-phase 

voltages of arbitrary phases and magnitudes, and the waveforms can be programmed 

using GPIB commands. It is thus very convenient to generate voltages with a controlled 

amount of imbalance and harmonics. 

All the test results shown below were based on the following operating point: the 

line-to-line rms voltage of the power source is 120 V, the commanded dc link voltage is 

280 V, and the rated load power is 1.96 kW. 

6.2 Harmonic Compensation Test 

In the first test, only harmonic components (5th and 7th) were intentionally added 

to the source voltages, and the three phases are balanced. Fig. 9 illustrates the test results 

recorded with an oscilloscope. Fig. 9 (a) shows the distorted input line-to-line voltages 

vab and vbc, which contain 10% of 5th harmonic and 5% of 7th harmonic contents. It was 

mentioned in previous sections that if harmonic compensation algorithm is not used, even 

a small amount of low-order harmonic voltages can create highly distorted currents, 

which can be clearly seen in Fig. 9 (b). As expected, when the compensation function is 

turned on, the input currents (ia and ib) are much cleaner and become almost pure 

sinusoidal, as illustrated in Fig. 9 (c). 

The spectra of the phase a current before and after the compensation are shown in 

Fig. 9 (d). As can be seen, the 2nd, 5th and 7th harmonic components are completely 

canceled by the MRF algorithm. The THD of the current decreases from 19.5% to 1.7% 

when the compensation is in effect. 
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(a) 

 
(b) 

(c) 
 

(d) 

(e) 
 

(f) 
Fig. 9. Experimental results for test with balanced harmonic input voltages. (a) Line-to-
line source voltages; (b) Input currents before compensation; (c) Input currents after 
compensation; (d) FFT results of phase a current before (top trace) and after (bottom 
trace) compensation; (e) 1n and harmonic components before compensation; (f) 1n and 
harmonic components after compensation. 

 

In the proposed algorithm, the negative-sequence components and harmonic 

components in the source currents are separately extracted. Although these signals do not 
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physically exist and can only be obtained through calculations, they are important 

indicators of the degree of distortions in the currents. Through a two-channel D/A 

converter, the waveforms of n
ai
1  and h

ai  are shown on a oscilloscope. Figs. 9 (e) and (f) 

shows these signals before and after the compensation is used. In Fig. 9 (e), only a very 

small negative sequence component (the top trace) can be seen because the three-phase 

source voltages are mainly balanced. However, the harmonic component (the bottom 

trace), which includes the sum of all harmonics, indicates that the input currents are 

highly distorted. In Fig. 9 (f), with the help of the MRF-based harmonic compensation 

method, both the negative-sequence and harmonic traces are very close to zero, indicating 

a relatively clean current waveform. 

6.3 Unbalanced Harmonic Cases 

Next, unbalanced conditions were added to the source voltages, which still 

contain the same amount of harmonics as in the previous test. In this case, the magnitude 

of the phase a voltage was decreased from 70 V to 50 V, which is a 28% reduction. The 

magnitudes of phase b and c voltages remained the same. The test results are depicted in 

Fig. 10. 

To better illustrate this magnitude difference, the waveforms of line-to-line 

voltages vab and vbc are placed on the same level in Fig. 10 (a). The effects of this 

unbalanced and harmonic voltages seriously degraded the performance of the rectifier 

control. As can be seen in Fig. 10 (b), not only did the input currents have large amount 

of 5th and 7th harmonics, other harmonic components (2nd, 3rd, 4th, etc.) also appeared. 

Due to the unbalanced input voltage, the magnitude of ia (top trace) was much lower than 

that of ib (bottom trace).  
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(a) 

 
(b) 

(c) 
 

(d) 

(e) 
 

(f) 
Fig. 10. Experimental results for test with unbalanced harmonic input voltages. (a) Line-
to-line source voltages; (b) Input currents before compensation; (c) Input currents after 
compensation; (d) FFT results of phase a current before (top chart) and after (bottom 
chart) compensation; (e) 1n and harmonic components before compensation; (f) 1n and 
harmonic components after compensation. 

 

Fig. 10 (c) shows the input current waveforms when the MRF-based 

compensation function is in effect. Apparently, the shapes of the waveforms are 
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significantly improved. FFT calculations showed that the three targeted harmonic 

components were adequately compensated, and the magnitude of the these harmonics 

were close to zero, as illustrated in Fig. 10 (d). The harmonic and imbalance 

compensation control achieved a great decrease in THD of the phase a current, which 

reduced from 98.7% to 4.4%. Figs. 10 (e) and (f) show the extracted negative-sequence 

and harmonic components in the input current. Without compensation, there exist a large 

amount of negative sequence current. Fig. 10 (f) clearly show that the compensation 

method can effectively balance the input currents. 

It should be noted that because the harmonics are also unbalanced, they contain 

both positive and negative sequence components, and in theory two compensation 

channels should be used for each harmonic frequency to achieve completely 

compensation. However, in general the amount of non-typical harmonic components 

(positive 5th and negative 7th) are much smaller than those typical harmonic components 

(negative 5th and positive 7th). This fact justified the decision in the DSP program to only 

target the dominant typical harmonic components. On the other hand, if a specific 

harmonic component is particularly large, or a resonant condition is observed, a dedicated 

compensation channel should be added to the MRF-based algorithm. 

6.4 Performance of MRF-PLL 

It is noteworthy to look at the performance of the MRF-based PLL algorithm 

under unbalanced and harmonic input voltage conditions. Fig. 11 depicts waveforms of 

the estimated q-axis voltage in 1p reference frame (whose absolute value is equal to the 

magnitude of the input voltage) and the estimated phase angle. These were both internal 

variables in the DSP algorithm and brought out using D/A channels. The voltages used 
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for this experiment contain a large amount of 5th and 7th harmonics; they also contain a 

significant amount of negative sequence components, which normally have a large 

negative impact on the identification of voltage phase information. 

 

 

Fig. 11.  Experimental results of the MRF-PLL algorithm under 
distorted input conditions. Top trace: estimated q-axis values in 1p 
reference frame; Bottom trace: estimated phase angle. 

 

Fig. 11 shows that the estimated phase angle and magnitude have very little 

ripple. This result is expected since the MRF-PLL decouples the interaction between 

positive and negative sequence components of the fundamental-frequency source voltage. 

Due to the low-pass filtering effect of the integrator, the harmonics have almost no 

visible impact on the phase angles. Some harmonic ripple may still appear in the 

magnitude waveform, even though they are attenuated by the LPF. 

6.5 Dynamic Response Test 

The fast dynamic response feature of the proposed MRF-based compensation 

algorithm can be appreciated by investigating its transient behavior. Fig. 12 depicts 

waveforms of the input currents (ia and ib) when there was a sudden turn-on of the 

algorithm. Before compensation, the unbalanced and distorted nature of the currents can 
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be clearly seen. When the algorithm was turned on at time t = 200 ms, ia and ib became 

balanced and free of low-order harmonics almost instantly, only after a short period of 

transient process. 

 

 

Fig. 12.  Experimental results of the dynamic performance test. 
Compensation algorithm is turned on at time t = 200 ms. Top trace: 
phase a current; Bottom trace: phase b current. 

 

7. CONCLUSIONS 

A multiple reference frame based harmonic compensation algorithm for grid-

connected three-phase power converter applications has been presented in this paper. A 

decoupled multiple reference frame architecture is proposed to eliminate interferences 

between components of different frequencies, which enables the selective compensation 

of dominant harmonics currents. Furthermore, a MRF-PLL technique was set forth to 

precisely track the frequency and phase information of the utility system. The presence of 

imbalance or distortion in the source voltages does not degrade the performance of the 

phase-locked loop operation. The decoupled structure can cleanly extract the fundamental 

positive sequence component without sacrificing good dynamic performance. A complete 

experimental evaluation based on a three-phase rectifier system demonstrated that the 
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proposed technique can yield fast and accurate operation. Balanced sinusoidal input 

currents can be achieved even under severe unbalanced and harmonic input conditions. 
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ABSTRACT 

When designing and building power systems that contain power electronic 

switching sources and loads, system integrators must consider the frequency-dependent 

impedance characteristics at an interface to ensure system stability. Stability criteria have 

been developed in terms of source and load impedance for both dc and ac systems and it 

is often necessary to measure system impedance through experiments. Traditional 

injection-based impedance measurement techniques require multiple online tests which 

lead to many disadvantages. The impedance identification method proposed in this paper 

greatly reduces online test time by modeling the system with recurrent neural networks. 

The recurrent networks are trained with measured signals from the system with only one 

stimulus injection per frequency decade. The measurement and identification processes 

for dc and three-phase ac interfaces are developed. Simulation and laboratory tests 

demonstrate the effectiveness of this new technique. 

Keywords 

impedance measurement, recurrent neural network, stability analysis 
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1. INTRODUCTION 

Stability analysis in power electronics based distributed power systems is a more 

crucial task than in conventional power systems due to the nearly ideal control capability 

of many modern power converters. The excellent load regulation capability of a converter 

is a desirable feature in many applications, but it also makes the converter a constant-

power load device, which is a potential cause of negative impedance instability [1].  

For small-signal stability analysis, most research focuses on the 

impedance/admittance method that involves examining the Nyquist contour of the 

product of the source impedance and load admittance in a dc system [2]. In recent years, 

based on the impedance/admittance method, a variety of stability criteria and design 

approaches for both dc and ac systems have been proposed [3-4].  

In the design, integration and analysis of distributed power systems, it is often 

necessary to obtain the small-signal impedance/admittance characteristics of an existing 

power electronic component or subsystem at a given operating point. To get the 

frequency-dependent characteristics by experiment, periodic voltage or current 

perturbations are usually injected to the system while it is under operational power. 

Measurements of the perturbed system are then taken and processed to determine the 

impedance at a specific frequency. Several methods have been proposed for impedance 

measurement in high-power ac systems, including utilization of three-phase bridge 

converters, wound-rotor induction machines and three-phase chopper circuit [5-6]. An 

impedance measurement technique utilizing a line-to-line current injection chopper 

circuit was recently proposed [7], which has a simple structure and is easier to implement 

compared with other methods. 
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A common problem of these impedance measurement techniques is that they 

require injection of perturbation signals to the system one frequency at a time. To obtain 

the impedance characteristics over a wide frequency range for stability analysis, multiple 

tests must be repeatedly performed. During each test, a perturbation signal of a specific 

frequency is injected into the system, and the voltages and currents are measured and 

recorded. When tests for all frequencies are finished, the recorded data is processed to 

calculate the impedance value at each frequency. The main disadvantages of this 

procedure include: (i) It takes a long online time to complete the injections for all 

frequencies; (ii) The operating point of the system may vary during the prolonged test 

procedure, which can lead to inconsistency in the measured system impedance 

characteristics; (iii) If the impedances at additional frequencies are needed, new tests 

must be performed on the system, which may cause interruption to the normal operation 

of the system. 

In this paper, a different approach is taken to identify the impedance 

characteristics of a dc or three-phase ac system. Instead of measuring system impedance 

at one specific frequency each time, the proposed method requires only one injection and 

measurement process. The recorded data is used not to directly calculate impedances, but 

to build a model of the system at the specified operating point by training a recurrent 

neural network (RNN). The trained RNN is then used to obtain the impedance 

characteristics. Results from both simulation and laboratory tests show that the proposed 

method is capable of accurately identifying impedances of both dc and three-phase ac 

systems. 



70 

2. IMPEDANCE MEASUREMENT FOR STABILITY ANALYSIS 

The analysis of small-signal stability around steady states of a power electronic 

system is important for both control design and component integration. In the design 

stage, if the mathematical model of the system is known, it can be used to extract the 

impedance characteristics of the system. In addition, models of different system 

components can be connected together to simulate their behavior under different 

operating conditions, and linearization tools are usually available to determine the state-

space matrices of the system. The situation is different in the component integration 

stage, when the hardware components are connected together to form a system. In this 

case, the detailed models of the components are often not available, especially when the 

components are designed and manufactured by different vendors. To evaluate the 

stability of the integrated system, measurements and tests are necessary to obtain the 

impedance information of each component. 

The injection-based impedance measurement techniques utilize small voltage or 

current signals to perturb the system under study, while it is operating in steady state. 

Various injection devices have been proposed. For low-power systems, power amplifiers 

can be used. For high-power systems, different configurations of chopper circuits are 

often used, in which switching devices are turned on and off to provide a varying 

impedance branch that creates the perturbations. 

Fig. 1 shows the shunt injection diagram for dc systems. The system is divided 

into two parts, designated as source and load, although the actual power flow can be 

either from the load to the source or from the source to the load. The injection device is 

connected at their common interface. In the shunt injection system, a current signal of a 
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specific frequency is injected into the system at a steady-state operating point. The dc 

voltage at the interface, together with the load and source currents, are measured. The 

waveforms of these signals are recorded. Fourier transform is then used to process these 

signals and determine the magnitudes and phase angles of the components at the injection 

frequency. The small signal impedances of the load and source can then be calculated 

with 
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where fi is the injection frequency, V, Is and Il are complex numbers obtained from 

Fourier transform of the dc voltage, source current, and load current signals. This single 

injection test gives the impedance information of the system at a single frequency fi. To 

obtain impedances at other frequencies, the same test procedure is be repeated, each time 

with a different injection frequency. 

 

 
 

Fig. 1.  Impedance measurement in dc systems. 
 

The impedance measurement test for three-phase ac systems is more complicated. 

As shown in Fig. 2, the shunt injection requires a three-phase current source and 

measurement of nine signals. Also, the impedance information for the source and load is 
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represented by a 3 by 3 matrix. For three-phase balanced systems, reference frame 

transformation theory provides a convenient way to study the impedance characteristics.  

In the synchronous reference frame, the impedance and admittance take matrix forms 
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To determine the four impedance entries in the matrix, two sets of injection 

signals are needed at each frequency. This actually doubles the number of tests needed to 

identify the system impedance characteristics over a wide frequency range. 

 

 

Fig. 2. Impedance measurement in three-phase ac systems. 
 

3. RNN-BASED IMPEDANCE IDENTIFICATION METHOD 

The key point of the proposed method is the modeling of a dynamic system under 

study. If a model can be built to accurately produce the small-signal time-domain 
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responses of the system to all types of inputs, then it also has the ability to produce the 

frequency-domain characteristics of the system. For an existing hardware system, the 

internal device parameters are often unavailable, thus it is impractical to build the model 

based on knowledge of the device’s internal structure and control algorithms. Instead, the 

model can be created based on the input and output signals of the device. 

3.1 Recurrent neural network as a modeling tool 

 For dynamic systems, a recurrent neural network has been demonstrated to be an 

effective modeling tool in many applications. Unlike the widely-used multilayer 

feedforward neural networks that can only establish static mapping relationship between 

inputs and outputs, RNNs contain internal feedback loops and states. The outputs of 

RNNs are functions of internal states as well as the inputs, just as they are in dynamic 

systems. The feedback mechanism provides a memory to the recurrent networks so that 

they are capable of modeling systems with internal dynamics. In this study, the Elman 

RNN topology is chosen for the modeling. 

Fig. 3 shows a simplified diagram of a two-layer Elman recurrent network 

structure. For a network with l inputs, m hidden neurons, and n outputs, the hidden layer 

equations are 
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where  
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x(t) is the input vector, w(1) is the weight matrix associated with the inputs and hidden 

neurons, and w(2) is the weight matrix associated with the states and hidden neurons. 
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The outputs of the network are determined by 
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where w(3) is the weight matrix associated with the hidden neurons and the outputs. 

 

 

 

Fig. 3. Topology of the Elman recurrent network. 
 

Past research has demonstrated the ability of the RNN to learn system dynamics 

and provide efficient predictions, and it has found application in many areas such as wind 

speed and power forecasting [8], design of a power system stabilizers [9], induction 

motor speed estimation [10], and prediction of elephant migration [11]. 

3.2 Modeling with RNN 

To model a dynamic system with RNN, the network must be trained with 

measured data so that it learns the behavior of the system. It should be noted that the 

purpose of the training is not to obtain a complete model of the complex nonlinear power 

electronic system. Instead, throughout the test, the system is running at a specific steady-

state operating point. Small variations of voltage or current are added to the system to 
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create perturbations. The RNN is then used to model the behavior of the system 

responding to small signal inputs. 

The measured signals are voltage and current waveforms at the interface of the 

source and load. These waveforms are used as training data for the input and target output 

of the RNN. During the training process, input data are fed to the network to calculate the 

output, and the internal weight parameters of the RNN are adjusted based on the output 

error. Several RNN training algorithms are available. Both back-propagation and particle 

swarm optimization algorithms [12] are used in this study. 

3.3 Random PWM signal injection 

Training of the RNN requires measurement data of a perturbed system, thus 

injection of perturbation signals is still necessary in the proposed method. For the shunt 

injection, chopper circuits proposed in [7] are used to handle the high voltage and power 

of the tested system. Fig. 4 shows the circuit as being used for line-to-line current 

injection in a three-phase ac system. The circuit contains a bi-directional switch that 

controls the branch’s impedance, which in turn causes variations in the branch current. A 

properly designed switching pattern can thus introduce a perturbation current signal into 

the system. A fixed-frequency fixed-duty-cycle PWM switching scheme was used in [7] 

to generate a perturbation signal of a specific frequency. 

For the RNN to learn the dynamic behavior of the system, the spectrum of the 

perturbation signal must cover a wide frequency range. A random PWM signal with 

limited bandwidth is used in this study, which can be generated by a PWM switching 

scheme with a random duty cycle and random switching frequency. In each PWM cycle, 

the switching frequency is randomly chosen between two bounds,  fmin and fmax, which are 
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determined according to the frequency range of interest. Fig. 5 shows the spectrum of 

such a switching signal, with fmin = 1 kHz and fmax = 5 kHz. It can be seen that the signal 

has a relatively even magnitude at frequencies below 3 kHz. At frequencies above 3 kHz, 

the magnitude decreases with a slope between 20 dB/decade and 40 dB/decade. 

 

 

Fig. 4. Chopper circuit shown in three-phase system injection. 
 

During the period when the system is being perturbed by a random PWM 

switching circuit, the voltage and current signals of the source and load are measured, 

filtered, and recorded. For a dc system, the recorded data is normalized and used directly 

to train the RNN. Either the voltage or the current signal can be used as the input, and the 

other signal is used as the target output. For a three-phase ac system, the measured 

signals are first transformed into the synchronous reference frame so that the fundamental 

components become dc signals. After normalization, the data is then used for RNN 

training. 
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The training process of the RNN involves repeatedly feeding the network with the 

input data, calculating the outputs, and comparing the calculated outputs with the target 

outputs. The network weights are modified in each epoch to minimize the error. The 

training stops when the error is below a certain threshold value.  

 

 

Fig. 5. Spectrum of a random PWM signal. 
 

A well-trained RNN can produce correct outputs even when the inputs are 

different from its training data. It is this generalization capability of RNNs that makes 

them suitable for impedance characteristics extraction. The trained RNN can be seen as 

an accurate small-signal model of the system, and tests can be performed on the RNN 

instead of on the real system to obtain the impedance information.  



78 

3.4 Identification process for dc systems 

For a dc system, to determine the impedance value at a frequency fi, a sinusoidal 

signal of frequency fi is fed to the trained RNN to produce the output. The input and 

output signals are then processed with Fourier transform to determine their magnitudes 

and phase angles at the injection frequency. The impedance and admittance of the system 

at fi can be calculated with (1). Fig. 6 depicts the whole procedure with a flow chart. 

3.5 Identification process for three-phase  ac systems 

For a three-phase ac system, if the RNN is trained with currents as inputs and 

voltages as outputs, then it is relatively easier to calculate the impedance matrix. For each 

frequency fi, there are four impedance values to be determined and two steps are needed.  

In the first step, a sinusoidal signal of frequency fi is fed to the trained RNN as iq, 

while the input signal id is set to a zero vector. The RNN output voltages vq and vd are 

then calculated with (4)-(6). According to (2), two impedance entries can be determined 

by 
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where Vq, Vd and Iq are the complex results from Fourier transform of vq, vd and iq, 

respectively. The second step is similar to the first one except that the sinusoidal signal is 

fed to the RNN as id, while iq is set to zero. The other two impedance entries can be 

determined by 
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Fig. 7 shows a flowchart of the proposed impedance measurement procedure for 

three-phase ac systems. It can be seen that the online part of the procedure only includes 

the injection of the random PWM signal and data measurement, and the rest of the 

process only requires offline training and calculations. 

 

 

Fig. 6. Flow chart of the proposed impedance measurement procedure 
for dc systems. 
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Fig. 7. Flow chart of the proposed impedance measurement procedure 
for three-phase ac systems. 
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4. SIMULATION RESULTS 

The proposed impedance measurement technique was verified with simulation 

results of both dc and three-phase ac systems.  

4.1 Test results in dc systems 

A 3.7 kW variable-speed motor drive system is used for the dc test, and its 

diagram is shown in Fig. 8. The example system consists of a three-phase active rectifier, 

300 V dc link, a three-phase inverter, and a 5 hp induction motor. Input and output filters 

are used to reduce the PWM switching noises. 

 

Fig. 8. Test system for dc impedance measurement. 
 

The dc link interface of a rectifier-inverter-induction motor system is used for the 

dc signal injection. The location of the injection device is shown in Fig. 8, where the 

current source on the dc link represents the chopper circuit as shown in Fig. 4. To 

measure the impedance of the subsystem to the right of the injection device, both vdc and 

iload are measured and saved. The frequency range of interest is from 10 Hz to 1 kHz, and 

the frequency bounds of the random PWM signal is set to be 400 Hz and 1 kHz. The 

measured signals are filtered to avoid aliasing, and sampled at a frequency of 10 kHz. 

The data is then normalized to be within the range from -1 to 1. An Elman RNN is 
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trained with the voltage data as input and current data as output. The extracted impedance 

characteristics are shown in Fig. 9. The actual impedance curves are obtained based on 

the linearized state-space matrix in a simulation model of the system. As can be seen, a 

very close match between the measured and actual values is achieved.  

 

 

Fig. 9. Jacobian and RNN extracted impedances of the dc subsystem. 
 

4.2 Test results in ac systems 

The ac test system includes a salient-pole synchronous generator feeding an R-L 

load (R = 27.29 Ω, L  = 19.9 mH). The chopper circuit is connected to the b and c phases 

of the generator terminals. The injection and data processing conditions are similar to 

those in the dc test, except that the abc signals are transformed into the synchronous 

reference frame before normalization. An Elman RNN is used for the training, where the 

inputs are the currents and the outputs are the voltages.  



83 

For a symmetric three-phase R-L load, its impedance matrix in the synchronous 

reference frame can be expressed as 

 ( ) ⎥
⎦

⎤
⎢
⎣

⎡
+−

+
=

LjRL
LLjR

e

e
RL ωω

ωω
ωZ  (9) 

where ωe is the speed of the synchronous reference frame. Figs. 10 and 11 clearly show 

the agreement between (9) and the measured impedance characteristics.  

Fig. 12 shows the measured magnitude curves of Zqq and Zdd of the synchronous 

generator. The impedances identified with the proposed method are very close to the 

actual values. The q- and d-axis impedances are different because of rotor saliency of the 

generator. 

 

 

Fig. 10. Impedances Zqq and Zdq of a three-phase RL load. 
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Fig. 11. Impedances Zdd and Zqd of a three-phase RL load. 
 

 

Fig. 12. Impedances Zqq and Zdd of a three-phase synchronous 
generator. 

 

4.3 Evaluation of impedance accuracy 

The accuracy of the proposed impedance identification method depends on 

several factors. Firstly, signal measurement errors have a large impact on the RNN 
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training data because the small perturbation signals are usually added to very large 

steady-state currents and voltages. Secondly, the RNNs also contribute to impedance 

inaccuracies. The number of hidden neurons is directly related to the modeling 

capabilities of a network. Generally more neurons are needed for the RNN to accurately 

model systems with complex dynamics. Finally, since RNNs contain internal states, their 

initial values also affect the accuracy of the model. Their effects can be reduced by 

discarding the first portion of the input and output data in the identification process. 

5. EXPERIMENTAL RESULTS 

The further verify the effectiveness of the proposed impedance identification 

method, a laboratory prototype system similar to the one shown in Fig. 8 was built. The 

parameters of the passive components in the system are listed in Table I. 

 

Table I. Component parameters of the experimental system. 
Ls = 0.4 mH rs = 0.5 ohms 

Lf1 = 1.8 mH Lf2 = 1.2 mH 

Cf1 = 5 μF Cf2 = 5 μF 

Rf1 = 10.4 ohms Rf2 = 10.4 ohms 

Cdc = 3900 μF  

 

A practical concern arises when the proposed method is applied in a real-world 

system. Although the RNN model can be trained with recorded voltages and currents 

when random PWM signals are injected, it is difficult to choose the sampling rate of the 

recording device if the frequency range of interest is wide. On the one hand, high 

sampling rate is desired to capture system responses to high frequency signals. On the 
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other hand, large number of training data points will significantly slow down the RNN 

training process if the sampling rate is high. It should be noted that different frequency 

bands have different requirements for sampling rate. For low-frequency bands, as long as 

aliasing can be avoided, low sampling rate is actually preferable because it is then 

possible to capture data over a longer period of time. 

To address this issue, one solution is to divide the frequency range of interest into 

several bands. For example, if the desired frequency range is from 0.1 Hz to 1 kHz, four 

frequency bands can be considered: 0.1 Hz to 1 Hz, 1 Hz to 10 Hz, 10 Hz to 100 Hz, and 

100 Hz  to 1 kHz. In this case, one injection is needed for each decade, and the random 

PWM signal is designed to have the maximum energy at the center of the band. Four 

RNNs, each corresponding to a frequency band, are then used to process the four sets of 

recorded data. The identified impedance information can then be combined to be used for 

stability analysis. Although this approach is more complicated than the single-injection 

method, it can significantly reduce the training time of the RNNs. Compared with 

conventional methods, the number of injections it requires is still much lower. 

Fig. 13 illustrates the training process of the RNN network for frequency band 

1 Hz to 10 Hz. It can be seen that the mean squared error (MSE) decreases rapidly during 

the initial several epochs. The reduction in MSE gradually slows down as the number of 

epochs increases. After about 20 iterations, the MSE settles down at a value slightly 

lower than 0.01. It is important to note that this value is much larger than those in 

simulation tests, which can be as low as 10-6. The main reason for the discrepancy is that 

the experimental data contain much more noises, which have a negative impact on the 

RNN training process. 
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Fig. 13. Mean squared error of RNN during the training process. 
 

When the training is finished, the outputs of the RNN are compared with the 

measured data. The comparison is depicted in Fig. 14, where the top trace shows the data 

recorded from the system, and the bottom trace represents the RNN outputs. It can be 

clearly seen that there is a very good agreement between the two, which indicates that the 

trained RNN is an accurate model of the system under test. It is worth mentioning that the 

measured data are normalized before the training. 

Fig. 15 shows the comparison between the actual dc load impedance and the 

values identified based on the trained RNNss, where the top traces represent the 

magnitudes, and the bottom traces represent the phase angles. The effectiveness of the 

proposed method is confirmed by the apparent agreement between the two traces. It 

should be noted that at higher frequencies, noises in the sampled data make the training 

difficult to converge and thus degrade the accuracy of the method. 
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Fig. 14. Comparison between the measured (solid line) and RNN-
estimated (dashed line) normalized currents. 

 

 

Fig. 15. Comparison between the actual and identified admittances. 

6. CONCLUSIONS 

By modeling the small-signal dynamics of a power electronic system with 

recurrent neural networks, the proposed impedance identification method significantly 
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reduces the online test time to extract the frequency-dependent impedance characteristics, 

which provide vital information for stability analysis. Random PWM signals and resistive 

chopper circuits  are used to inject perturbation signals into the system under test, which 

produces voltage and current signals for RNN training. Both simulation and laboratory 

tests have been used to verify the effectiveness of the proposed method. 
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