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ABSTRACT 

In the past several decades, a number of microwave imaging techniques have 

been developed for detecting embedded objects (targets) in a homogeneous media. New 

applications such as nondestructive testing of layered composite structures, through-wall 

and medical imaging require more advanced imaging systems and image reconstruction 

algorithms (post-processing) suitable for imaging inhomogeneous (i.e., layered) media.  

Currently-available imaging algorithms are not always robust, easy to implement, 

and fast. Synthetic aperture radar (SAR) techniques are some of the more prominent 

approaches for image reconstruction when considering low loss and homogeneous media. 

To address limitations of SAR imaging, when interested in imaging an embedded object 

in an inhomogeneous media with loss, two different methods are introduced, namely; 

modified piecewise SAR (MPW-SAR) and Wiener filter-based layered SAR (WL-SAR).  

From imaging system hardware point-of-view, microwave imaging systems 

require suitable antennas for signal transmission and data collection. A reconfigurable 

antenna which its characteristics can be dynamically changed provide significant 

flexibility in terms of beam-forming, reduction in unwanted noise and multiplicity of use 

including for imaging applications. However, despite these potentially advantageous 

characteristics, the field of reconfigurable antenna design is fairly new and there is not a 

methodical design procedure. This issue is addressed by introducing an organized design 

method for a reconfigurable antenna capable of operating in several distinct frequency 

bands. The design constraints (e.g., size and gain) can also be included. Based on this 

method, a novel reconfigurable coplanar waveguide-fed slot antenna is designed to cover 

several different frequency bands while keeping the antenna size as small as possible.   
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1. INTRODUCTION 

1.1. BACKGROUND AND MOTIVATIONS 

In the past two decades, composite structures, made of electrically insulating 

materials (i.e., dielectric materials), have found their utility in a wide variety of 

applications including those in surface transportation, aerospace, construction, power 

generation, utilities, maritime, and many more.  Many of these structures are composed 

of several layers of different dielectric materials such as glass-fiber reinforced polymer 

(GFRP) skins, foam, balsa wood and ceramics.  These layers are then bonded together 

using very thin layers of adhesive resulting in thick sandwich composites (i.e., 

inhomogeneous or layered structure).  Inspection of these composite structures, for 

detecting undesired flaws or indications, may present serious challenges to standard 

nondestructive testing and evaluation (NDT&E) techniques such as ultrasonic, X-ray and 

eddy current testing [1]-[2]. This is partially due to the relatively thick nature of some of 

these composites; attenuation and scattering caused by the various layers; low electrical 

conductivity associated with the layers; difficulty in detecting thin planar defects that 

commonly appear in these structures; and non-contact and one-sided requirements of 

some inspections.  On the contrary, it is shown that electromagnetic (EM) imaging 

techniques have great potential for inspecting these structures [2].  

Development of electromagnetic imaging techniques, for the purpose of detecting 

and evaluating hidden or embedded objects in a structure, has been the focus of 

investigation by those involved in the fields of nondestructive testing and evaluation, 

applied geophysics, biomedical, and radar and remote sensing [3]-[7]. EM imaging 

techniques may be called based on imaging frequency band (e.g., microwave (covering 

the frequency range of ~300 MHz – 30 GHz), millimeter wave (covering the frequency 

range of 30 GHz – 300 GHz), or terahertz (covering the frequency range of ~300 GHz – 

3 THz)) [4],[8].In here, the focus is on microwave and millimeter wave bands and hereon 

EM imaging is referred to as microwave imaging.  

 A general view of a microwave imaging system is shown in Fig. 1.1.  The 

imaging system is composed of two general parts, namely: the hardware and post-

processing (imaging algorithm).  
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Figure ‎1.1. A general view of a microwave imaging system. 

 

 

The hardware portion is composed of the measurement setup (i.e., sample and 

scanning table), antenna, measurement instrument, and recording tools. When imaging a 

passive object, the antenna which is connected to a measurement instrument (i.e., a vector 

network analyzer (VNA)) transmits an EM wave (at a certain frequency or frequency 

bands) toward the sample under test (SUT). The contrast among the electrical properties 

of the object (i.e., permittivity, permeability, and conductivity) and the surrounding 

material causes a scattered/reflected signal to be radiated in all directions. A portion of 

the scattered wave is then collected by the receiving system (or transceiver). In practice, 

this data is often measured as reflection coefficient or S11 (when using a calibrated VNA). 

The antenna subsequently moves to all selected positions within a preset scanning area 

and data from all these locations are collected. This type of data collection is known as 

the “monostatic” case. If the transmitter and the receiver are at different locations it will 

be a “bistatic” case. On the other hand and for active targets, there is no need to have 
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transmitter antenna since the target itself radiates EM signal which can be collected by 

the receiving antenna. 

The primary function of the post-processing portion is then to process the 

“collected data” and determine the electrical (i.e., electrical and magnetic property 

distribution) and geometrical parameters (i.e., shape, size and location) of an imaged 

object or estimate a reflectivity function (i.e., qualitative image) from the collected data 

[3],[5]-[7],[9]-[16]. During past several decades, many different techniques (algorithms) 

have been developed for these purposes.  In general, these techniques can be classified as 

either quantitative imaging techniques or qualitative imaging techniques [9]. Quantitative 

imaging techniques or inverse scattering methods give the electrical and geometrical 

properties (distributions) of an imaged object by solving a nonlinear inverse problem. 

The nonlinear inverse problem is commonly solved iteratively while within each 

iteration, the problem is linearized using Born or distorted Born approximations. This 

procedure is known as forward iterative solution [9]-[16]. Required computational 

resources (i.e., time and computer memory) and calculation complexity are the major 

disadvantages associated with these techniques [9]. On the other hand, qualitative 

imaging techniques calculate a reflectivity function or qualitative image to represent the 

object/target profile. Most of the techniques that belong to this category use migration-

based algorithms to reconstruct the unknown image profile. Migration-based techniques 

include a wide variety of approaches and methods [5]-[7],[9]. The collected data, 

consisting of reflected or scattered field data from an object or source, can be migrated or 

back-propagated to the object/target location by adding appropriate time shift (in time 

domain) or phase shift (in frequency domain), respectively. Therefore, a successful range 

migration can result in a focused image of the object/target. Synthetic aperture radar 

(SAR), ground penetrating radar (GPR), range-Doppler algorithm, frequency-wave 

number migration algorithm (ω-k or F-K), matched-filter migration, and chirp-scaling 

migration all belong to the qualitative imaging class [9]. Qualitative imaging methods 

usually invoke simplifying assumptions which may reduce the accuracy of the technique 

in comparison with quantitative imaging. However, qualitative imaging techniques are 

usually robust and relatively fast (non-iterative). 
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Despite extensive efforts to develop microwave imaging techniques for free-space 

and homogeneous media, there are few reported works that consider embedded objects 

inside layered composite structures or in general an inhomogeneous media (e.g., concrete 

structures, human body, etc.). Moreover, new applications such as smart environment 

with embedded wireless sensor networks, navigation and wireless communication 

systems, through-wall imaging, and medical imaging have spurred additional interest and 

accelerated the demands for robust imaging techniques applicable to inhomogeneous 

media [17]-[22]. Imaging of planar layered structures, as a special and most applicable 

case of inhomogeneous media, has attracted significant attention in the past two decades. 

However, only a few imaging algorithms applicable to these structures are introduced 

that belong to the quantitative imaging class [10]-[16]. In [9], a qualitative imaging 

technique is proposed that uses a SAR migration algorithm to image embedded objects in 

a planar layered structure. The efficacy of the algorithm is proved and demonstrated only 

for a two-dimensional (2D) two-layer medium consisting of air and ground. Moreover, 

for applications such as through-wall imaging, a few modified versions of SAR algorithm 

are introduced and used. These techniques, as an improvement over SAR, incorporate 

transmission coefficients for the air-to-wall discontinuity in the SAR image formation in 

spatial domain [17], [20], [22]. The produced image is consequently improved. However, 

the algorithms in [17], [20], and [22] are developed in spatial domain which makes the 

implementation of them difficult and increases the processing time.     

Lack of robust and fast qualitative imaging techniques for layered structures and 

the high demand for these techniques has been the motivation to conduct the research 

presented herein. In this work, an embedded passive object or active target in a general 

planar layered dielectric structure is considered (Fig. 1.2). 

As an antenna located at the top layer (usually contained in air) scans, transmits 

an electromagnetic signal, and collects a portion of scattered/reflected signal from the 

layered structure and embedded object. The collected signal by the measurement 

instrument is then fed into currently-available imaging algorithms to produce an image. 

One of these techniques is the classical or conventional SAR [20]. This technique is one 

of the most well-known imaging techniques, which was initially developed for free-space 
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Figure ‎1.2. An embedded object in a planar layered structure. 

 

 

or homogenous media [3]-[5]. The basic idea is to compensate for the traveling phase 

delay by adding appropriate phases to the collected data followed by a coherent 

summation in order to provide a synthetically-focused image. This type of conventional 

SAR algorithm is slow but may be accelerated by using the well-known (ω-k) or (F-K) 

algorithm that first transforms the collected data into its spatial spectrum, and then 

processes the data in spectral domain to form the image [21]. This algorithm has the 

distinct advantage of using fast Fourier transform (FFT) algorithms possessing 

significantly low computational complexity. This is hereafter referred to as the “SAR” 

algorithm in this work. Unfortunately, for most layered structures the resulting image 

using SAR becomes unfocused and object locations are incorrectly positioned (i.e., 

shifted from where they should actually be). Moreover, when considering a lossy layer in 

the path between the scanning antenna and the object, SAR algorithm is unable to 

properly determine the location of an embedded object. These limitations stem from the 

following underlying assumptions in the SAR algorithm. First, SAR assumes that the 

background medium is homogenous and as such it does not consider the electrical or 

physical properties of different layers when compensating for phase delay. Second, it 

does not account for multiple reflections at the discontinuities between different layers.  

Third, it only compensates for traveling phase delay and does not compensate for the 

signal attenuation. 
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To address the first limitation of the SAR algorithm, a method, referred to as 

modified piecewise SAR (MPW-SAR) is developed in here, which takes into account the 

electrical and physical properties of each layer at a time (hence, piecewise). As a 

modification over piece-wise SAR (PW-SAR) [23], the modeling and inclusion of 

discontinuity between layers using transmission coefficients is studied. The results show 

that this technique is suitable for objects with high dielectric contrast compared with their 

surrounding material (i.e., strong scatterers). However, this technique does not account 

for multiple reflections within any given layer in the structure. Moreover, MPW-SAR is 

not suitable for imaging embedded objects/targets inside lossy materials since it does not 

consider EM signal attenuation.  

Consequently, to address all of the three limitations of SAR, another method was 

developed, which is referred to as Wiener filter-based layered SAR (WL-SAR). After 

mathematical manipulations a closed-form expression is derived for imaging embedded 

objects/targets in a layered structure. This mathematical expression indicated that the 

procedure to obtain an image from collected data can be cast into a deconvolution 

procedure. Since the Wiener filter-based deconvolution method is an efficient 

deconvolution technique, it was selected for solving the deconvolution problem and 

finding the desired reflectivity function (i.e., qualitative image). 

 On the other hand, from hardware point of view, microwave imaging systems 

require an antenna to collect electromagnetic reflections from sample under test. From 

imaging point of view, the selection of scanning antenna is also important. Finer cross-

range resolution is achieved through wider beamwidth and scanning area, and finer range 

resolution is achieved through wider bandwidth (BW) [24]. Moreover, if the object is 

embedded in an unknown media, having an antenna which its characteristics (i.e., 

operating frequency band, polarization, and pattern) can be dynamically changed is 

required for locating/imaging purposes. This requires that antennas cover a wide range of 

characteristics, or antennas whose various important characteristics can be tuned.  To 

address bandwidth problem, wideband or multiband antennas may be employed. 

However, interference issues along with relative bulkiness (i.e., overall dimensions), limit 

the utility of wideband antennas for this purpose [25]-[28]. Alternatively, multiband 

antennas, which address more than one band at a time [29]-[30], still require receivers 
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with effective out-of-band noise rejection filters in their front-end circuitry [25]. 

Moreover, covering a wide range of distinct frequency bands using multiband antennas is 

quite a challenge. On the contrary, a frequency reconfigurable antenna only covers one 

frequency band at time but it can quickly switch to another configuration and cover a 

different desired band. Therefore, the noise (or any unwanted interference) is less than 

interference/noise in multiband or wideband antennas. Moreover, having an antenna with 

polarization and/or pattern reconfigurablility is very useful for imaging applications. 

Despite many advantages offered by reconfigurable antennas, the topic is fairly recent, 

and there is not a robust and methodical design procedure for reconfigurable antennas.  

The significant potential for using reconfigurable antennas for microwave 

imaging systems and currently growing multiradio communication devices was the 

motivation to devote part of the research to compact reconfigurable antenna design, 

simulation and implementation. A methodical reconfigurable antenna design procedure is 

introduced and explained. Moreover, three different versions of a novel reconfigurable 

coplanar waveguide (CPW)-fed slot antenna are designed that cover three/four distinct 

bands with reasonable gain. The designed antennas can be used for wireless multiradio 

communication applications (e.g., wireless sensor networking). 

 

 

1.2. OBJECTIVES AND OVERVIEW OF DISSERTATION 

In summary, goals and objectives of this endeavor can be outlined as: 

1. Address issues of SAR for imaging of planar layered structures by introducing 

modified piecewise SAR and Wiener filter-based layered SAR methods. 

2. Verification of efficacy of the introduced imaging methods through 

simulations and measurements. 

3. Introduction of a method to design compact reconfigurable antennas. 

4. Simulation, test, and measurement of prototype compact reconfigurable 

antennas which are designed using the proposed method. 

To address the objectives and goals, thesis is organized as follow. In Section 2, 

calculation of electric (E) and magnetic (H) field distribution inside of a layered structure 

which is excited with an embedded vector distributed source will be discussed. The 



 

 

8 

obtained equations will be used in Section 3 to define qualitative image concept and its 

relationship with the sampled filed at the scanning area (i.e., collected data). To image an 

embedded source in a layered structure, initially SAR algorithm will be used and its 

limitations will be explained. Then, modified piecewise SAR method will be introduced 

to address the issues, partly. Later, a comprehensive method (i.e., WL-SAR) will be 

introduced which can address all the SAR limitations. In Section 4, developed MPW-

SAR and WL-SAR methods will be modified in an appropriate way to be used for 

imaging embedded passive objects in a layered structure. In Section 5, a brief review of 

currently-available antenna miniaturization techniques and reconfigurable antenna design 

methods will be given. In Section 6, a procedure for reconfigurable antenna design will 

be introduced and then, the proposed method is used to design a prototype antenna with 

certain characteristics. The outcome by itself is a novel class of compact reconfigurable 

antennas. Three different versions of this novel antenna which can cover three or four 

distinct frequency bands at VHF/UHF/L bands will be designed, simulated, and tested.  
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2. FIELD CALCULATION IN A LAYERED STRUCTURE‎USING‎GREEN’S‎

FUNCTION 

2.1. INTRODUCTION 

In the past decades, there have been extensive efforts to analyze electromagnetic 

wave propagation inside of a layered structure [31]-[32]. The source of incident wave is 

commonly assumed to be far enough away from the layered structure so that far-field 

assumptions can be invoked and the incident wave can be considered as a uniform plane 

transverse electromagnetic (TEM) wave in spatial domain. Given the planar boundaries 

and the incident wave front, then the behavior of the incident wave could be easily 

studied.  Similar to transmission lines, it is then assumed that at the boundary, the 

incident planar wave decomposes into two planar waves, namely; reflected and 

transmitted waves, as shown in Fig. 2.1.  Subsequently, at each interface between layers i 

and j reflection coefficient (Rij) and transmission coefficient (Tij) are defined to express 

the complex weight for the transmitted and reflected waves, respectively.  Later, by 

applying boundary conditions (i.e., continuity of tangential components of electric E-field 

and magnetic H-fields), these coefficients are calculated [31]-[32].  

 

 

 

Figure ‎2.1. Planar wave reflection and transmission at boundaries of a planar layered 

structure ( TEM,TE,TM  ). 
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Although, incident TEM wave assumption may be valid for many practical 

applications (i.e., transmitting source located relatively far from the layered structure), it 

does not satisfy the requirements of cases in which the two are relatively close and plane 

wave assumption no longer holds.  In general, from microwave imaging point of view 

and for many practical applications involving NDT&E, breast tumor detection, through-

wall imaging, etc. for an “active target” which is defined as an embedded EM source or 

for an embedded passive (non-self-radiating) object inside of a layered structure 

illuminated by a secondary EM source, the assumption of TEM planar wave radiation is 

no longer valid. Therefore, for the ability to properly image an object/target (e.g., for 

determining its shape, electrical properties, depth within the structure, etc.), a less 

approximated and more complete EM formulation of the fields within the layered 

structure is required. This has been the subject of investigations in the past [33]-[38]. 

Based on the proposed ideas in these works, the incident wave is no longer planar and is 

more appropriately described as being spherical and is decomposed into two components, 

namely; transverse electric (TE) and transverse magnetic (TM) waves or modes. 

Subsequently, Weyl or Sommerfeld identities are used to transform these modes 

separately into spectral domain (similar to Fourier transform) [33]-[38]. In this way, 

Weyl or Sommerfeld identities decompose a spherical wave (in spatial domain) into 

planar or cylindrical waves (in spectral domain), respectively [36]-[37].  Since the 

boundaries are planar, Weyl identity is preferred over Sommerfeld identity. Then, similar 

to TEM planar wave case in spatial domain, the reflected and transmitted waves at each 

boundary interface in the layered structure and for each mode can be calculated [36]. 

Later, by coherent summation of all reflected and transmitted waves inside each layer, the 

total field distribution is calculated anywhere inside of the layered structure in spectral 

domain. An inverse transform can transform back the spectral domain field into spatial 

domain. When the source is assumed to be a point source, the whole procedure results in 

what is referred to in the literature as the “Green’s function of a layered structure” [33]-

[38]. This terminology and its concept are very similar to impulse response function 

which has been widely used in circuit theory [39]. In fact, Green’s function can be seen 

as the spatial domain analog of impulse response function in time domain. The Green’s 

function provides a spatial distribution of fields anywhere inside of a layered structure 
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when the source of excitation is confined to a point (i.e., “point source”). Then, assuming 

the layers are homogeneous, linear, isotropic time-invariant medium (i.e., simple time 

invariant medium) and so, superposition rule can be used to calculate the field 

distribution for a distributed source from the Green’s function by performing a simple 

integration.  

From microwave imaging point of view, the Green’s function of a layered 

structure is used for two distinct reasons. First, it is used to analyze a known layered 

structure with embedded source(s) or object(s) to calculate field distribution anywhere 

inside the structure. Then, the calculated field is sampled over a known (usually) two-

dimensional spatial region, commonly referred to as the collected imaging data (or 

simply collected data). The collected data may then be incorporated into any number of 

imaging algorithms (techniques) to produce an image of the layered structure and any 

embedded object or source. Second, imaging methods, especially quantitative imaging 

methods, use the Green’s function of the layered structure in image reconstruction 

procedure. An approximate model of the layered structure is constructed which is known 

as “forward model”. Having the forward model, the field distribution can be calculated 

over a desired sampling region and subsequently compared with experimentally-collected 

data by defining an appropriate error function. If the error is bigger than a preset 

threshold, then the quantitative methods invoke an iterative procedure to update different 

parameters of the forward model in order to minimize the error (i.e., a forward-iterative 

approach [9]-[16]). 

Hence, Green’s function calculation and its implementation are very required for 

microwave imaging of layered structures. Therefore, in this section, a brief discussion of 

Green’s function and field calculation inside planar layered structures will be provided. 

Given that the development of Green’s function for layered structures has been studied in 

the literatures [33]-[38], only the necessary equations are shown along with any pertinent 

modifications.  
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2.2. WAVE PROPAGATION INSIDE A PLANAR LAYERED STRUCTURE 

Consider an embedded passive object or active source in a layered planar 

structure, as shown in Fig. 2.2. The layered structure is assumed to be inhomogeneous 

only in the z-direction, but it is assumed to be homogeneous and infinite in extent in the 

x- and y-directions. Moreover, each layer is assumed to be simple time-invariant medium. 

Then, a general situation can be assumed where an electric current density ( J ) and 

magnetic current density ( M ) exist simultaneously on the surface of the object (Fig. 2.2). 

These currents could have been induced by an external source on the passive object [31]. 

 

 

 

Figure ‎2.2. An embedded distributed source in a planar layered structure. 

 

 

These two types of currents generally can excite TE waves and/or TM waves. For 

TE wave, electric field is transverse to the z-direction and does not have any component 

in the z-direction, while for the TM wave, the magnetic field is transverse to the z-

direction and does not have any component in the z-direction [36].  

To calculate the electric and magnetic fields inside the layered structure for each 

mode (TE or TM), different techniques have been proposed in the literatures [33]-[38]. 
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However, these techniques are not outlined in an organized manner.  Consequently, here 

an organized and step-by-step discussion on calculating electric and magnetic fields 

inside a layered structure will be presented. First, the simplest case is considered by 

replacing a vector distributed source with a scalar point source. In accordance to the 

available literatures [36]-[38], the scalar field is calculated everywhere inside the layered 

structure for a point source. This scalar field is referred as scalar Green’s function. The 

scalar Green’s function transforms a scalar source into a scalar field distribution. Then, a 

general case will be considered where the source is composed of distributed vector 

electric and magnetic current (density) sources (as in Fig. 2.2). In accordance with [36]-

[38], the required expressions for calculating the vector E- and H-fields inside the layered 

structure will be provided by defining a dyadic Green’s function. In contrast with scalar 

Green’s function, a dyadic Green’s function can be used to transform a vector source into 

a vector field. 

 

 

2.3. A POINT SOURCE EMBEDDED IN A LAYERED STRUCTURE 

Consider a point source located at  ' ', ', 'r x y z  inside of a homogenous 

background material with a relative permittivity and permeability of b  and b , 

respectively. Then, the scalar field distribution or propagation factor [38] of the point 

source (Fpoint) in spatial domain at an observation point of  , ,r x y z  can be calculated 

as [31]: 
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where, R is the distance between the source and the observation point given by: 
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Also, Kb is wavenumber and is given by: 
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0 02 ,b b bK f      (3) 

 

 

where, 
0  and

0 are permittivity and permeability of free-space, respectively, and f is the 

operating frequency. As indicated by (1), the field distribution wave front is spherical 

(i.e., a spherical wave). By applying the well-known transformation, Weyl identity, the 

spherical wave fronts can be transformed into planar wave fronts in the spectral domain 

as [36]-[38]: 
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where Kx, Ky, and Kz are wavenumbers in x-, y-, and z-directions, respectively.  Also, Kz 

relates to Kx and Ky by the following dispersion relation: 

 
2 2 2 2.b z x yK K K K    (5) 

 

Equation (4) can be alternatively written as: 
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where xyF  and 1

xyF   are the 2D Fourier transform and inverse 2D Fourier transform 

in Kx and Ky, respectively. In fact, (4) shows that any spherical wave in spatial domain, 

can be represented as planar waves, propagating in the z-direction, in Kz domain. Thus, 

now the reflection and transmission coefficients of the planar waves at layer interfaces 

can be readily obtained [31], [32], [36].  

Now, assume that the point source located at  ' ', ', 'r x y z  is embedded in layer 

m of the layered structure shown in Fig. 2.2. The observation point is assumed to be at

 , ,r x y z  in layer n. The propagation factor may now be calculated for three different 

regions of interest (Fig. 2.2), namely: a) Region 1, for layers with index n < m, b) Region 

2, for layers with index n = m, and c) Region 3, for layers where their index n > m. For 
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each region, a separate propagation factor or (F) can be calculated and then from F, 

scalar Green’s function or  , 'g r r  can be constructed, as outlined below.  

2.3.1. Propagation Factor in Region 1 ( layer , ' layer ,z n z m n m   ). For this 

region, the total field in spectral domain is the superposition of upward and downward 

traveling waves, which can be shown as [36]-[38]: 
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 (7) 

 

where,   represents TE or TM modes, and di is the boundary between layer i and layer 

i+1. Also, ˆ ˆ
s x yK K x K y  , Kiz is Kz in layer i and 

, 1i i
R


is generalized reflection 

coefficient between layer i and layer i-1 for a wave traveling from layer i toward layer i-1 

with mode of propagation corresponding to  . Moreover, ,

nA  is a coefficient which was 

calculated through a recursive procedure in [36] as: 
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where  iM 
 is defined  as,  
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Moreover, 
,i q

T  is generalized transmission coefficient between layer i and layer q for 

mode of propagation of   [36]. 

2.3.2. Propagation Factor in Region 2 ( layer , ' layer ,z n z m n m   ). For this 

region, the total field in spectral domain is the superposition of upward and downward 

traveling waves and the source (equation (6)) which can be shown as [36]-[38]: 
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where, mB and mD  are calculated in [36] as: 
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m m

jK d z jK d zjK d jK d d

m m m mB e R e e R e M    



    


  
 

 (11) 

 

 

11
' '( )

, 1 , 1 .mz m mz mmz m mz m m
jK d z jK d zjK d jK d d

m m m m m mD e R e e R e M   
     

 
  
 

 (12) 

 

2.3.3. Propagation Factor in Region 3 ( layer , ' layer ,z n z m n m   ). For this 

region, field in spectral domain is the superposition of upward and downward traveling 

waves which can be shown as [36]-[38]: 

 

( 2 ),

, 1( , , ') ,nz nz njK z jK z d

s n n nF K z z A e e R   


     (13) 

 

where
nA is a coefficient which was calculated through a recursive procedure in 

[36] as: 

 

1 1' ( ' 2 ),

, 1 .nz n mz m mz mz mjK d jK d jK z jK z d

n mn m m m nA e T e e e R M M       


     (14) 

 

2.3.4. Scalar‎Green’s‎Function‎Calculation for Layered Structure. The scalar 

Green’s function of a planar layered structure for mode of propagation of   is related to

( , ')F z z  by [38]: 

 
( ')( ')
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(15) 

 

Invoking the Fourier transform definition and then using fast Fourier transform (FFT), 

(15) can be easily implemented using a computer program (e.g., MATLAB [40]). 

2.3.5. Examples. In here, in order to provide some physical insight about the 

wave propagation inside of a layered structure, scalar Green’s function distribution for 

there different configurations are calculated and presented by implementing (15). 

The first example, Example 1, is similar to the problem which was posed and 

solved in [41]. A two-layer structure with an embedded electric line-source was 
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considered. As an approximation, here the line source is replaced with a point source to 

be able to use currently developed scalar Green’s function. In a cross section, a line 

source can be well-approximated by a point source. The two layers are consist of air and 

a lossless dielectric with 3r  . The boundary between air and the dielectric was set at 

0z   and the layers were assumed to be infinitely-extended in the z-direction (i.e., layers 

are infinite half-space). The point source which radiates at 6 GHz was positioned at (0, 0, 

-5) cm and then two cases were considered. In the first case, the source was assumed to 

be in air. Then, [41] used its proposed method to calculate real part of the z component of 

the electric field (i.e., Ez). The available online code in [42] was used to reproduce the 

reported result in [41] and the reproduced field distribution is shown in Fig. 2.3. On the 

other hand, later, in this section, it will be shown that Ez is proportional to the scalar 

Green’s function, and so, (15) can be used to calculate a field distribution proportional to 

Ez. Since Ez is not zero, the mode of propagation for the waves inside of the layered 

structure is not TE. Then, for the field calculations, TM mode scalar Green’s function 

was used (i.e., TM  ). In Fig. 2.3, the calculated scalar Green’s function distribution 

using (15) is compared with the reported Ez in [41].  As the figure shows, the calculated 

field by implementing (15) is in a very good agreement with the outcome of [41]. 

Moreover, it is instructive to see how the wave fronts bend when the EM wave 

propagates across the boundary. The wave fronts are spaced closer in the dielectric layer 

than in air, as expected. 

In the second case, the air and dielectric layers are swapped and the source is 

assumed to be embedded inside the dielectric medium. In Fig. 2.4, the calculated scalar 

Green’s function using (15) is compared with the distribution of the Ez which was 

reported in [41]. As the figure shows, the calculated field by implementing (15) is in a 

very good agreement with the outcome of [41]. Similar other observations, to that in Case 

1, can also be made in this case.  

In the second example, Example 2, a point source is assumed to be embedded in a 

five-layer structure. The location of the source which operates at 6 GHz is assumed to be 

(0, 0, -17.5) cm and the mode is assumed to be TE. The dielectric constant of each layer 

is selected in a way to create a good contrast between layers. First layer extends from 

0z   to positive infinity in the z-direction with a dielectric constant of 2r  . Second 
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layer is 10 cm thick with dielectric constant is 4 0.02r j   . The third layer is 15 cm 

thick and its dielectric constant is 9 0.03r j   . The fourth layer is 16 cm thick and its 

dielectric constant is 2.5r  . The bottom layer extends to negative infinity in the z-

direction and its dielectric constant is 5r  . 

 

 

           

      (a)                                                                  (b) 

Figure ‎2.3. Calculated real part of Ez. (a) reference [41], and (b) implementing (15) (Case 

1: top layer is dielectric, bottom layer is air). 

 

 

 

 
            

       (a)                                                                 (b) 

Figure ‎2.4. Calculated real part of Ez. (a) reference [41], and (b) implementing (15) (Case 

2: top layer is air, bottom layer is dielectric). 
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The calculated scalar Green’s function for this structure is shown in Fig. 2.5. The 

real, imaginary, and magnitude parts of the field are normalized and the phase 

distribution is in radian. By looking at the real, imaginary, magnitude, and phase of the 

field, one can see how the wave fronts bend passing across the boundaries. Moreover, in 

the layer that includes the point source (i.e., m = 3), superposition between the source 

field and the reflected backward waves from the top and bottom boundaries produce a 

complex interference pattern. These multiple reflections can create problems in the 

imaging procedure which will be discussed in Sections 3 and 4.  

 

    

Figure ‎2.5. Calculated scalar Green’s function for Example 2. (a) normalized real part, 

(b) normalized imaginary part, (c) normalized magnitude, and (d) phase (rad). 
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In the third example, a more general case is considered by assuming three 

different point sources (at TE mode) embedded in a four-layer printed circuit board 

(PCB) and operating at 10 GHz. These point sources are mimicking actual traces routed 

inside of a multilayered PCB and they are all located in the xz-plane and positioned at 

( 6,0, 4.5)  cm, ( 16.5,0, 18)  cm, and (9,0, 30) cm, respectively. First layer is air and 

it extends from 0z   to positive infinity in the z-direction. Second layer is 12 cm thick 

and it is assumed to be Rogers RO3203 ( 3.02 0.003r j   ). Third layer is 12 cm thick 

Arlon AR450 ( 4.5 0.0135r j   ). The fourth layer is 15 cm thick Rogers RO4003          

( 3.55 0.01r j   ). The bottom layer is Rogers RT5880 which extends to negative 

infinity in the z-direction and its dielectric constant is 2.2 0.001r j   .  

Since the layers are simple time-invariant medium, superposition rule can be 

readily used. Scalar Green’s function per each source was calculated while two other 

point sources were removed. Then, the coherent summation of the calculated scalar 

Green’s functions resulted in total scalar Green’s function which is shown in Fig. 2.6. 

The real, imaginary, and magnitude parts of the field are normalized and the phase 

distribution is in radian. The field distribution (real, imaginary, magnitude, and phase) 

shows how the sources interact constructively and destructively in a typical layered 

structure. 

 

 

2.4. A VECTOR DISTRIBUTED SOURCE IN A LAYERED STRUCTURE  

In Section 2.3, field distribution inside of a layered structure for a scalar 

embedded source was calculated. However, in actual situations sources must be 

represented by their vector representations (as it was shown in Fig. 2.2). This vector 

(distributed) source produces vector E- and H-fields.  

To calculate E- and H-fields distributions in layered structure, expressions in [38] 

will be briefly explained in here. Assume that J  and M are electric and magnetic current 

densities, respectively, which exist in a limited volume inside layer m of the layered 

structure (Fig. 2.2).   
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                              (a)                                                              (b) 

    

                                  (c)                                                            (d) 

Figure ‎2.6. Calculated scalar Green’s function for Example 3. (a) normalized real part, 

(b) normalized imaginary part, (c) normalized magnitude, and (d) phase (rad). 
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where ' ( ', ', ')r x y z  is the source point. Also, LE, E , LH, H are integral operators 

which can be defined as [38]: 

 

( , ') ' ( , ') ( '),E eL r r j dr G r r r     (18) 

 

 

1( , ') ( ) ' ( , ') ( '),H er r r dr G r r r     (19) 

 

 

( , ') ' ( , ') ( '),H mL r r j dr G r r r     (20) 

 

 

1( , ') ( ) ' ( , ') ( ').E mr r r dr G r r r      (21) 

 

 

In these equations, ( , ')eG r r  shows electric-type dyadic Green’s function and 

( , ')mG r r  shows magnetic-type dyadic Green’s function [38]. A dyad is a 3 3  matrix 

that transforms a vector to a vector [36].  

As (16), (18) and (19) show, to calculate E-field, ( , ')eG r r  and ( , ')eG r r  are 

required, whose derivations are addressed next. 

2.4.1. Calculation of ( , ')eG r r . According to [38], ( , ')eG r r can be expressed as:  

 

2

1
( , ') ( , ') ( , '),TE TM

e e e

nm

G r r G r r G r r
K

   (22) 

 

where, 2

nm n mK    , and: 

 

  ˆ ˆ( , ') ' ( , '),TE TE

eG r r z z g r r     (23) 

 

 

  ˆ ˆ( , ') ' ' ( , ').TM TM

eG r r z z g r r      (24) 
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Considering the fact that ˆ ˆˆ
y xz x y    , where   denotes the partial operator,

( , ')TE

eG r r  can be written as [38]: 

 

' ' , ,

' ' , ,

0 0

( , ') 0 ( , ') 0 .

0 0 0 0 0 0

TE TE

y y y x e xx e xy

TE TE TE TE

e x y x x e yx e yy

G G

G r r g r r G G

     
  

        
     

 (25) 

 

 Then, each nonzero entries of ( , ')TE

eG r r  in (25) can be separately calculated as: 
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 (29) 

 

In order to calculate ( , ')eG r r , the second term in (22), ( , ')TM

eG r r , must be known. The 

entire calculation is similar to ( , ')TE

eG r r  calculation. Considering the fact that 

2

ˆ ˆˆ ˆ
x z y z sz x y K z       ,  ( , ')TM

eG r r  in (24) can be written as [38]: 
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Then, each entry of ( , ')TM

eG r r  in (30) can be calculated as: 
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2.4.2. Calculation of ( , ')eG r r . By applying curl operator to both sides of 

(22), one can get [38]: 
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e e e

nm

G r r G r r G r r
K

     (40) 

 

 Then, by implementing some mathematical simplifications (similar to Section 2.4.1), one 

can calculate ( , ')TE

eG r r  as [38]: 
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where each entry of ( , ')TE

eG r r  can be written as: 
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Similarly for ( , ')TM

eG r r ,  
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Once ( , ')TM

eG r r  and ( , ')TM

eG r r  are calculated, LE and 
E can be calculated 

from (18) and (19) and then E-field can be calculated from (16). Moreover, H-field can 

be calculated using duality [38]. Since the considered case is general, it can be used for 

various types of sources and configurations. As a special case, electric and magnetic field 

distribution for an embedded electric dipole in a layered structure are calculated next.  

2.4.3. Embedded Electric Dipole Antenna in a Layered Structure. Consider a 

center-fed thin dipole antenna with a length LD which is embedded in layer m of a layered 

structure and is oriented arbitrarily in the xy-plane. The electric current density is 

assumed to be ˆ ˆ
x yJ J x J y   where Jx and Jy are constant and the magnetic current 

density is zero ( 0M  ). Using (16) and after pertinent calculations, E-field can be 

calculated as: 
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where, ,P q

iG shows path Green’s function in i-direction resulted from a q directed electric 

current density ( ( , , )i x y z and ( ', ')q x y ) and it is defined as: 
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2.5. CONCLUSION 

In this section, wave propagation inside of a layered structure was studied. The 

currently-available wave equations in literatures were used to calculate scalar Green’s 

function for an embedded point source inside of a layered structure. Then, the point 
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source was replaced with vector distributed source and the corresponding E-field and H-

field equations were presented. The obtained equations can be used to model a layered 

structure. The model is called forward model and it can be used to analyze the layered 

structure with an embedded source.  
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3. SAR-BASED MICROWAVE IMAGING OF EMBEDDED ACIVE TARGETS 

3.1. INTRODUCTION 

There is a growing interest to use newly emerging wireless devices such as 

embedded sensors and radio frequency identification (RFID) tags for commercial, 

industrial, and medical applications [43]-[45]. Considering most practical environments, 

these wireless devices may be embedded in an inhomogeneous structure consisting of an 

arbitrary number of layers. Also, these devices usually communicate with each other or 

with another device by transmitting and receiving EM signals. So, they may be modeled 

as active sources embedded in a layered structure. In Section 2, Green’s function-based 

forward modeling technique was outlined which may be used to analyze a planar layered 

structure with an embedded EM source. By using this forward model, the E- and H-field 

distributions can be calculated anywhere inside of the layered structure. However, there 

are situations where locating an embedded sensor or a tag based on the received EM 

radiation (from it) is of interest. Moreover, locating any EM source in a layered structure 

may also be important from electromagnetic interference and compatibility (EMI/EMC) 

point of view. For instance, in a multilayered PCB, locating the source(s) of an unwanted 

EM signal radiation has significant value for EMI/EMC purposes.  

In general, an externally illuminated embedded passive object or an embedded 

active EM source whose location is desired to be estimated is referred to as active target. 

Since the forward model calculates filed distribution for an embedded active source 

inside a layered structure, locating the active target is considered as the inverse problem. 

In fact, in this inverse problem, there is a limited knowledge about the field distribution. 

Actually, an area outside of the structure (and usually in air) is considered where the 

measurements are performed over a 2D grid (so-called sampling or scanning area), as 

shown in Fig. 3.1. In this measurement scenario, the probe should not perturb the field 

that it intends to measure [46]-[47]. The probe may consist of a moving single probe that 

is scanned over the 2D area, or a collection of probes distributed (in some known fashion) 

over the 2D area. The latter case requires a more complex measurement system and 

hardware [48]. Furthermore, the near-by probes cause undesired mutual coupling that 

must be (in some way) measured or estimated and accounted for [49].  
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Figure ‎3.1. Using a collection of distributed probes to measure field distribution for an 

embedded active target inside of a planar layered structure. 

 

 

A single scanning probe may minimally affect the measurements and can be 

readily scanned over the desired 2D area, while eliminating issues related to mutual 

coupling [2]. However, depending on the size of the sampling area and the distance 

between two adjacent sampling points (i.e., sampling step), the data collection time may 

become excessively long for many practical applications. To address the time issue, a few 

techniques have been developed which use nonuniform sampling and compressed sensing 

techniques [50]-[51].   

To locate the active target, the collected sampled data must be properly processed. 

This processing is generally performed using (microwave) imaging technique. As 

mentioned earlier, there are two types of different (microwave) imaging techniques 

depending on the sought-for information, namely; quantitative and qualitative imaging. 

Quantitative imaging techniques or inverse scattering methods give the electrical and 

geometrical properties (distributions) of an imaged target by solving a nonlinear inverse 

problem. The nonlinear inverse problem is commonly solved iteratively while within 

each iteration the problem is linearized using Born or distorted Born approximations. 

This procedure is known as forward-iterative solution which requires high computational 

resources [9]-[16]. On the other hand, qualitative imaging techniques use migration-based 
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algorithms to reconstruct a qualitative (and approximate) image profile of the active 

target. Qualitative imaging methods usually invoke “simplifying assumptions and 

approximations” which may reduce the accuracy of the technique in comparison with 

quantitative methods. However, qualitative imaging techniques are usually robust and 

relatively fast (non-iterative). To this end, there are only a few imaging techniques 

introduced in literatures to image embedded objects or active targets in an arbitrary 

layered structure. Most of these techniques belong to quantitative imaging class which is 

slow, difficult to implement, and require extensive computational resources.  On the other 

hand, synthetic aperture radar techniques are robust and fast imaging methods and have 

shown significant potential for many imaging applications [3],[5],[6]. Synthetic aperture 

radar methods assume that the background medium is homogeneous, and there exists 

only one reflected signal (i.e., no multiple reflections). Moreover, SAR methods assume 

the background medium to be lossless. These underlying assumptions limit the 

applications of SAR to only homogeneous and lossless (or low loss) medium.  

Therefore, in this section, to address the first limitation of the SAR algorithm to 

image active targets embedded in a planar layered structure, a method, referred to as 

modified piecewise SAR (MPW-SAR) is developed, which takes into account the 

electrical and physical properties of each layer one at a time (hence, piecewise). The 

modification, over piecewise SAR [23], involves accounting for the effect of 

discontinuities between layers by incorporating appropriate transmission coefficients. 

Later, to address all of the three limitations of SAR associated with imaging sources in an 

arbitrary layered structures, another method is developed, which is referred to as Wiener 

filter-based layered SAR (WL-SAR). After mathematical manipulations a closed-form 

expression is derived for imaging embedded targets in an arbitrary layered structure. As 

will be shown, in this case the procedure to obtain an image from collected data is cast 

into a deconvolution procedure and then the Wiener filter-based deconvolution method, 

which is an efficient deconvolution technique, is selected for solving the deconvolution 

problem and reconstructing the image. In the following, first the qualitative image will be 

defined and the relationship between qualitative image and collected data will be 

established. Subsequently, SAR, MPW-SAR, and WL-SAR techniques will be explained 

in details. 
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3.2. RELATIONSHIP BETWEEN QUALITATIVE IMAGE AND COLLECTED 

DATA 

Consider the embedded distributed (vector) current source in layer m of a planar 

layered structure, as shown in Fig. 2.2. As first approximation, Approximation 1, the 

vector source distribution is assumed to have no component in the z-direction (i.e., no 

component in range or depth direction). The distribution, then, is assumed to be 

composed of many electric Hertzian dipoles (i.e., a dipole with length 0DL  ). Without 

the loss of generality, it is assumed that the magnetic current density is zero. By using 

duality rules, the obtained results for the electric current density can be in turn applied to 

the magnetic current density case. The Hertzian dipole is very tiny (dimensionless) and 

the electric current density over each dipole positioned at ' ( ', ', ')r x y z  is assumed to be

ˆ ˆ( ') ( ') ( ')x yJ r J r x J r y  . Now, by considering the definition of dyadic Green’s 

function, which was described in Section 2 and then using (55), E-field at the observation 

point ( , , )r x y z  can be calculated for each embedded Hertzian dipole as: 
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 (62) 

 

where, ,P q

iG  (path Green’s function in i-direction resulted from a q directed electric 

current density ( ( , , )i x y z and ( ', ')q x y ) was defined in (56)-(61). Also, ( ', )i r f is 

related to ( ', )iJ r f  as: 
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In fact, ( ', )i r f can be considered as a qualitative image of the Hertzian dipole’s 

projection in the i-direction ( ( ', ')i x y ). The vector equation in (62) can be divided into 

three scalar equations, for each of Ex, Ey, and Ez. Solving any of these three equations is 

similar to the other one, and so, by dropping the indices (i.e., x, y, or z), and defining 
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( , )s r f  to be sampled (measured) E(r , f ) at the scanning area, then (62) can be 

rewritten as: 

 

, ' , '

' '( , ) ( ', ) ( ; ', ) ( ', ) ( ; ', ).P x P y

x ys r f r f G r r f r f G r r f    (64) 

 

To solve (64), a system of two independent equations are required to solve for the two 

unknowns, namely; 
'( ', )x r f  and 

'( ', )y r f . This system of two equations can be 

formed if the measuring probe can measure two components of E-field (e.g., Ex and Ey). 

However, practically speaking, instead of using E-filed measurement techniques, a vector 

network analyzer is used for the measurement purpose. One of the VNA’s ports (e.g., 

Port 2) is used to excite the active target and the other port (e.g., Port 1) is connected to 

the collector antenna (e.g., open-ended waveguide (OEW)) to collect the scattered signal. 

Therefore, the measured quantity is usually in term of S-parameters (i.e., S21) and it is 

proportional to the received amplitude of the signal. Then, polarization loss factor (PLF) 

between the incoming wave and the antenna’s polarization plays a major role [52]. Since 

dipole antenna and open-ended waveguide, as two commonly used collector antennas, are 

linearly polarized (in x- or y-direction), only one of the components of the E-field (Ex or 

Ey) will have major contribution on the measured S21. In other word, S21 can be 

interpreted as a qualitative measure of Ex or Ey depends on the polarization of the 

collecting antenna. So, as a measurement limitation, it is not possible to measure both 

components of the E-field simultaneously. Then, (64) becomes an underdetermined 

system which may have no or multiple solutions.  Consequently, to remedy this problem, 

as second approximation, Approximation 2, depends on the antenna’s polarization and a 

priori knowledge about the source polarization, one of the terms in the right side of (64) 

is removed. As a convention, term which has bigger polarization loss factor (in linear 

scale) with regards to the scanning antenna’s polarization (or the term which is parallel to 

the antenna’s polarization) will be kept and the other term will be eliminated. 

Now, considering this fact that each layer of the planar layered structure is simple 

time-invariant medium, the data collected at the transceiver from a distributed vector 
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active target that is contained in the volume bounded by ( '

minx - '

maxx ), ( '

miny - '

maxy ), and      

( '

minz - '

maxz ) may be modeled as the superposition of E-field of Hertzian dipoles as: 
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where ( ', )r f is the qualitative image of the active target in the direction of the 

antenna’s polarization. Also, G
P
 is the path Green’s function calculated for this direction.  

Equation (65) relates the qualitative image of the embedded active target in a layered 

structure with the collected data. For homogenous media and by neglecting signal 

attenuation, (65) simplifies into a well-known equation [5]-[6]: 
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where, Kb is wavenumber of homogeneous media or “background” and it is defined in 

(3). Also, R is the distance between the transceiver antenna and any point on the target, as 

defined in (2).  

As indicated in (65) and (66), the unknown qualitative image ( ) is in the 

integrand, and hence, its direct evaluation becomes challenging. Qualitative imaging 

techniques for homogeneous background media attempt to simplify (65) by making 

reasonable assumptions that significantly reduce computational complexity. However as 

mentioned earlier, there are only a few reported qualitative imaging techniques in the 

literature pertaining to arbitrary layered structures [9]-[20]. Thus, two qualitative imaging 

techniques, namely; MPW-SAR and WL-SAR are introduced here and their results are 

compared to those of SAR images. Synthetic aperture radar algorithm is well-known, and 

therefore only a brief review is provided here.  
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3.3. SAR ALGORITHM 

Synthetic aperture radar uses (66) and invokes the Weyl identity [36]-[38] to 

simplify and transform (66) into the xy-spectral domain using a 2D Fourier transform 

resulting in: 

 

  ( , , , ) ( , , ', ) exp ,x y x y zS K K z f K K z f jK z z      (67) 

 

where, Kz is related to Kx, Ky, and Kb via the dispersion relation (5). It should be noted 

that for the SAR algorithm, Kb is always a real number, and therefore Kz in (67) is only 

either real or imaginary. Only real and negative Kz (downward propagating waves) were 

used [5]-[6]. Then, the following expression can be used to calculate the qualitative 

image: 

 

  1( ', ', ') ( , , , ) exp ,xy x y z

f

x y z FT S K K z f jK z z        (68) 

 

where, 1

xyFT   is the 2D inverse Fourier transform in Kx and Ky which is defined as: 

 


 

1

2

1
( , ) ( , )exp( )exp( ) .

2
xy x y x y x y x yFT f K K f K K jK x jK y dK dK



     (69) 

 

Comparing the applied definition in (69) with the one used in (6), one can see that in (6), 

the inverse Fourier transform uses ( ')x x and ( ')y y  arguments in the definition. From 

now on, the bar will be reserved to present the spectral (Fourier) domain representation. 

Moreover, in [5] and [6], (68) was manipulated to utilize the three-dimensional (3D) 

inverse Fourier transform 1

xyzF   in Kx, Ky, and Kz to obtain an estimate of the qualitative 

image, given by: 

 

1( ', ', ' ) ( , , , ) exp( ) .xyz x y z zx y z z FT S K K K z jK z        (70) 

 



 

 

38 

Equation (70) has lower computational complexity than (68) if FFT and inverse FFT 

(IFFT) algorithms are used. As one can see from (68), (69), and (70), this SAR 

formulation only applies to homogeneous (background) medium. In order to use SAR for 

arbitrary layered structures, an effective homogenous medium may be estimated from the 

properties of the individual layers. As will be demonstrated later, using an effective 

homogeneous medium instead of the actual layered medium results in a shifted or 

defocused image of an embedded target, and may not be the most appropriate way to 

image a target in such media. This results from the fact that SAR does not consider the 

electrical or physical properties of the individual layers. However, in some special cases, 

this approximation may be useful for practical applications. The first attempt to address 

this problem resulted in the MPW-SAR algorithm, which is described below. 

 

 

3.4. MODIFIED PIECEWISE SAR ALGORITHM  

Piecewise SAR which was previously developed [23], incorporates additional 

phase to the spectrum of the collected data in a piecewise manner (i.e., one layer at a 

time) in order to focus on the target of interest. As such, it can account for layers of 

differing electrical/magnetic and physical properties (i.e., thickness). The governing 

expression in PW-SAR to focus on a target in layer m and at depth of 'z  from an antenna 

located at z can be written in spectral domain as: 

 

         

  

2

,1 1 , 1

1

, 1

, , , , , , exp exp

exp ,

m

x y x y z z i i i

i

z m m

K K z f S K K z f jK d z jK d d

jK z d









 
       

 

 


 (71) 

 

where, di is boundary between layer i and i+1, as shown in Fig. 3.1. Also, for i
th

 layer 

with relative dielectric constant of i  and permeability of i , Kz,i is calculated using (5) 

where b  and b  are replaced with i  and i , respectively . The qualitative image in 

spatial domain can be calculated using a 2D inverse FFT along x and y. However, (71) 

does not consider the discontinuity at the boundary between layers. To address this issue, 

a study was conducted to modify the piecewise SAR method in order to consider the 
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discontinuity between layers. The method is called modified PW-SAR or MPW-SAR. In 

MPW-SAR, to model and consider the boundary, the TE or TM mode Fresnel or 

generalized transmission coefficients ,

, 1i iT  

  between layer i and i+1 are used where 

Generalizedor Fresnel   ([36]-[37]) and their impacts are incorporated in (71) as: 

 

         

  

2

,1 1 , 1

1

1
, ,

, 1 , 1 1,

1

, , , , , , exp exp

exp / .

M

x y x y z z i i i

i

M

z M M i i i i

i

K K z f S K K z f jK d z jK d d

jK z d T T   









  



 
       

 

 





 (72) 

 

Since the transmission coefficients (either transverse magnetic or transvers 

electric) may become zero or have a very small value, (72) may become singular [20]. To 

overcome this problem, only the phase of transmission coefficients may be considered. 

Moreover, to obtain finer range resolution, a frequency sweep over a bandwidth is 

required. Then, the final imaging equation can be written as: 

 

 
       

     

2

,1 1 , 1

11

1

, 1 , 1 1,

1

, , , exp exp

', ', ' .

exp / exp

M

x y z z i i i

i

xy
M

f

z M M i i i i

i

S K K z f jK d z jK d d

x y z FT

jK z d j T T









  



  
      

  
   

    
  






 (73) 

 

The entire procedure is summarized in a flow-chart and it is presented in Fig. 3.2.  

Equation (73) can be seen as a general and more complete version of equation (11) 

reported in [20] for through-wall imaging. Equation (73) considers properties of the 

layers as well as boundary discontinuities. In contrast with [20] that uses spatial domain 

representation, (73) uses the spectral domain representation resulting in much faster 

execution time and does not require explicit angular dependency (i.e.,   in [20]). The 

MPW-SAR takes proper phase shift into account from the collecting antenna at z to a 

focusing plane at 'z , which enables obtaining correctly-positioned and focused 

indications of targets in the images. However, both SAR and MPW-SAR do not 

compensate for multiple reflections or signal attenuation. Therefore, it can be expected 

that if there is a large distance or a lossy material between the antenna and the object, the 
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object may appear dim or not appear at all. This was the motivation to seek a more 

comprehensive technique that addresses these problems, as will be discussed next. 

 

 

       

Figure ‎3.2. Flow-chart of MPW-SAR. 

 

 

3.5. WIENER FILTER-BASED SAR 

As it was explained earlier in Section 3.2, collected data ( , )S r f is related to the 

physical and electrical properties of the media and the qualitative image, Γ, through (65). 

Moreover, based on provided equations for path Green’s function, it can be shown that: 

 

( , , ; ', ', ', ) ( ', ', ', ).P PG x y z x y z f G x x y y z z f     (74) 

 

By applying (74) to (65), (65) can be rewritten as: 

 

max max max

min min min

' ' '

' ' ' ' ' '

( , , , ) ( ', ', ', ). ( ', ', , ', ) ' ' '.

z y x

P

z z y y x x

S x y z f x y z f G x x y y z z f dx dy dz
  

       (75) 

 

Collected data in spatial domain 

Transform into spectral domain (2D FFT) 

To focus on an object at  in layer m: 

Apply (73) 

 

Image  

   

S(x,y,z,f) 
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Then, by the definition of convolution, (75) can be written as: 

 

max

min

'

' '

( , , , ) ( , , ', ) ( , , , ', ) ',

z

P

z z

S x y z f x y z f G x y z z f dz


      (76) 

 

where (  ) denotes the convolution operation along the x and y dimensions. Obtaining the 

reflectivity function from (76) requires solving integral equations which are 

computationally intensive and case-dependent. Consequently, instead of solving (76) 

directly, it may be simplified by assuming the qualitative image has nonzero values only 

on the plane 'z  (i.e., the target only exists on the plane of 'z ). This assumption, 

Approximation 3, is similar to the assumption used in [5] and [6] where the SAR 

algorithm for free-space was developed. Therefore, (76) can be simplified as: 

 

( , , , ) ( , , ', )* ( , , , ', ) ( , , , ).PS x y z f x y z f G x y z z f x y z f    (77) 

 

Considering actual measurements, noise and other sources of interference also contribute 

to the measured data. To account for these as well, one extra term, namely; ( ', ', ', )x y z f  

was added into (77) to represent additive noise. Equation (77) is the final imaging 

expression written in convolution form. Finding the qualitative image from (77) requires 

a deconvolution. Although convolution techniques are robust and well-studied, 

deconvolution techniques are usually case-dependent. After a thorough literature search, 

the Wiener filter-based deconvolution was selected to perform the deconvolution in the 

presence of additive noise. This deconvolution technique, can estimate an unknown input 

signal from known output and known transfer function of the system. The Wiener filter 

has been used for many applications such as blurred image restoration, image 

reconstruction for aperture synthesis radiometers, digital seismic signal processing, 

improving time-resolution and signal-to-noise ratio (SNR) of ultrasonic nondestructive 

testing signals, noise reduction in SAR interferometry, and de-speckling of SAR images 

[53]-[59]. As a more specific example, the Wiener filter was used to estimate the impulse 

response of a possible tumor in breast tissue [60]. However, using Wiener filter-based 
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deconvolution for the SAR-based imaging of a layered structure has not been reported 

before. Applying the Wiener filter deconvolution to (77) gives: 

 

 
 

 
1

2
, , , ,

H
P

xy H
P P

S G
x y z f FT

G G 



  
     

   

 (78) 

 

where, (H) represents the complex conjugate operator. Also, S  and 
PG are spectral 

domain representations of S and G
P
, respectively, and both are function of Kx, Ky, Kz, z, 

and f. Moreover, 
2 is noise desensitization factor and is defined as: 

 

2 ,
PSD

PSD




  (79) 

 

where, PSD and PSD are noise and qualitative image power spectral densities, 

respectively [54]. It is clear that the Wiener filter requires a priori knowledge about the 

noise and reflectivity functions. However, it is not practical to know the power spectral 

density of qualitative image ahead of time. Therefore, by modification of the proposed 

criteria in [54], an approximate value for 
2 can be set as: 

 

2
2

max
( , , , ) ,P

x yG K K z f   (80) 

 

where, 
2

max

PG shows maximum value of the 
2

PG over the range of z corresponding to 

the imaging volume. Also,   is a coefficient that may be adjusted or “tuned” and its 

value is case-dependent (i.e., ranging between 10
-1

 to 10
-12

). In [54], it is suggested to set 

  to a fixed value (i.e., 0.01), however, as it will be seen, this approximate value does 

not work for all the cases. Based on the available data in the literatures, it was found that 

there is no closed-form expression for calculating this coefficient. In fact, in (78), 
2 was 

used as a regularization parameter that takes care of cases where 
2

PG has zero values 
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(i.e., singularity) indicating non-propagating waves. Moreover, as distance between the 

focusing plane and the scanning antenna increases, the signal power decreases, which is 

proportional to
2

PG . The amount of attenuation strongly depends on the distance and 

signal loss in the propagation path. The longer the distance and the higher the loss is, the 

smaller 
2

PG will be. Therefore, 
2 is used to regulate not only zero valued 

2
PG  but also 

small 
2

PG . In fact, 
2 can be seen as a selection criterion for minimum power threshold. 

As a rule of thumb, by only having an approximate knowledge about the region of 

interest, one may calculate 
2 2

Re max
/RT RT

gion
G G for that region and then use the calculated 

value to estimate   for imaging purposes. Additional explanation is provided later when 

the simulation results are discussed. To gain finer range resolution, as in the case of SAR, 

frequency may be swept within a prescribed bandwidth [3],[5],[6]. Thus, the final image 

is simply the sum of all the estimated qualitative images per each discrete frequency. 

Consequently, this can be expressed as: 

 

   , , , , , .
f

x y z x y z f         (81) 

 

The entire imaging procedure is summarized in the flow-chart shown in Fig. 3.3.  

In the following, simulations and measurements are used to show the advantages 

and limitations of SAR, PW-SAR, MPW-SAR, and WL-SAR image reconstruction 

algorithms for the specific purpose of imaging embedded active targets in an arbitrary 

planar layered structure. 

 

 

3.6. SIMULATIONS 

In this part, the efficacy of the proposed imaging techniques is examined through 

some simulations. For each example, physical and electrical properties of layers, 

scanning area, and frequency range must be known.  
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Figure ‎3.3. Flowchart of the WL-SAR algorithm. 

 

 

The selection of scanning antenna is also important. Finer cross-range resolution is 

achieved through a wide beamwidth and a large synthetic aperture (scanning area), and 

finer range resolution is achieved through wider transmitted signal BW [24]. However, 

for imaging of active targets, the bandwidth of operation is dictated by the frequency 

range of active target radiation. In the simulations, the antenna and the active target are 

assumed to be isotropic to simplify the simulations by using forward modeling which was 

explained in Section 2. By using the forward model, the complex electric field 

distribution over the scanning area can be calculated. Having calculated the complex field 

distribution, one can sample it at the prescribed scanning antenna positions and use the 

sampled data as collected data (i.e., representing measured electric field).   

In the experiments, an open-ended rectangular waveguide is used since it provides 

a relatively wide beamwidth, supports a relatively wide bandwidth, and has been the 

workhorse of probes for nondestructive testing-based imaging [4].  To collect measured 

data, an automated scanning table is used in conjunction with an HP8510C VNA to scan 

Collected data in spatial domain 

S(x,y,z,f) 

 

Transform into spectral domain 

Calculate Green’s function of layered structure in 

spectral domain [36]-[37]: 

 

 

To focus on an object at  in layer m: Apply (78) 
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an OEW over the sample under test and collect the complex transmission scattering 

coefficient S12, serving as the collected data. Also, since the equations were derived for 

an isotropic scanning antenna, using an OEW for active target imaging may introduce 

some undesired issues since the antenna pattern and directivity are not incorporated in the 

equations. However, since the OEW has a fairly wide beamwidth, this issue may not be 

considered so critical for the purpose of demonstrating the efficacy of these imaging 

techniques [24].  

All of the simulations are performed at X-band (i.e., 8.2-12.4 GHz) with 

frequency step size of 100 MHz unless otherwise mentioned. The simulation and image 

formation are performed on a 64-bit PC with 8 GB of RAM and Core2 Quad CPU of 2.66 

GHz.  

Also, as mentioned in Section 3.1, locating embedded sensors, RFID tags, 

radiating traces in a multilayered PCB, or generally any EM signal leakage in a structure 

has practical value, and therefore will be addressed here. In simulations, the sensors, 

RIFD tags, radiating traces, pre-illuminated passive objects or any EM source of leakages 

will be simply modeled using a point source. This simple modeling of physical source 

with a scalar point source may not be accurate and comprehensive; however, it can serve 

as the initial study to pave a road for future works.   

3.6.1. Finding a Radiating Trace in a Single Layer PCB. In the first simulation  

(Simulation 1), a situation is mimicked where a trace which is routed inside of a 

RogersRT6006 dielectric substrate ( 6.5 0.018r j   ) is radiating an unwanted signal. 

From EMI/EMC point of view, it is desired to find the location of the trace. To model the 

trace, an isotropic source is used at a depth of 2 cm from surface of the substrate. The 

mode of wave propagation inside the layered structure is also assumed to be TM mode 

(which is required for scalar Green’s function calculations). The dielectric substrate is 

assumed to be 4 cm thick (thinner substrates can be tested by increasing the frequency). 

Moreover, an isotropic scanning antenna is in the first (top) layer at a distance of 2 cm 

from the substrate. The bottom layer (third layer) is assumed to be extended to infinity in 

the z-direction. The 2D configuration of the structure and scanning setup is shown in the 

xz-plane in Fig. 3.4.  The scanning was performed linearly along the x-direction from -7.5 

cm to 7.5 cm with a step size of 0.3 cm.  
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Figure ‎3.4. Configuration of Simulation 1. 

 

 

By implementing the TM mode scalar Green’s function using (15) for the layered 

structure, the 2D complex electric field distribution was calculated per frequency. For 

frequency of 10 GHz, the real, imaginary, magnitude, and phase parts of the electric field 

are shown in Fig. 3.5.  The real, imaginary, and magnitude parts of the field are 

normalized and the phase distribution is in radian. 

 

 

 

Figure ‎3.5. Calculated electric field distribution. (a) real, (b) imaginary, (c) magnitude, 

and (d) unwrapped phase (rad). 
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The sampled complex electric field at z = 2 cm (the scanning antenna’s position) 

is used as the collected data (S). For frequency of 10 GHz the collected data is shown in 

Fig. 3.6. The collected data is then processed using the imaging techniques discussed 

earlier so that the results may be directly compared.  

 

 

 

   (a) 

 

    (b) 

Figure ‎3.6. Collected data at 10 GHz (a) normalized magnitude (V/m), and (b) phase 

(rad). 
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For SAR, the effective homogeneous background medium can be calculated in 

different ways. The layer with the lowest dielectric constant or the highest dielectric 

constant can be used as background medium. Alternatively a simple geometric average of 

permittivity may be used to estimate the permittivity of the background medium. 

However, for demonstration purposes this average suffices since it will be seen in the 

results that this approach to SAR does not work well, regardless. Based on this idea, the 

effective relative dielectric constant for a layered structure can be considered as: 

 

,

1

,

1

,

N

r i i

i

r b N

i

i

Real t

t



 



 
 
 
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


 (82) 

 

where, ti is thickness of i
th

 layer. Thickness of first layer was assumed to be equal to the 

distance of the antenna from the second layer (i.e., 2 cm). For the N
th

 layer (i.e., bottom 

layer), the thickness was selected to be larger than the distance between the deepest target 

and the boundary between layer N and layer N-1 (if there is any target in N
th

 layer). This 

results in , 3.2r b  , which as anticipated, is not a good representative of the layered 

structure. Subsequently, the produced image using SAR algorithm is shown in Fig. 3.7 

(a). To indicate the boundaries between layers, the white horizontal lines were added to 

all images in Fig. 3.7. The SAR image shows a focused but shifted indication of target. 

Moreover, there is a weak and false defocused indication of target appearing in an 

incorrect depth.  For the sake of comparison, the SAR images using lowest and highest 

dielectric constants were also calculated and shown in Fig. 3.7 (b)-(c), respectively. As 

one can see, indication of the target is defocused and misplaced. As anticipated, the 

inaccurate modeling of the layered structure is the root of the problems for SAR. 

Therefore, estimating the background medium with an effective material is not an 

appropriate way to compensate for phase shifts, which leads to unfocused and shifted 

indications of actual target(s) in SAR images. In contrast, Fig. 3.7 (d) shows the image 

resulting from the MPW-SAR, indicating focused and correctly located target. This was 

expected since the MPW-SAR applies correct phase shift to the collected data. The 
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resolution limitations caused the size of indication of target which is a point source to 

look bigger.  

 

 

 

                            (a)                                                         (b) 

 

                            (c)                                                         (d) 

Figure ‎3.7. Image for Simulation 1. (a) SAR ( , 3.2r b  ), (b) SAR ( , 1r b   ), (c) SAR (

, 6.5r b   ), (d) MPW-SAR. 

 

 

The same collected data is then used in conjunction with the WL-SAR algorithm 

to produce an image of the embedded target. The rule of thumb method, which was 

explained earlier, was used to select   for the Wiener filter. First, it was assumed that 

there is a priori knowledge concerning the region of interest. In fact, it was assumed that 

the target is only located inside the substrate (i.e., second layer). Then, for two selected 

focusing planes in the second layer (e.g., ' 0.6z cm   and ' 3z cm  ), 
2 2

Re max
/RT RT

gion
G G

was calculated and plotted in Fig. 3.8 (in dB scale) for operating frequency of 10 GHz. 
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The maximum value of the plots over Kx was used to select  . Therefore, a value in the 

range of approximately -15 dB (or 10
-1.5

) to -50 dB (or 10
-5

) for   may be a good choice.  

 

 

 

 

Figure ‎3.8. Calculated 
2 2

Re max
/RT RT

gion
G G  for two different values of ' 0.6z cm   and 

' 3z cm   at 10 GHz. 

 

 

The produced images using the WL-SAR algorithm with   of -15dB, -35dB, -50 

dB, and -70dB are shown in Fig. 3.9, respectively. For 15dB   , target is focused and 

correctly positioned. However, there are some defocused artifacts at the bottom of the 

image (Fig. 3.9 (a)). By reducing   to -35 and then -50 dB, those artifacts disappear 

(Fig. 3.9 (b)-(c)). However, by reducing   (e.g., to -70 dB), small defocused images in 

the third layer is significantly intensified (Fig. 3.9 (d)). In fact, the WL-SAR algorithm 

seems to emphasize deeper focusing planes from antenna rather than closer planes and 

the region of interest will change to third layer. Therefore, by decreasing  , the 

indication of small artifacts in deeper layers becomes stronger while the indication of 

target becomes weaker. This example proved that a choice of   in the range of -15 dB to 

-50 dB which was estimated by rule of thumb, results in relatively clean and focused 

indications of target in the image.  
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From performance point of view, the produced WL-SAR image with   

50dB    contains much less artifacts in the bottom of the image in comparison with 

SAR and the MPW-SAR (Fig. 3.7). However, the processing time for WL-SAR was 

about 5 minutes while it was only 1 second for SAR and MPW-SAR each.  

 

 

   

                            (a)                                                        (b) 

   

                             (c)                                                        (d) 

Figure ‎3.9. Images for Simulation 1 using WL-SAR. (a) 15dB    , (b) 35dB,    (c)

50dB   , and (d) 70dB   . 
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extends from 0z   to infinity in the z-direction. Second layer is 12 cm thick Rogers 

RO3203 ( 3.02 0.003r j   ). Third layer is 12 cm thick Arlon AR450                             

( 4.5 0.0135r j   ). The fourth layer is 15 cm thick Rogers RO4003 ( 3.55 0.01r j   ). 

The bottom layer is Rogers RT5880 which extends to infinity in the other z-direction and 

its dielectric constant is 2.2 0.001r j   . The three active point targets (i.e., Target 1, 

Target 2, and Target 3) are all located in the xz-plane and positioned at ( 6,0, 4.5)  cm, 

( 16.5,0, 18)  cm, and (9,0, 30) cm, respectively (Fig. 3.10). Using the scalar Green’s 

function-based forward model and following the same procedure as in Simulation 1, the 

complex electric field distribution was collected and fed to the proposed algorithms and 

the corresponding reconstructed images are shown in Fig. 3.10 (b)-(c). For SAR, the 

effective background medium was calculated using (82) to be , 3.26r b  . The SAR 

image of Targets 1 and 2 are defocused while Target 3 is correctly imaged (Fig. 3.10 (b)). 

Almost same explanation which was provided for Simulation 1 can be used to explain 

these results. On the other hand, as Fig. 3.10 (c) shows, image resulting from MPW-SAR, 

indicates focused and correctly imaged objects. 

The same collected data is fed into the WL-SAR algorithm while the region of 

interest was selected to include RO3203, AR 450, and RO3003 substrates (i.e., layers 2, 

3, and 4). The rule of thumb was used to select   based on the region of interest. For 

three selected focusing planes in the region of interest (e.g., ' 1z cm  , ' 14z cm  , and

' 38z cm  ), 
2 2

Re max
/RT RT

gion
G G was calculated and plotted in Fig. 3.11 (in dB scale) for 

frequency of 10 GHz. The maximum values of the plots over Kx are used to select  . 

Therefore, a value in the range of approximately -18 dB (or 10
-1.8

) to -40 dB (or 10
-4

) for 

  may be a good choice. The produced images using the WL-SAR algorithm with   of 

-20 dB, -40 dB, -70 dB, and -110 dB are shown in Fig. 3.12. The rule of thumb estimated 

range for resulted in a focused indication of all three targets. By decreasing  to a value 

lower than minimum value of the estimated range (e.g., 110dB   ), the indications 

become unfocused and artifacts become stronger.  
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                            ` 

                                                       (a) 

 

                           (b)                                                     (c) 

Figure ‎3.10. Simulation 2. (a) configuration, (b) SAR image ( , 3.26r b  ), (c) MPW-SAR 

image. 

 

 

 

Figure ‎3.11. Calculated 
2 2

Re max
/RT RT

gion
G G for three different values: ' 1z cm  ,

' 14z cm  , and ' 38z cm  . 
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Moreover, a direct comparison between results of SAR and MPW-SAR (Fig. 

3.10) with the produced image using WL-SAR with 40dB   , shows that two deeper 

targets (Targets 2 and 3) are more stronger in Fig. 3.12 (b).  

 

 

   

                           (a)                                                    (b) 

   

                           (c)                                                      (d) 

Figure ‎3.12. Reconstructed images for Simulation 2 using WL-SAR. (a) 20dB,   (b)

40dB   , (c) 70dB   , and (d) 110dB   . 

 

 

As an extra step, and to show the limitation/ability of the techniques, the same 

example is repeated by changing the dielectric constant of the third layer (i.e., Arlon AR 

450) to be 4.5 0.2r j   . Then, the same scanning configuration was used for data 

collection and the collected data was fed into the three imaging algorithms. The produced 

images are shown in Fig. 3.13. Increasing the loss significantly degraded the performance 

of the SAR and the MPW-SAR. Targets 2 and 3 are shown to be faint, while the WL-

SAR shows superior performance and correctly imaged all three targets. 
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                         (a)                                                       (b) 

 

                        (c)                                         

Figure ‎3.13. Reconstructed images for Simulation 2 after introducing extra loss. (a) SAR, 

(b) MPW-SAR, and (c) WL-SAR with 40dB    . 
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500 MHz. The collected data was fed into SAR (with 
, 1.77r b  from (82)), PW-SAR, 

and MPW-SAR. The indication of dipoles in the produced image using SAR is focused 

but slightly shifted down (Fig. 3.15). The indication of dipoles in the produced images 

using PW-SAR is focused and correctly positioned (Fig. 3.15 (b)). For MPW-SAR, to 

model the discontinuity between layers, TE/TM mode Fresnel/generalized transmission 

coefficients, can be used. After trying all four different cases, it was observed that the 

produced image using any of these cases is only slightly different from the other one. 

Therefore, only the results for TM mode Fresnel coefficient are shown in Fig. 3.15 (c). A 

comprehensive study will be provided in next section (Section 4) which compares 

different discontinuity modeling methods. 

 

 

                             (a)                                                               (b) 

Figure ‎3.14. Measurement setup for Experiment 1. 

 

 

Later, the same collected data (measured S21) was fed to WL-SAR.  Since the 

scan was linear and only in x-direction, then wavenumber in y-direction does not exist 

(i.e., 0yK  ). Also, the open-ended waveguide is polarized in y-direction, which means 

that Ey component of the radiated field by the dipoles has major contribution on the 
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            (a)                                       (b)                                              (c) 

Figure ‎3.15. Image for Experiment 1. (a) SAR ( , 1.77r b  ), (b) PW-SAR, and (c) TM 

mode MPW-SAR with Fresnel transmission coefficients. 

 

 

Moreover, the third layer was set as the region of interest, and then the 

appropriate value of   for the Wiener filter was estimated to be -35 dB or 10
-3.5

. The 

WL-SAR image shows indication of both dipoles (Fig. 3.16) and there is not any 

significant difference between this image and the image produced using TM mode MPW-

SAR with Fresnel transmission coefficients (Fig. 3.15 (c)). 

 

 

 

Figure ‎3.16. Reconstructed image for Experiment1 using WL-SAR( 35dB   ). 
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3.7. CONCLUSION 

In this section, it was aimed to image an embedded active source (target) in a 

layered structure. Initially, the idea of scanning an area over the layered structure using 

one single antenna to collect data was explained. Then, a new concept namely qualitative 

image was defined and its relationship with the collected data was established and 

derived using dyadic Green’s function of the layered structure. Later, the most well-

known qualitative imaging technique, SAR method, was briefly explained and its 

limitations to produce image from the collected data for an embedded active target in a 

layered structure was discussed. To address the first limitation of SAR, which is the 

homogeneous background assumption, previously developed PW-SAR was modified in a 

way to not only consider physical/electrical properties of each layer between the scanning 

antenna and the target but also incorporate the discontinuity between layers. The 

modified PW-SAR (MPW-SAR) uses TE/TM mode Fresnel/generalized transmission 

coefficients to incorporate the discontinuity between layers. MPW-SAR is robust, easy to 

implement, and fast. However, this method does not consider multiple reflections or 

signal attenuation due to loss (second and third limitations of SAR). To address loss and 

multiple reflection issues, a comprehensive method namely WL-SAR was developed. 

Based on the established relationship between the layered structure, collected data, and 

the image, extra mathematical manipulations were then invoked to cast the imaging 

problem into a deconvolution procedure where Wiener filter deconvolution was used to 

solve the problem. Several simulations and one experiment were conducted to prove the 

efficacy and limitations of the proposed methods for imaging embedded active targets in 

a layered structure. 
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4. MONOSTATIC SAR-BASED MICROWAVE IMAGING OF EMBEDDED 

PASSIVE OBJECTS 

4.1. INTRODUCTION 

Microwave imaging techniques have been used by those involved in NDT&E, 

applied physic and radar and remote sensing for the purpose of detecting and evaluating 

embedded (passive) objects in a structure [3]-[7],[62]-[63]. New applications such as 

imaging the interior structure of a wall (i.e., intra-wall imaging [64]), breast cancer 

detection, through-wall imaging, and structural health monitoring have all accelerated the 

demands for robust microwave imaging techniques applicable to inhomogeneous media 

[18]-[22]. Most of these applications involve planar structures that are considered 

homogeneous in the spatial extent direction while inhomogeneous (i.e., layered) in the 

transverse (depth or range) direction. Although these cases have been studied in past two 

decades, only a few quantitative imaging techniques have been developed properly 

addressing all of their unique attributes [6]-[19]. As it was mentioned in Sections 1 and 3, 

these techniques require high computational resources. In [9], a qualitative imaging 

technique is proposed that uses a SAR migration algorithm to image embedded objects in 

a planar layered structure. However, the efficacy of the algorithm is only demonstrated 

for a 2D two-layer medium consisting of air and ground. Moreover, for applications such 

as through-wall imaging, a few modified version of SAR algorithm is introduced which 

incorporate transmission coefficients for the air-to-wall discontinuity in the SAR image 

formation in spatial domain [17], [20], [22]. Moreover, since these algorithms are 

developed in spatial domain their implementation is rather cumbersome requiring 

significant processing time.    

Therefore, there is a lack of robust and fast qualitative imaging techniques for 

embedded passive objects and active targets inside layered structures. In Section 3, this 

problem was addressed for an active target by introducing two novel methods (i.e., 

MPW-SAR and WL-SAR). With some appropriate modifications the underlying idea 

behind the concepts of the methods in Section 3 can be used to develop imaging methods 

for embedded passive objects in a layered structure. In fact, a passive object has to be 

illuminated and then the reflected/scattered EM wave can be collected and used to 

reconstruct the image of the object. As it was mentioned in Section 3, a stationary EM 
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source can be used to illuminate the object while a moving antenna (scanning antenna) 

can collect a portion of the reflected/scattered EM signal by the object (i.e., the bistatic 

case). As an alternative and to reduce the complexity, the scanning antenna may send the 

EM signal and then also collects the reflected/scattered EM signal (i.e., operating as 

transceiver). This type of data collection is known as “monostatic” case. Since the bistatic 

case somehow was studied in Section 3, the monostatic case will be investigated in this 

section. 

In the following, SAR, MPW-SAR, and WL-SAR will be modified for monostatic 

imaging of embedded passive objects in an inhomogeneous (layered) structure. Then, 

simulations and measurements will be used to demonstrate the efficacy and limitations of 

these methods. 

 

 

4.2. MONOSTATIC SAR AND MPW-SAR 

The governing equations for monostatic SAR and MPW-SAR are similar to the 

previously-derived SAR and MPW-SAR algorithms for active targets, respectively (i.e., 

equations (68), (69), (70), (71), (72), and (73)). However, since in monostatic case the 

wave undergoes a round-trip travel path from the transceiver to the target, the dispersion 

relation in (5) must be modified as: 

 

2 2 2 24 .b z x yK K K K    (83) 

 

 

4.3. MONOSTATIC WL-SAR 

The expressions introduced in Section 3.5 for WL-SAR for imaging an embedded 

active target can now be used for imaging a passive object by only modifying the total 

signal path in the Green’s function. In fact, to consider round-trip path, 

( , , ; ', ', ', )PG x y z x y z f  in (74), (75), (76), and (77) should be replaced with the round-trip 

Green’s function RTG : 
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( , , ; ', ', ', ) ( , , ; ', ', ', ) ( ', ', '; , , , ).RT P PG x y z x y z f G x y z x y z f G x y z x y z f   (84) 

 

Then, (77) should be modified as: 

 

( , , , ) ( , , ', )* ( , , , ', ) ( , , , ).RTS x y z f x y z f G x y z z f x y z f    (85) 

 

Therefore, the final imaging expression in (78) can be modified as: 

 

 
 

 
1

2
, , , ,

H
RT

xy H
RT RT

S G
x y z f FT

G G 



  
     

   

 (86) 

 

then, the proposed rule-of-thumb method for calculating 2 can be used by replacing PG

with RTG in (80).  

 

 

4.4. SIMULATION AND MEASUREMENT SETUP 

In here, the efficacy of the monostatic MPW-SAR and WL-SAR methods to 

image embedded passive objects in a layered structure will be tested through simulations 

and measurements. As it was mentioned in Section 3.6, for each example, physical and 

electrical properties of layers, scanning area, and frequency range must be known. For 

scanning, an open-ended rectangular waveguide antenna is considered.  All of the 

simulations and measurements are performed at X-band with frequency step size of 100 

MHz unless otherwise specifically mentioned. Since this is a monostatic measurement, 

reflection coefficient (i.e., S11) is recorded at the antenna aperture using a calibrated 

HP8510C VNA. Also, since the equations were derived for an isotropic scanning 

antenna, and as it was mentioned in Section 3.6, using an OEW may introduce some 

issues to be considered.  First, the antenna pattern and directivity are not incorporated in 

the equations. Since the OEW has a fairly wide beamwidth, this issue was not considered 

to be critical [24]. Second, the antenna-to-air boundary creates a reflection that is ever-

present in the recorded reflection coefficient and may mask weaker/smaller reflections 



 

 

62 

from the structure under the test. For the monostatic case this may become a significant 

issue since the reflection coefficient of the OEW radiating into air is relatively high (i.e., 

in range of -12 dB [65]) while the reflection from the embedded object(s) can be 

relatively much lower (e.g., -60 dB). However, since the reflection coefficient of the 

OEW is the same for each point over the scanning area, one can calculate the average of 

the collected data for monostatic case (i.e., S11) over the scanning area per frequency and 

then coherently subtract this average from the collected data as: 

 

     11 11, , S , , S , , / ( ),y x

y x

S x y f x y f x y f N N   
(87) 

 

where Nx and Ny are the number of samples in the x- and y-directions, respectively.  In a 

linear scan case, averaging is only required in the scanning direction (i.e., x or y). Also, 

the origin of coordinate system is always assumed to be on the boundary between the first 

and the second layer.  

Since the antenna has a certain polarization and supports propagating mode(s) in 

the vicinity of the antenna, the dominant wave propagation in the layered structure can be 

TE mode, TM mode, or a combination of both modes. Moreover, the transmission 

coefficient between layers i and i+1 can be calculated using Fresnel equations which 

assumes that layer i and i+1 extend to infinity [36]-[37]. To increase the accuracy, the 

transmission coefficient between layers i and i+1 can be calculated by considering all the 

other layers to exist as well (generalized transmission coefficient) [36]-[37]. The 

computational complexity for calculation of the generalized transmission coefficient is 

higher than Fresnel coefficient. Then, for the MPW-SAR, five different cases were 

studied as: TM mode with Fresnel transmission coefficients (TMFMPW-SAR), TE mode 

with Fresnel transmission coefficients (TEFMPW-SAR), TM mode with generalized 

transmission coefficients (TMGMPW-SAR), TE mode with generalized transmission 

coefficients (TEGMPW-SAR), and coherent summation of produced images using 

TEFMPW-SAR and TMFMPW-SAR (TEMFMPW-SAR). 

For simulation purposes and to mimic practical situations, the full-wave 

simulation tool CST Microwave Studio
®
 is used in conjunction with MATLAB

®
 to 

simulate the collected (or measured) data. MATLAB is used to update the scanning 
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antenna position for the CST program which in turn simulates the structure and 

determines the reflection coefficient (S11). Later, MATLAB is used to store this 

information and subsequently update and repeat the process for each antenna position. 

For more details concerning the MATLAB-CST linkage, the reader is referred to [66]. 

The simulation and image formation were performed on a 64-bit PC with 8 GB of RAM 

and Core2Quad CPU of 2.66 GHz.  

Measured data is collected using an automated 2D scanning table in conjunction 

with an HP8510C VNA to scan an OEW over the sample and collect the complex 

reflection coefficient (S11) calibrated to the aperture of the waveguide. After scanning, the 

spatial mean value of S11 is coherently subtracted, as per (87). 

 

 

4.5. SIMULATION RESULTS 

The efficacy of monostatic SAR, MPW-SAR, and WL-SAR for applications such 

as structural health monitoring, intra-wall imaging, and through-wall imaging has been 

investigated through several simulations which are discussed here. 

4.5.1. Detecting Corrosion in Reinforcing Steel Bars in Concrete Structures. 

Corrosion in steel reinforced concrete structures is the main cause of deterioration in 

concrete structures. In the U.S. alone, the cost associated with structural repair and 

maintenance due to such corrosion problems is about $276 billion per year [67].  

Therefore, early detection of corrosion is of paramount importance.  

In this example (Simulation 1), two long rebars are buried inside mortar (concrete 

without coarse aggregates), as shown in Fig. 4.1. The radius of the rebar (ro) before 

corrosion is 0.79 cm. For comparison, corrosion and rust are added to the left rebar while 

the right rebar is left untouched. The radius of rebar after corrosion (rmet) and outer radius 

of rust (roxi) are shown for a corrosion ratio of Nc. To model corrosion and rust, provided 

equations in [67] are used as: 

 

1 ,met o cr r N   (88) 

 

and, 
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1 3 .oxi o cr r N   (89) 

 

For this example, the corrosion type is assumed to be black rust ( 12.5 2.3r j    

[68]) and Nc = 0.2. The radius rmet = 0.70 cm and roxi = 1.0 cm are calculated from (88) 

and (89), respectively. The antenna distance from mortar surface is 13.7 cm and mortar 

with 4 0.2r j    [69] is assumed to be 12.5 cm thick, as shown in Fig. 4.1. Moreover, 

the polarization of the antenna is orthogonal to the length of rebars. Scanning is 

performed linearly along x from -6.5 cm to 6.5 cm with a step size of 0.1 cm. To include 

the effect of using OEW instead of isotropic antenna, the collected complex reflection 

coefficients are applied into (87) to produce the collected data (S). The collected data is 

then processed using the monostatic SAR, PW-SAR, and MPW-SAR imaging 

techniques. For SAR, the effective background medium was calculated using (82) to be   

( , 2.43r b  ). As can be seen in Fig. 4.1 (d) the SAR image of rebars is defocused and it 

has an incorrectly placed and strong indication of presumably an object in a location 

between the two rebars. The coherent addition of incorrectly phase-compensated data is 

the main reason for the defocused and incorrectly located rebars.  

 

 

 

   (a)                             (b)                              (c)                                  (d) 

Figure ‎4.1. Simulation 1. (a) rebar before and after corrosion, (b) cross-section view and 

(c) perspective view, and (d) reconstructed image using SAR ( , 2.43r b  ). 
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On the other hand, PW-SAR and MPW-SAR produce artifacts corresponding to 

the air-to-mortar boundary and one of the rebars is not visible. This happens since the 

corroded rebar is a relatively weak EM scatterer and is placed relatively deep inside the 

lossy mortar and PW-SAR and MPW-SAR do not compensate for signal attenuation. 

Since the antenna is an open-ended waveguide radiating to a layered structure, incident 

wave and the reflected back wave can excite TE, TM, or a combination of TE and TM 

modes [65] (this was not a case with isotropic antenna). In contrast with SAR and PW-

SAR which do not incorporate the boundaries, and do not depend on propagation mode, 

MPW-SAR is a function of propagation mode. In fact, the mode of propagation is 

required for Fresnel or generalized transmission coefficients calculations. As mentioned 

earlier in this section, some of the more common situations were considered, studied, and 

the results are compared with PW-SAR, as shown in Fig. 4.2. As one can see, inclusion 

of the discontinuity by only using transmission coefficients does not aid in improving the 

results significantly. Processing time for SAR, PW-SAR, and MPW-SAR is about 2 

seconds, each. 

The same collected data is used in conjunction with WL-SAR.  Since the scan 

was linear and only in the x-direction, then wavenumber in the y-direction becomes zero 

(i.e., 0yK  ). Also, the open-ended waveguide is polarized in the x-direction, which 

means that Ex component of the radiated field by the objects contributes most 

prominently to the measured S11. These two facts result in selection of: 'x    and 

 
2

2
1

'2

( , , ')1
TM

RT p s
z z xy

mn mz

F K z z
G G F

K K


  

      
  

in (85). Moreover, it is assumed that 

there is a priori knowledge concerning the region of interest and mortar is set as the 

region of interest. Then, for two selected focusing planes in the second layer (i.e., mortar) 

at ' 2.5z cm   and ' 8.5z cm  ,
2 2

Re max
/RT RT

gion
G G was calculated at 10 GHz and plotted in 

Fig. 4.3 (in dB scale). 
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              (a)                            (b)                              (c) 

                      

              (d)                            (e)                               (f) 

Figure ‎4.2. Image for Simulation 1. (a) PW-SAR, (b) TMFMPW-SAR, (c) TEFMPW-

SAR, (d) TMGMPW-SAR, (e) TEGMPW-SAR, and (f) TEMFMPW-SAR. 

 

 

 

Figure ‎4.3. Calculated 
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The maximum value of the plots over Kx is used to select  . Therefore, a value in 

range of approximately -60 dB (or 10
-6

) to -80 dB (or 10
-8

) for   may be a good choice. 

The produced images using WL-SAR algorithm with   of -50 dB, -70 dB, -90 dB, and -

100 dB are shown in Fig. 4.4. For 50dB   , both rebars can be seen and 

distinguished, as shown in Fig. 4.4 (a). However, there are artifacts in the vicinity of the 

boundary between air and mortar. By decreasing  , WL-SAR algorithm emphasizes the 

deeper ranges as opposed to the shallower ranges (referring to provided explanations for 

  selection in Section 3.5). Therefore, by decreasing  , the indication of artifacts 

becomes weaker while the indication of rebars becomes stronger. A choice of 

70dB    results in relatively clean and focused indications of both rebars in the image 

(Fig. 4.4 (b)). This image correctly shows a weaker indication of the left rebar in 

comparison with the strong indication of the right rebar. This happens because rust on the 

left rebar is lossy and scatters less compared to metal. The ability of WL-SAR to 

distinguish between these two rebars is very important from a corrosion detection point 

of view. Moreover, by decreasing  , defocused indications of rebars (which are farther 

away from the antenna) are more emphasized in comparison with the focused indication 

of rebars. Therefore, these indications become brighter in the image, as shown in Fig. 4.4 

(c)-(d). Processing time for WL-SAR is about 130 seconds. 

 

 

 

     (a)                          (b)                          (c)                           (d) 

Figure ‎4.4. Images for Simulation 1 using WL-SAR. (a) 50dB   , (b) 70dB   , (c)

90dB   , and (d) 100dB   . 
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It is worthy to note that using 
'( )z z   operator introduces ( )z zjK jK   as a 

coefficient into the 
RTG equations. Since Kz can be a very small value (or even zero), then 

it can force 
RTG to a very small or zero value. Considering imaging equation (86), this 

can intensify the singularity problem. As an approximation, operator 
'( )z z   was 

eliminated and  
2

2
1 ( , , ')TM

RT p s
xy

mz

F K z z
G G F

K


  

     
  

was used for WL-SAR image 

formation. Based on rule of thumb, 50dB    was estimated and the corresponding 

produced image is shown in Fig. 4.5. The comparison between the achieved images 

before dropping '( )z z   and after dropping '( )z z   shows that eliminating '( )z z   did 

not change the image significantly. However, dropping '( )z z   helped to reduce the 

complexity of the implementation procedure. In SAR algorithm development for free-

space in [6], similar assumption was used where zjK was removed from the final SAR 

equation. 

 

 

 

Figure ‎4.5. Image for Simulation 1 using modified WL-SAR with 50dB   . 

 

 

In comparison with the image produced using MPW-SAR (Fig. 4.2 (b)-(f)), the 

indications of rebars in the WL-SAR image with 70dB    (Fig. 4.4 (b)) are focused 

and properly positioned. Moreover, as it was explained for   selection, WL-SAR 
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emphasizes the region of interest while de-emphasizing the air-to-mortar boundary (in 

this case) in contrast to MPW-SAR.   

4.5.2. Intra-Wall Imaging.  Imaging the interior  structure of a  wall ( i.e., intra- 

wall imaging) can be used for practical applications such as finding routed wires and 

investigating embedded rebars or plumbing pipes [64], [70]. Therefore, the second 

simulation (Simulation 2) is devoted to this topic. To mimic a practical situation, a typical 

wall is modeled using layers of drywall, insulation, and mortar. Considering the fact that 

the antenna is in the air, this constitutes a four-layer structure (Fig. 4.6). Thickness of 

drywall and insulation are chosen to be 1.2 cm and 5 cm, respectively. Air and mortar 

layers are assumed to extend to positive and negative infinity in z-direction, respectively. 

Based on literature search and previous experiences, dielectric constants of layers are 

selected as: air ( 1r  ), drywall ( 2.19 0.02r j   ), insulation ( 1.1 0.001r j   ), and 

mortar ( 4 0.2r j   ) [67]-[69]. There are two embedded objects considered in this 

structure placed at different depths. The first object (Object 1) is a metallic cylinder 

located at (-7, 0, -4) cm with radius of 0.3 cm that extends to positive and negative 

infinity in y-direction.  This object mimics a wire routed inside the insulation layer. The 

second object (Object 2) is a metallic cylinder located at (3, 0, -9.7) cm with a radius of 1 

cm that extends to infinity in y-direction.  This object mimics rebar or plumbing pipe 

embedded inside mortar. The X-band open-ended waveguide antenna is in the top layer at 

a distance of 2 cm above the drywall (Fig. 4.6 (a)). 

  

 

 

                    (a)                                                                        (b) 

Figure ‎4.6. Simulation 2. (a) configuration, (b) reconstructed image by SAR ( , 2.58r b  ). 
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The EM wave polarization is orthogonal to the length of both objects. Moreover, 

scanning is performed linearly along x-direction from -12 cm to 12 cm with a step size of 

0.2 cm. To include the effect of using OEW instead of isotropic antenna, the collected 

complex reflection coefficients are applied into (87) to produce the collected data (S). 

The collected data is then processed using the monostatic SAR, PW-SAR, and MPW-

SAR imaging techniques. For SAR, the effective homogeneous background medium is 

calculated using (82) to be , 2.58r b  . The produced image using SAR algorithm is 

shown in Fig. 4.6 (b). The image shows a defocused indication of Object 1 while Object 

2 is completely undetected. As anticipated, this inaccurate model of the layered structure 

is the root of the problems for SAR. In addition, ignoring the discontinuity at the 

insulation-to-mortar boundary contributes to the problem. To account for the correct 

phase shift and model discontinuities, MPW-SAR is used while different modes (TE/TM) 

and discontinuity modeling (Fresnel/generalized) situations as it was explained for 

Simulation 1 were investigated, and the results are compared with PW-SAR in Fig. 4.7. 

 

 

     

            (a)                                       (b)                                       (c) 

     

            (d)                                       (e)                                        (f) 

Figure ‎4.7. Produced images for Simulation 2. (a) PW-SAR, (b) TMFMPW-SAR, (c) 

TEFMPW-SAR, (d) TMGMPW-SAR, (e) TEGMPW-SAR, (f) TEMFMPW-SAR. 
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As Fig. 4.7 (a) shows, in PW-SAR produced image, indication of objects are 

focused and properly positioned, however, the indication of Object 2 is not strong. 

Adding Fresnel TM mode or TE mode transmission coefficients to the PW-SAR did not 

improve the results (Fig. 4.7 (b)-(c)). While the produced image using TMGMPW-SAR 

is not showing any improvement (Fig. 4.7 (d)), the produced image using TEGMPW-

SAR shows a slight improvement over PW-SAR image where the indication of Object 2 

is relatively stronger (Fig. 4.7 (e)). However, there are small artifacts in the image in 

comparison with PW-SAR produced image. Also, the produced image by coherent 

summation of calculated images using Fresnel TE and TM modes transmission 

coefficients (Fig. 4.7 (f)) is not showing any improvement in comparison with PW-SAR 

produced image. In fact, modeling the discontinuity between different layers with the 

transmission coefficients (either Fresnel or generalized) is a simple approximation which 

may not be accurate for complex layered structures. Maybe PW-SAR and TEGMPW-

SAR can be seen as the most appropriate imaging methods for this example.  

Later, the same collected data is fed to WL-SAR.  Since the scan was linear and 

only in x-direction, and a 2D imaging scenario was considered, then wavenumber in y-

direction does not exist (i.e., 0yK  ). Also, the open-ended waveguide is polarized in x-

direction, which means that Ex component of the radiated field by the objects have major 

contribution on the measured S11. These two facts result in selection of:  'x    and 
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in (85).  As it was explained for 

Simulation 1, for the simplicity of the implementation, operator '( )z z   will not be 

considered. Moreover, it is assumed that there is a priori knowledge concerning the 

region of interest. In fact, it is assumed that the objects are only located in third and 

fourth layers. Then, for a selected focusing plane in the third layer ( ' 3z cm  ) and 

fourth layer ( ' 12z cm  ), 
2 2

Re max
/RT RT

gion
G G  was calculated at 10 GHz and plotted in 

Fig. 4.8 (in dB scale).  
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Figure ‎4.8. Calculated 
2 2

Re max
/RT RT

gion
G G for two different values ' 2z cm  , and 

' 12z cm  at 10 GHz. 

 

 

The maximum values of the plots over Kx are used to select  . Therefore, a value 

in range of approximately -25 dB (or 10
-2.5

) to -50 dB (or 10
-5

) for   may be a good 

choice. The produced image using WL-SAR algorithm with   of -30 dB is shown in Fig. 

4.9. In this image, indication of both objects can be seen and distinguished. In 

comparison with produced images using PW-SAR and TEGMPW-SAR, the indication of 

Object 2 in the produced image using WL-SAR is slightly brighter.  

 

 

 

Figure ‎4.9. Produced image for Simulation 2 using WL-SAR with 30dB   . 
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4.5.3. Through-Wall Imaging. There is a high demand for imaging interior of a 

building to identify and detect the interior objects. This is known as through-wall 

imaging. The EM waves have this ability to penetrate through nonmetallic building 

materials such as drywall, cinder blocks, mortar and concrete blocks, brick, fiberglass, 

and glass [17]. So, EM signals have this potential to be used for through-wall imaging 

applications. Therefore, Simulation 3 is devoted to through-wall imaging topic.  In this 

simulation, two walls separated by of 4.5 cm are considered.  A mortar block (similar to 

Simulations 1 and 2) is used to represent the wall (simplified wall). Moreover, thickness 

of the walls is 2 cm and 1 cm, respectively (Fig. 4.10). The selected values of thicknesses 

are not practical, however, by scaling the frequency down to lower frequency band, one 

can increase the thickness of the walls and the results should be comparable. Considering 

the fact that the antenna is in the air, this constitutes a five-layer structure (Fig. 4.10 (a)). 

 

 

 

                              (a)                                                           (b) 

Figure ‎4.10. Simulation 3. (a) configuration, (b) reconstructed image using SAR               

( , 1.52r b  ). 

 

 

The scanning X-band antenna is located 5 cm from the first layer of mortar. Two 

metallic spheres are added to the scene: one with radius 0.15 cm located at (-4, 0, -4) cm 

and the other with radius of 0.35 cm located at (2, 0, -9.5) cm, as shown in Fig. 4.10 (a). 
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Scanning is performed linearly along the x-direction from -9 cm to 9 cm with step size of 

0.1 cm. For SAR, an effective relative dielectric constant of , 1.52r b   was calculated 

using (82). The produced image using SAR is shown in Fig. 4.10 (b).  As it was expected, 

the SAR image of objects is defocused. Incorrect phase compensation and not including 

the discontinuity between layers in the calculations can be the root of the problem.  On 

the other hand, PW-SAR and MPW-SAR with all of the explained cases in Simulation 3 

are investigated (Fig. 4.11). As Fig. 4.11 (a) shows, in PW-SAR produced image, 

indications of objects are focused and properly positioned, however, the strong reflection 

of the boundary of the closets wall (i.e., Wall 1) to the antenna masks both objects. 

Adding Fresnel TM mode or TE mode transmission coefficients to the PW-SAR 

improves the results slightly (Fig. 4.11 (b)-(c)) while adding generalized TM mode or TE 

mode transmission coefficients increases the amount of artifacts in the images (Fig. 4.11 

(d)-(e)). The coherent summation of calculated images using Fresnel TE and TM modes 

transmission coefficients does not improve the images in comparison with produced 

images using TEFMPW-SAR or TMFMPW-SAR. This may be explained by considering 

the fact that the objects have spherical shapes which their reflections are not polarization-

dependent. Moreover, the size of the sphere is smaller than the wavelength. In all the 

images, a strong indication of reflection at the boundary between air and Wall 1 exists. 

This happens because modeling the discontinuity between layers only by considering 

Fresnel or generalized reflection coefficient is not complete and accurate.    

The same collected data is fed to WL-SAR and since the scan was linear and only 

in x-direction, then wavenumber in y-direction is set as zero (i.e., 0yK  ). Also, similar 

to Simulations 1 and 2, the open-ended waveguide is polarized in x-direction, which 

means that Ex component of the radiated field by the objects have major contribution on 

the measured S11. These two facts result in selection of:  'x    and 
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in (85).  With the same reason explained 

for Simulations 1 and 2, the operator '( )z z   is removed. The WL-SAR method 

produced an image with focused and correctly placed indication of the spheres (Fig. 

4.12).  
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                 (a)                                        (b)                                        (c) 

      

                 (d)                                        (e)                                         (f) 

Figure ‎4.11. Produced images for Simulation 3. (a) PW-SAR, (b) TMFMPW-SAR, (c) 

TEFMPW-SAR, (d) TMGMPW-SAR, (e) TEGMPW-SAR, (f) TEMFMPW-SAR. 

 

 

Moreover, the simple model which was used in MPW-SAR to incorporate the 

boundary is not complete. It should be noted that by setting the region of interest to only 

include layers 3, 4, and 5, a similar procedure that was explained in Simulations 1 and 2 

was used to estimate   for the Wiener filter as -35 dB or 3.510 . 

 

 

4.6. EXPRIMENTAL RESULTS 

Two mortar samples were previously constructed in the Applied Microwave 

Nondestructive Testing Laboratory (amntl) at the Missouri University of Science and 

Technology (Missouri S&T) to investigate corrosion in steel reinforced concrete 

structures [71]. These samples will be used in the following experiments to illustrate the 

performance of the imaging algorithms. 
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Figure ‎4.12. Produced image for Simulation 3 using WL-SAR with 35dB   . 

 

 

In Experiment 1, a mortar specimen with four rebars, hereafter referred to as R4, 

is investigated, as shown in Fig. 4.13. The dimensions of the sample are 30 cm by 30 cm 

by 12.5 cm containing four different embedded rebars. Two 1.6 cm-diameter rebars have 

ground out regions with diameters 0.8 cm and 1.5 cm to represent different degrees of 

recession due to corrosion (i.e., thinning), as shown in Fig. 4.13 (a). Two other rebars 

with diameter of 0.95 cm are also embedded adjacent to each other to show the ability to 

distinguish thinner rebars with less separation. The spacing between the two thick rebars 

and the two thin rebars is approximately 6 cm and 1 cm, respectively. All four rebars are 

located at a depth of about 2 cm from the top surface of the sample [71]. The 

measurement setup is shown by the schematic in Fig. 4.13 (c).  A linear scan is 

performed over the ground out regions denoted by the red arrow in Figs. 4.13 (a)-(c). The 

linear scanning dimension is from x = -11.5 cm to 11.5 cm with a step size of 0.1 cm. 

 

 

           (a)                                 (b)                                       (c) 

Figure ‎4.13. Sample R4. (a) rebars, (b) mortar block, and (c) measurement setup (red 

arrow indicates scanning direction). 
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The resulting images are shown in Fig. 4.14. As Fig. 4.14 (a) shows, SAR with 

, 2.39r b   is not able to correctly image the rebars. In fact, the final image has many 

unfocused and shifted false indications of possible objects, as explained for the previous 

cases. Moreover, the reflection from the air-to-mortar boundary is not incorporated or 

compensated in SAR, which further contributes to incorrect indications of the rebars. On 

the other hand, the image produced by PW-SAR and TEFMPW-SAR are significantly 

better, as shown in Fig. 4.14 (b)-(c). However, some faint artifacts corresponding to the 

air-to-mortar boundary still exist. This may stem from the simple modeling of the air-to-

mortar boundary using Fresnel transmission coefficients. 

 

 

   

            (a)              (b)           (c) 

Figure ‎4.14. Image for Experiment 1. (a) SAR ( , 2.39r b  ), (b) PW-SAR, and (c) 

TEFMPW-SAR. 

 

 

The same collected data is fed to WL-SAR and since the scan was linear and only 

in x-direction, and the open-ended waveguide is polarized in x-direction, 'x    and 
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in (85).  With the same reason explained 

for Simulations 1 and 2, the operator '( )z z  will be removed. Moreover, it is assumed 

that the objects are only located in second layer (i.e., mortar). The image produced by the 
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WL-SAR with 40dB    (Fig. 4.15) is improved in comparison with the image 

produced using PW-SAR and TEFMPW-SAR (Fig. 4.14 (b)-(c)). The indications of 

rebars in the image are focused and properly positioned. Moreover, as it was explained 

for   selection, WL-SAR emphasizes the region of interest while de-emphasizing the 

air-to-mortar boundary (in this case) in contrast to TEFMPW-SAR.  

 

 

 

Figure ‎4.15. Produced image for Experiment 1 using WL-SAR with 40dB   . 

 

 

In Experiment 2, a mortar specimen with two rebars, hereafter referred to as R2 is 

investigated. The dimensions of the sample are about 30 cm by 19 cm by 12.5 cm with 

two 1.6 cm-diameter rebars located at a depth of about 4.5 cm from the top surface of the 

sample, as shown in Fig. 4.16. One of the rebars has a ground out region. To model 

relatively severe corrosion, rust powder was collected from corroded rebars (left in 

ambient moist environment for a long period of time), and then the ground region is 

covered and filled with this rust powder and wrapped with plastic sheet and tape [71]. 

Since the rebars are deep inside lossy mortar, this example can show the performance of 

these different techniques in the presence of loss. The measurement setup is shown in 

Fig. 4.16 (d).   
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Figure ‎4.16. Sample R2: (a) rebars with and without corrosion, (b) two different scanning 

lines, (c) sample, and (d) measurement setup. 

 

 

The scan is performed over two different lines. Under line 1, both rebars are 

whole, while under line 2, one of the rebars has corrosion (Fig. 4.16 (b)). Scanning is 

performed from x = -6.5 cm to 6.5 cm with step size of 0.1 cm. Simulation 1, as 

explained earlier, is immediately comparable to the scan under line 2. The collected data 

is fed into all three algorithms. For SAR, a background medium with , 2.42r b  was 

assumed. The produced SAR images are shown in the left column of Fig. 4.17. There are 

many false indications of objects and defocused artifacts in the images. The same 

explanation as it was provided for Experiment 1 can explain these observations. The PW-

SAR and TMFMPW-SAR produced images have unexpected artifacts, as depicted in the 

middle column of Fig. 4.17 (a)-(b). Actually, loss plays a more significant role in this 

experiment in comparison with Experiment 1. 
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                                                    (a) 

     

                                                     (b) 

Figure ‎4.17. Reconstructed images for R2 for different scans. (a) line 1, and (b) line 2 

(left column: SAR, middle column: PW-SAR, right column TMFMPW-SAR). 
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, and later, the operator '( )z z   

is removed. Moreover, it is assumed that the objects are only located in second layer (i.e., 

mortar). The produced image using WL-SAR for scan line 1 and line 2 with 50dB   , 

are presented in Fig. 4.18. There are false indications of objects and defocused artifacts in 

the TMFMPW-SAR images. While MPW-SAR compensates for the phase shift of each 
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layer properly, it does not compensate for loss. Moreover, as it was mentioned for 

Experiment 1, the discontinuity is not properly modeled. With regard to these facts, WL-

SAR is expected to show better performance. The image produced by WL-SAR (Fig. 

4.18 (a)-(b)) is much sharper where the indications of rebars are focused and properly 

positioned. Comparing the images from lines 1 and 2, the indication of the left object in 

line 2 is weaker, corresponding to the presence of rust. Also, it should be noted that a 

comparison between Fig. 4.4 (b) and Fig. 4.18 (b) verifies that the produced images using 

simulated data are in a reasonable agreement with the produced images using measured 

data. 

 

 

                         

                        (a)                                                    (b) 

Figure ‎4.18. Reconstructed images for R2 using WL-SAR ( 'x ) ( 50dB   ). (a) line 1, 

and (b) line 2. 

 

 

4.7. 3D IMAGE RECONSTRUCTION 

The proposed MPW-SAR and WL-SAR methods can be used to analyze wideband 

and 2D scanned areas to produce three dimensional images. To show the efficacy of the 

methods to generate 3D images, two experiments (Experiment 3 and Experiment 4) were 

performed.  
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In Experiment 3, to show the ability of the introduced techniques to produce 3D 

image from embedded objects in a lossy media, R4 was flipped and scanned, as shown in 

Fig. 4.19. The antenna and measurement setup are the same as before except that now an 

area is scanned with dimensions x = -11 cm to 11 cm with step size of 0.2 cm and y = -

10.5 cm to 10.5 cm with step size of 0.4 cm. The antenna is 13 cm away from the top 

surface of mortar sample. 

 

 

 

Figure ‎4.19. Measurement setup for flipped R4 sample to be used for 3D image 

reconstruction (Experiment 3). 

 

 

The 3D image produced by TMFMPW-SAR coefficients shows artifacts at the 

boundary between mortar and air. These artifacts exist because the method does not 

properly model the boundary. Moreover, it does not compensate for the loss. Then, the 

collected data is fed into WL-SAR method. Since the scan is performed in 2D at x- and y-

directions, Kx and Ky both exist. Also, the scanning standard X-band open-ended 

waveguide is polarized in x-direction, which means that Ex component of the radiated 

field by the objects has major contribution on the measured S11. Based on these facts and 

the provided explanation in Sections 3.2 and 4.3, as an approximation, it should be 

decided that the major contribution on the collected data is coming from 'x or 'y . In 

here, to be consistent with the antenna’s polarization, 'x  is selected. Therefore, 'x    
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in (85). 

As another approximation and to simplify the computer-based implementation, the 

second term on the right side of the equation is removed and only TE mode related term 

is used. The produced 3D image using the WL-SAR is shown in Fig. 4.20 which in 

contrast with TMFMPW SAR produced image, does not contain the artifacts since the 

boundary is properly modeled and the region corresponding to the rebar is emphasized. 

The value 85   dB was estimated using the rule of thumb method and used to produce 

this image. 

 

 

 

(a)                                                         (b) 

Figure ‎4.20. Reconstructed 3D images for R4 flipped at X-band. (a) TMFMPW-SAR, 

and (b) WL-SAR. 

 

 

Moreover, to provide a cross-section view, one slice of the 3D images 

corresponding to the layer containing the rebars (i.e., z = -9.5 cm) is selected and shown 

in Fig. 4.21. It can be seen that both TMFMPW-SAR and WL-SAR produce a focused 

image of the rebars. Although the image produced by WL-SAR shows the thinner rebars 

slightly cleaner, the results of both techniques are comparable.  Therefore, for this case, 

WL-SAR has a distinct advantage over MPW-SAR for volume images but is only 
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marginally better for a slice of the volume images at the plane of the rebars. The 

processing time for MPW-SAR was about 3 seconds and for Wiener filter was about 30 

minutes. Thus, MPW-SAR has a distinct time performance advantage over WL-SAR. 

The WL-SAR method requires calculation of the layered structure Green’s function 

which is a time and memory consuming procedure. Therefore, WL-SAR algorithm is 

much slower than PW-SAR algorithm.  

 

 

                  

       (a)                                                                         (b) 

Figure ‎4.21. One slice at z = -9.5cm of the produced volumetric image for flipped R4 

sample. (a) TMFMPW-SAR, and (b) WL-SAR. 

 

 

The frequency of operation determines cross-range resolution of the final produced 

image [6]. Higher the frequency is, finer the cross-range resolution can achieve. To show 

this point, in Experiment 4, R4 sample is scanned with a K-band OEW. The measurement 

setup and scanning dimensions are the same as Experiment 3. However, the antenna is 

only 0.8 cm away from the top surface of mortar sample and in y-direction, scanning step 

size is reduced to 0.2 cm. The produced 3D images are shown in Fig. 4.22. The 3D image 

produced by TMFMPW-SAR shows artifacts at the boundary between mortar and air. On 

the other hand, the 3D image produced by WL-SAR ( 65dB   ) does not contain these 

artifacts since the boundary is properly modeled and the region corresponding to the 

rebars is emphasized. Moreover, since the measurement frequency is higher, the 
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resolution is much finer and more details of the rebars can be seen in the images in 

comparison with Experiment 3. This was expected because the resolution is directly 

proportional to the measurement frequency.  The corroded sections on thick rebars can be 

easily seen and distinguished in the produced images from whole rebars. 

 

 

 

 (a)                                                          (b) 

Figure ‎4.22. Reconstructed 3D images for R4 at K-band. (a) TMFMPW-SAR, and (b) 

WL-SAR. 

 

 

To provide a cross-section view, one slice of the 3D images corresponding to the 

layer containing the rebars (i.e., z = -1.8 cm) is selected and shown in Fig. 4.23.  Similar 

to Experiment 3, the 2D slices are very similar to each other, however, the thinner rebars 

are imaged slightly better using WL-SAR. Moreover, both images show the corrosion on 

the two thicker rebars. This is very important from corrosion detection point of view. 
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     (a)                                                                 (b) 

Figure ‎4.23. One slice at z = -1.8 cm of the produced volumetric image for R2 sample. (a) 

TMFMPW-SAR, and (b) WL-SAR. 

 

 

 

4.8. CONCLUSION: COMPARING PERFORMANCE OF DIFFERENT 

IMAGING METHODS  

In this section, SAR, MPW-SAR and WL-SAR imaging methods which were 

developed in Section 3 for imaging embedded active targets in a layered structure were 

manipulated to be used for passive objects, as well. It was shown that monostatic SAR as 

a robust and fast qualitative imaging technique is suitable for imaging objects in a 

homogenous background but it is not appropriate for imaging embedded objects in 

layered structures. Monostatic MPW-SAR as a modification over previously developed 

PW-SAR method was introduced to improve PW-SAR performance to image high 

contrast layered structures; however, the investigation showed that MPW-SAR could not 

provide a significant improvement over PW-SAR. Simple modeling of the boundary 

between layers by incorporating Fresnel or generalized transmission coefficient in the 

MPW-SAR equations could be seen as major root of the problem. Moreover, MPW-SAR 

similar to PW-SAR and SAR techniques has problem imaging an embedded object inside 

of a lossy material. To overcome these issues, a comprehensive method namely WL-SAR 

was developed. Firstly, the relationship between the layered structure, collected data, and 

the image was established using the Green’s function of layered structures. Mathematical 
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manipulations were then invoked to cast the imaging problem into a deconvolution 

procedure where Wiener filter deconvolution was used. 

 Extensive simulations and experiments were conducted to prove the efficacy and 

limitations of the proposed methods for imaging embedded objects in a layered structure. 

It was shown that, PW-SAR and MPW-SAR are robust, easy to implement, and fast. 

However, for a layered structure with loss and high contrast between layers, WL-SAR 

obtained superior images in comparison with MPW-SAR, PW-SAR, and SAR. To 

summarize Section 3 and 4, the performance of SAR, PW-SAR, MPW-SAR, and WL-

SAR are compared in Table  4.1. In this table, “Lmedia” refers to layered media.  

 

 

 

 

Table ‎4.1. Comparing Performance of SAR, PW-SAR, MPW-SAR, and WL-SAR 

 

Method 
Homogeneous     

media 

Low 

loss 

Lmedia 

 

Low 

contrast  
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Lossy  

Lmedia 

 

High  

contrast 

 Lmedia 

 

Processing    

  time 

SAR Good Bad  Bad Bad Bad Fast 

PW-SAR Good Good  Good Bad Bad Fast 

MPW-SAR Good Good  Good Bad Medium Fast 

WL-SAR Good Good  Good Good Good Medium 
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5. ANTENNA DESIGN FOR HARDWARE PART OF MICROWAVE IMAGING 

SYSTEM 

5.1. INRODUCTION 

Antenna is an essential part of any microwave imaging system which is used in 

conjunction with a measurement and recording tool to collect data from a sample under 

test (Fig. 1.1). When interested in 3D SAR imaging, wider beamwidth and larger 

bandwidth are required to have finer cross-range and range resolutions, respectively [24]. 

Moreover, if the object of interest is embedded in an unknown medium, having an 

antenna whose characteristics (e.g., operating frequency band, polarization, and pattern) 

can be dynamically modified is critically useful. This requires that antenna cover a wide 

range of characteristics, or one whose important characteristics can be appropriately 

tuned.  Among these characteristics, the operating frequency and the bandwidth 

associated with the antenna play significant roles. These two parameters are not 

necessarily independent of each other since bandwidth is commonly measured by a 

certain percentage of the operating frequency. 

One would expect that using a multiband antenna or one with a very wide 

bandwidth may be the best option [72]-[74]. However, multiband, wideband or ultra 

wideband (UWB) antennas may not be optimum for communications or imaging systems 

where the frequency and bandwidth of the transceiver may need to be dynamically 

changed. In past decades, there have been extensive efforts to develop wideband and ultra 

wideband antenna design techniques for different applications such as: high resolution 

microwave imaging, short range wireless communication systems, wireless body area 

network (WBAN), wireless personal area networks (WPAN), and electromagnetic 

compatibility measurements [75]-[77]. However, interference issues along with relative 

form-factor (i.e., overall dimensions and bulkiness), limit the utility of wideband/UWB 

antennas for the imaging and long distance communication purposes [25]-[28]. 

Alternatively, multiband antennas were introduced which operate in more than one 

frequency band at a time [78]. However, these antennas still require receivers with 

effective out-of-band noise rejection filters in their front-end circuitry [25]. Moreover, 

covering a wide range of distinct frequency bands using multiband antennas is quite a 

challenge. 
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On the other hand, the growing interest in wireless communication market toward 

integrating more and more radios into a single chip (or single platform) significantly 

accelerated the demand for an antenna with multiple radiation characteristics [25]. 

However, reconfigurable antennas are capable of addressing many of these issues 

[25],[26],[79]. A reconfigurable (dynamic) antenna can electronically or mechanically 

switch among different configurations to provide for a set of desired characteristics.  

Despite many advantages offered by reconfigurable antennas, the topic is fairly 

recent, and there is not a robust and methodical design procedure for compact 

reconfigurable antennas. Since the reconfigurable antennas show a significant potential 

for microwave imaging systems and currently growing multiradio communication 

devices, this section and next section will be devoted to this topic.  Moreover, 

considering the current demand for small and miniaturized antennas, “compact 

reconfigurable antenna design” can be seen as an attractive topic. To address this 

requirement, a good knowledge about the currently-available miniaturization techniques 

may be required in conjunction with a deep understating of current progress in 

reconfigurable antenna design.  

Therefore, in this section, a review of miniaturization techniques is provided 

which is followed by a discussion on currently-available miniaturized wideband 

antennas. Limitations and problems will be addressed and then, currently-available 

reconfigurable antennas will be discussed.  In Section 6, a methodical design procedure 

for reconfigurable antennas will be introduced. Then, this method will be used to design a 

novel compact reconfigurable antenna. 

 

 

5.2. SUMMARY OF ANTENNA MINIATURIZATION TECHNIUQES 

Antenna miniaturization has been the subject of numerous studies for almost 70 

years [80]-[83].  The early studies showed that as the antenna size decreases, so do the 

bandwidth and efficiency [80].  The fundamental miniaturization limitation was 

introduced by Chu [80] and later was re-examined by McLean [83]. This fundamental 

limitation relates the quality factor (Q) of an antenna to the bandwidth of the antenna. 

The higher the Q is, the narrower the operating bandwidth will be.  
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Recently, many new investigations have been conducted to reduce the form-factor 

(or the overall size) of the antenna. These miniaturization techniques are generally 

founded on changing the electrical and physical properties of the antenna. In fact, two 

major categories of miniaturization technique exist, namely: a) topology-based, and b) 

material-based miniaturization techniques, as described below. 

5.2.1. Topology-Based Miniaturization Techniques. Geometry, the current 

(either electric or magnetic) density distribution, and electrical dimensions of an antenna 

determine its characteristics. Based on this underlying concept, some methods and 

techniques have been developed which manipulate and optimize the shape and geometry 

of the antenna in order to achieve the desired radiation characteristics with the smallest 

possible dimensions. In the following, some of these methods and techniques will be 

reviewed. 

5.2.1.1 Fractal antennas. Mandelbrot introduced fractal, to describe a family of 

complex shapes that have an inherent self-similarity or self-affinity in their geometrical 

structure [84]. Fractal means broken or irregular fragments and fractal structures can be 

found in nature such as: coastlines, snowflakes, trees, ferns, etc. [84]. Fractals are space-

filling geometries that can be used to fit a long length in a small area.  This underlying 

concept was considered by antenna engineers as fractal geometry was incorporated into 

antenna design to create a new class of antennas named “fractal antennas” versus 

traditional Euclidean geometry-based antennas [84].  

Fractal antennas can provide radiation pattern and input impedance similar to a 

larger antenna, while occupying a much smaller area as a result of their self-similarity 

property. Koch dipole, from Koch curve family, is smaller than a wire dipole both 

resonating in same frequency. A Koch curve generation is an iterative process [85], as 

shown in Fig. 5.1.  

The total length of Koch curve at the n
th

 iteration is (4/3)
n
 of 0

th
 iteration length 

(straight line). This means, a Koch dipole that starts and ends in same positions as 

ordinary dipole, provides a longer length and hence a lower resonant frequency. This 

enables a miniaturized design procedure. 
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Figure ‎5.1. Koch curve generations [29]. 

 

 

Koch snowflake/island [86]-[87], Sierpinski gasket [84],[88], and Minkowski 

island fractal [89], are among well-known fractal shapes for antenna application.  Some 

of these fractal shapes are shown in Figs. 5.2-5.4. 

 

 

 

 (a)                     (b)     (c)                    (d)                     (e) 

Figure ‎5.2. Koch snowflake geometry in different iterations. (a) basic geometry, (b) first 

iteration, (c) second iteration, (d) third iteration, and (e) modified second iteration [87]. 
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 (a)                            (b)     (c)                          (d) 

Figure ‎5.3. Sierpinski gasket geometry over different iterations. (a) basic geometry, (b) 

first iteration, (c) second iteration, and (d) third iteration [84]. 

 

 

 

         

    (a)                                (b)                       (c)                             (d)                    

Figure ‎5.4. Minkowski island fractal geometry over different iterations. (a) basic 

geometry, (b) first iteration, (c) second iteration, and (d) third iteration [89]. 

 

 

In [87], a compact coplanar waveguide (CPW)-fed modified Koch fractal slot 

antenna is designed for 2.4/5.2/5.8 GHz wireless local area network (WLAN) and 

2.5/3.5/4.5 GHz worldwide interoperability for microwave access (WiMAX) 

applications. Initially, a CPW antenna with a triangular slot was used. Then, Koch 

snowflake geometry, which was shown in its different iteration stages in Fig. 5.2, was 

modified and used instead of the triangular slot (Fig. 5.5). The study showed that 

replacing the triangular slot shape with the modified Koch snowflake reduced the 

operating frequency of the antenna. This resulted in a compact antenna ( 225.8 33.5mm ) 

with enhanced bandwidth (Fig. 5.5 (b)).  The dimension of the antenna is  

0 00.228 0.268   where 0 125mm   is the wavelength at the lowest operating 

frequency (i.e., 2.4 GHz). 
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                  (a)                                                     (b) 

Figure ‎5.5. CPW-fed modified Koch fractal slot antenna. (a) configuration, and (b) 

simulated return loss for different iteration of the slot [87]. 

 

 

5.2.1.2 Reactively  loaded  antennas.  By adding the  appropriate  inductance  or   

capacitance per unit length to a transmission line, its electrical length can be increased 

[90]. On the other hand, an antenna can be effectively modeled as a transmission line so 

that transmission line theory can be applied to antenna analysis and design [90]. 

Therefore, a smaller antenna can be created by properly loading it with an inductance or 

capacitance. Actually capacitive or inductive loading increases the (wave) propagation 

constant, resulting in a slow wave structure [90]. In order to slow down guided wave and 

to create a slow wave structure, in [90] a periodically-load printed antenna with shunt 

lumped capacitance is proposed. Slow wave enhancement factor is defined as the “ratio 

of the loaded to the unloaded propagation constants of the wave in the antenna”. It is 

shown that this ratio directly influences antenna miniaturization factor [90]. Loading 

parameters (e.g., type (inductive, capacitive), value, and spacing) may be obtained based 

on the desired size reduction. A planar inverted F antenna (PIFA) and a high-frequency 

(HF) slot-loop antenna were miniaturized based on this loading technique [90]. The size 

of both antennas is reduced approximately by factor of 10 in comparison with their 

unloaded counterparts [90]. The configuration of the proposed capacitor-loaded PIFA and 

photograph of the fabricated antenna is shown in Fig. 5.6.  The overall size of this 

antenna is about 
0 00.013 0.018   at the operating frequency (i.e., 374 MHz or 
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0 80cm  ) which shows more size reduction in comparison with the former capacitor-

loaded planar inverted-F antenna reported in [91] for mobile telephone handsets. The 

simulation and measurement results for this antenna with and without the loading 

capacitors are compared in Fig. 5.7 [90]. This figure clearly shows the role of capacitive 

loading in reducing the resonant frequency. However, the maximum gain of the antenna 

is only -22.6 dBi which is very small. 

 

 

 

(a)                                                        (b) 

Figure ‎5.6. Capacitor-loaded PIFA, (a) schematic view, and (b) fabricated antenna [90]. 

 

 

 

 

Figure ‎5.7. Measurement and simulation results for loaded and unloaded PIFA [90]. 
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On the other hand, the designed HF slot loop antenna gives a bandwidth of 0.38% 

for a voltage standing wave ration smaller or equal 2 ( 2VSWR  ). To improve the 

bandwidth, [90] proposed an L-section matching network which is derived from filter 

design techniques. This matching section helped in increasing the bandwidth by 1.78%. 

The configuration of the HF slot loop antenna and photograph of the fabricated antenna is 

shown in Fig. 5.8 [90].  The overall size of this antenna is about 
0 00.031 0.017   at the 

operating frequency (i.e., ~24 MHz or 
0 12.5m  ) and it provides a very low gain of -

34.9 dBi [90]. The simulation and measurement results for this antenna with and without 

L-section matching are compared in Fig. 5.9 [90]. 

 

 

          

(a)                                                        (b) 

Figure ‎5.8. Capacitive loaded HF slot loop antenna. (a) schematic view, and (b) 

fabricated antenna [90]. 

 

 

 

Figure ‎5.9. Measurement and simulation results for HF slot loop antenna with/without L-

section matching circuit [90]. 



 

 

96 

In [92], antenna miniaturization based on transmission line resonator idea is 

proposed. Transmission line resonator is created by loading one end of quarter 

wavelength transmission line with a short circuit while leaving the other end open. A 

quarter-wave resonant slot antenna is miniaturized based on this idea [92]. Although, 

shorting a slot line can be easily implemented, but, making an open circuit on a slot line 

without reaching the edge of the structure is difficult. To create an open circuit, a spiral 

slot of a quarter-wavelength long and short-circuited at the other end was used. This 

spiral slot is a quarter-wavelength long at the resonant frequency and transforms the short 

circuit to an open circuit at the resonant frequency (Fig. 5.10) [92]. A size reduction of 50 

percent was reported using this topology [92]. Further size reduction was achieved by 

bending the radiating section in a way such that no section carries a magnetic current in 

opposite direction of any other sections (Fig. 5.10). This method provides miniaturized 

antenna as small as 
0 00.05 0.05   (where 0 50cm  ) and with a fairly high efficiency 

of about −3dBi [92]. An open-ended quarter-wavelength microstrip line under the slot is 

used to feed it. The reactive part of the antenna input impedance can be cancelled out by 

changing the length of feeding line. The reflection coefficient (S11) of the antenna is 

shown in Fig. 5.11 showing a resonance at 0.6 GHz with a narrow bandwidth.  

 

 

 

 

Figure ‎5.10. Miniaturized resonant slot antenna [92]. 
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Figure ‎5.11. S11 for miniaturized resonant slot antenna [92]. 

 

 

Also, [93] proposed miniaturize slot antenna using symmetric inductive loading 

(Figs. 5.12, 5.13).  

 

 

 

 

Figure ‎5.12. Symmetrically loaded slot antenna and its feed designed to operate at 300 

MHz [93]. 
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Figure ‎5.13. Simulated and measured S11 for symmetrically loaded slot antenna [93]. 

 

 

To enhance bandwidth of this antenna, miniaturized folded-slot topology is 

proposed in [94] (Fig. 5.14). For this topology, bandwidth defined for 10 dB return loss, 

shows 0.34% to 0.93% increase over the original antenna introduced in [92]. 

 

 

 

Figure ‎5.14. Miniaturized folded-slot antenna fed by capacitively coupled CPW line [94]. 
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5.2.1.3 Antenna with engineered ground plane.  Engineering the ground  plane 

(GND) of a planar antenna has also shown to improve the antenna characteristics. 

Electromagnetic band gap (EBG) structures in general and defected ground structures 

(DGS) as one-dimensional EBG have been used for these purposes [95]-[96]. As a 

limitation, these approaches only work for planar antennas but still cover a wide range of 

antennas including microstrip antennas. Microstrip patch antennas as a well-known 

member of this family with light weight, low profile, and ability to be integrated with 

monolithic microwave integrated circuit (MMIC) designs have been utilized in many 

applications such as handheld wireless devices (e.g., cellular phones), aircraft, and 

satellite [97]. In [95], dielectric EBG rods were used to realize a thin high directivity 

microstrip patch antenna. In [96], DGS was used to suppress cross-polarized radiation 

from a microstrip patch antenna. Recently, EBG and DGS structures have been used for 

antenna miniaturization purpose [97]-[98]. In [97], two four-arm spiral-shaped DGS were 

used to reduce size (by about 50 percent) and achieve multiband operation capability 

(Fig. 5.15). Adding a slot in the ground plane can increase the length of return current 

path and make the antenna look electrically larger. 

 

 

 

                         (a)                                                            (b) 

Figure ‎5.15. Antenna with DGS. (a) spiral cell DGS, and (b) patch antenna with two 

spiral shaped DGS [97]. 
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Also, [98] used dumbbell shaped slots in the ground plane of a microstrip antenna 

to reduce its size by 60 to 65 percent in comparison with the conventional microstrip 

antennas (Fig. 5.16).  

 

 

 

Figure ‎5.16. Miniaturized microstrip antenna with dumbbell shaped DGS [98]. 

 

 

The reflection coefficient of the antenna with DGS is compared with conventional 

antenna with same size but without DGS (Fig. 5.17) [98]. As Fig. 5.17 shows, the 

antenna with DGS resonates at ~ 1.8 GHz while the antenna without DGS resonates at ~ 

5GHz.  

 

 

 

Figure ‎5.17. A comparison between return loss of the antenna with DGS and 

conventional antenna without DGS [98]. 
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5.2.1.4 Meander antennas. Meander antenna was firstly introduced in 1991 [99].  

Meandering technique aims to fill space and bend long straight lines in order to occupy 

smaller lengths (somewhat similar to fractal). In [100], a solid microstrip patch antenna 

was transformed into a rectangular wire-mesh. Then, the rectangular meshes were 

squeezed by using a sinusoidal meandering scheme to reduce the size of the antenna by 

72 percent in comparison with a conventional corner-truncated square microstrip antenna 

[101] while both antennas provide circular polarization. The different steps for a compact 

meandered-grid microstrip antenna which radiates at ~ 2.32 GHz are shown in Fig. 5.18.  

 

 

 

Figure ‎5.18. Evolution of a circularly polarized compact meandered-grid microstrip 

antenna from a solid microstrip antenna. 

 

 

Nowadays, meandering techniques are widely used to design miniaturized ultra 

high frequency (UHF) RFID tags [45],[102]-[104]. A commercial RFID tag namely 

ALEN ALN-9540 “squiggle” is shown in Fig. 5.19 which uses meandering line idea.  

 

 

 

Figure ‎5.19. ALEN ALN-9540 squiggle RFID tag [104]. 

 

 

In [105], a spiral meander line antenna was introduced and optimized using 

Genetic Algorithm (GA). The final optimized antenna for operating frequency of 956 
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MHz (
0 313mm  ) is shown in Fig. 5.20. The dimension of the antenna is 

27mm 11mm  ( 0(0.035 0.086) ).  

 

 

 

Figure ‎5.20. Optimized miniaturized spiral meander line antenna (unit: mm) [105]. 

 

 

In [106] a good theoretical discussion is provided to analyze and model meander 

lines. The model is based on geometry and it is frequency-independent.   

5.2.2. Material-Based Miniaturization Techniques. This family includes 

miniaturization methods and techniques which manipulate and optimize materials in the 

antenna structure. In the following some of these methods are reviewed from literatures. 

5.2.2.1 Application of high dielectric constant substrate. In the planar antennas  

which are usually implemented on a dielectric substrate, antenna size is reversely 

proportional to the square root of dielectric constant [106].  In [107], the effect of 

increasing substrate dielectric constant on the resonant frequency is studied and an 

integrated slot spiral antenna etched on a high permittivity material (i.e. 197r  ) is 

reported. Two different types of these antennas, namely; double twin spiral and twin 

spiral are shown in Fig. 5.21. The overall dimension of the squares is 10mm 10mm . 

 



 

 

103 

 

Figure ‎5.21. Two different slot spiral antennas (twin and double twin slots) etched on 

high permittivity dielectric material [107]. 

 

 

Measured reflection coefficients of these two antennas for two different values of 

dielectric constant (i.e., 2.6 and 197) showed that by increasing the dielectric constant, 

the resonant frequency reduces (Fig. 5.22). In this figure, dotted line is used to represent 

results for substrate with dielectric constant of 2.6 and solid line is used for dielectric 

constant of 197. The bandwidth of the antennas is very narrow and gain is very low (-42 

dBi). Actually high dielectric constant can cause stronger electromagnetic coupling 

between the patch and the ground. Then, substrate can absorb most of the power and trap 

it rather than allowing the energy to propagate into free-space [107]. Moreover, high 

dielectric constant material with some amount of loss can dissipate energy in the form of 

heat. So, the overall radiation efficiency of the antenna decreases [108]. Narrow 

bandwidth and expected low antenna efficiency are two major drawbacks of this method.  

To overcome part of the problem of microstrip antennas with thick and high 

permittivity materials, [109] proposed the idea of substrate perforation in order to lower 

the effective dielectric constant of the substrate surrounding the patch. The substrate is 

divided into two parts. The part which is under the patch is left unperturbed, thus, the size 

reduction is achieved. The surrounding part, however, is manipulated to lower its 

effective dielectric constant to create a smoother transition to the edge of the antenna and 

air. To lower the dielectric constant of the surrounding substrate, substrate was 

perforated. Actually, an array of small and closely-spaced holes is used for perforation 

purpose [109]. The perforation helped to mitigate the unwanted interference pattern of 

edge diffraction or scattering and leaky waves [109]. 
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(a)         (b) 

Figure ‎5.22. Measured return loss for: (a) double twin slot, and (b) twin slot [107]. 

 

 

5.2.2.2 Metamaterial - based miniaturization techniques.  It was  mentioned  in 

Section 5.2.2.1 that the size of antenna is reversely proportional to the square root of the 

dielectric constant of the substrate material (for planar structures). In general, antenna 

miniaturization factor (or antenna form-factor) is inversely related to refraction index (ni) 

which is defined as: 

 

.i r rn    (90) 

 

While intrinsic impedance is defined as: 

 

/ .i r r    (91) 

 

Therefore, for material with high permittivity and permeability as long as
i is close to 

i  

of air, EM wave does not concentrate inside of the substrate and so efficiency does not 

degrade. To address this issue, magneto-dielectric metamaterials were used that provide 

high reflection index with low intrinsic impedance [110]. In [92], initially a rectangular 

patch antenna (13.33 mm by 16.67 mm) on a finite size substrate (50 mm by 50 mm) 

with 25r  , loss tangent of 0.001, and thickness of 3.33 mm was designed to resonate at 
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1.56 GHz (
0 19.2cm  ). The dimension of the patch was about 1/10 of the free-space 

wavelength (
0 ) (Fig. 5.23). However, the achieved bandwidth was 0.64 percent (relative 

to center frequency) and efficiency was 77 percent. To address the bandwidth and 

efficiency problems, a magneto-dielectric metamaterial with 5r 
 
and 5r   was used 

to improve the performance. Since the refraction index still is 5, the antenna with the 

same size as before can resonate at 1.56 GHz. However, since air and substrate have 

same intrinsic impedance, only a small portion of EM is trapped in the magneto-dielectric 

material and the bandwidth is enhanced to 7.94 percent and antenna’s efficiency 

increased to about 99 percent.  

 

 

                (a)                                                             (b) 

Figure ‎5.23. Rectangular patch antenna. (a) dielectric substrate, (b) magneto-dielectric 

substrate [92]. 

 

 

5.3. SUMMARY ON MINIATURIZED WIDEBAND ANTENNAS 

Today’s wireless communication systems demand not only a compact antenna but 

also an antenna which can cover a wide bandwidth. An antenna with wide bandwidth is 

sometimes referred to as broadband antenna [111]. The term “broadband” is relative of 

course. Up to now, it was assumed that the bandwidth is a certain percentage of the center 

frequency (BWp) and is defined as [111]: 
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where fU, fL, and fc are the upper, lower, and center frequency of operation, respectively. 

Now, it is worth mentioning that there is another way to express the bandwidth of an 

antenna as the ratio of the upper to the lower frequencies as [111]: 

 

.U
r

L

f
BW

f
  (93) 

 

The bandwidth of a narrow band antenna (e.g., a resonant antenna) is usually expressed 

as a percentage using (92) while for a broadband or ultra wideband antenna (e.g., a 

traveling wave antenna), (93) is preferred. Based on a conventional definition which is 

provided in [111], “if the impedance and the pattern of an antenna do not change 

significantly over about an octave (BWr=2) or more, the antenna is classified as 

broadband antenna”.  

 Based on the conventional definition, helix, finite bicone, discone, and sleeve 

dipole antennas can be categorized as broadband antenna [111],[52]. Moreover, in some 

literatures (e.g., [111]), another definition is used to distinguish between antennas with 

BWr higher than 10. Based on the definition provided in [111], “an antenna with a 

bandwidth of about 10:1 or more is referred as a frequency-independent antenna”. 

Infinite biconical, equiangular spiral, Archimedean spiral, conical equiangular spiral, and 

log-periodic antennas belong to this category [111]. A self-scaling behavior is the most 

distinguishing feature of these antennas [111]. In fact, the wideband behavior (either 

broadband or frequency-independent) can be achieved if the antenna (1) emphasizes on 

angles rather than lengths (e.g., helix and spiral); (2) has self-complementary structures 

(e.g., equiangular spiral); (3) has thick metal (fatter is better) (e.g., bow-tie antenna or 

biconical antenna are two ultimate fat dipoles) [111].  

Although the broadband or frequency-independent antennas can cover enough 

operating frequency bandwidth for many applications, but, they all suffer from 

size/bulkiness problem. To show this problem, three different antennas from the 

broadband category, namely; finite biconical antenna, spiral antenna, and log-periodic 

dipole array (LPDA) antenna were selected and studied. The required dimensions for 

these antennas to operate in a certain bandwidth from fL to fU (equivalently
U to 

L ) are 
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compared in Table  5.1. More specifically, the dimensions of these antennas were 

calculated and listed in the fourth row of table for fL = 50 MHz in very high frequency 

(VHF) band. As the table shows, these antennas are not size efficient and their size will 

be too big and bulky if the lower frequency extends to VHF bands. To address the size 

issue, miniaturized broadband/ultra wideband antenna topic has been studied in recent 

years. Most of these techniques try to apply miniaturization approaches on wideband 

antennas to reduce their size. In the following a review of miniaturized/compact 

broadband antenna designs will be provided. 

 

 

 

 

Table ‎5.1.  Comparing sizes of three different classical broadband antennas to cover a 

bandwidth from 
U  to 

L (moreover, size for fL=50 MHz is listed in fourth row) 
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5.3.1. Miniaturization of LPDA Antenna Using Fractal Tree.  Table 5.1 shows  

that by decreasing the frequency, LPDA antenna size grows and it becomes too big for 

low frequencies (e.g., 50 MHz). To address this problem, in [112], fractal geometry was 

applied to LPDA and the final antenna is referred as fractal tree LPDA. In this antenna, 

printed rectangular arms of LPDA were replaced with fractal tree structure in order to 

reduce overall size of the antenna (Fig. 5.24). A size reduction of bout %61 in lateral size 

of the proposed antenna is reported in [112] while keeping designed antenna radiation 

characteristics and bandwidth approximately constant. This antenna has VSWR of less 

than 2 from 0.4-2 GHz (Fig. 5.25). 

 

 

 

Figure ‎5.24. Fractal tree log-periodic dipole antenna [112]. 

 

 

       

Figure ‎5.25. VSWR of the fractal tree log periodic dipole antenna [112]. 
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One disadvantage of the antenna is its low gain particularly at lower frequencies 

which is approximately 2 dB. To increase the gain of this antenna, [113] improved 

radiating element by adding cap to the end of tree branches (Fig.  5.26). Overall size is 

same as before but gain value is improved (Fig. 5.27). 

 

 

 

Figure ‎5.26. Configuration of improved fractal tree LPDA [113]. 

 

 

 

Figure ‎5.27. The gain of improved fractal tree LPDA [113]. 
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5.3.2. Meander Wide Band Antennas. meandering technique, as mentioned in 

Section 5.2.1.4,  aims to fill space and bend long straight lines in order to occupy smaller 

lengths. Application of this idea on wideband antennas, for size reduction, has been 

promising with only a small effect on antenna parameters. In [114], a meandered arm 

method is introduced to miniaturize Archimedean spiral antennas (Fig. 5.28). The outer 

radius of the meandered Archimedean spiral antenna is 70 mm (12.8% less than the 

classic (conventional) Archimedean spiral antenna), and it operates from 0.8 GHz to 4 

GHz while the classical Archimedean spiral antenna operates only from 0.8 GHz to 2.3 

GHz (Fig. 5.29). A simple calculation shows that for fL=50 MHz, the antenna radius 

should be 112 cm. 

 

 

 

Figure ‎5.28. Optimized meander Archimedean spiral antenna [114]. 

 

 

 

Figure ‎5.29. VSWR of meander Archimedean spiral antenna and classic one [114]. 
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In [115], lowest frequency of operation of a compact dual-linear polarization 

tapered antenna was further reduced by tapering the inductive arms (i.e., replacing 

straight arms with zigzag arms). The diameter and height of the antenna are 38.1 cm and 

15.24 cm, respectively (Fig. 5.30). The reported measured reflection coefficient for the 

antenna is shown in Fig. 5.31. The antenna operates with a minimum realized gain of -15 

dBi from 100 MHz to 2000 MHz. If the operating frequency of the antenna was to start 

from 50 MHz, its dimensions could be as big as 76.2 cm (diameter) and 30.48 cm 

(height). As another disadvantage, this antenna is volumetric and bulky. 

 

 

 

Figure ‎5.30.  UWB tapered horn antenna with zigzag arms to improve performance at 

low frequencies [115]. 

 

 

Figure ‎5.31.  Measured S11 of the fabricated horn antenna with zigzag arms [115]. 
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5.3.3. Corrugation. Corrugation technique has been used to improve antenna 

characteristics such as directivity, radiation efficiency and bandwidth [116]-[117]. This 

technique is also useful for antenna size reduction applications. In [118], an 

omnidirectional UWB antenna was miniaturized by applying corrugation to its radiator 

and ground plane. First an UWB antenna was designed (Fig. 5.32) and then parts of the 

outer structure were trimmed and removed. The resulted trimmed antenna has smaller 

dimension (Fig. 5.32 (b)) in comparison with the original antenna (Fig. 5.32 (a)). This 

trimming action will cause antenna matching problems (Fig. 5. 33). To overcome this, 

[118] proposed radiator and ground plane corrugation (Fig. 5.32 (c)). Corrugation helped 

to reduce lower end frequency (Fig. 5.33). The surface area of the antenna was reduced 

from 18mm 19.5mm  (Fig. 5.32 (a)) to 10.4mm 16mm  (Fig. 5.32 (c)) which is about a 

%50 size reduction. Moreover, the miniaturized antenna size, normalized to the 

wavelength at lowest frequency (i.e., ~ 30 / 3 10 cmL   ), is 0.104 0.16L L  . 

Therefore, the size of this antenna for fL=50 MHz could be as small as 0.6m 0.96m . 

Although the introduced miniaturization techniques could help reducing the size 

of wideband antennas, the overall size becomes very large when the operating frequency 

decreases (e.g., VHF band).  

 

 

 

                 (a)                                           (b)                                       (c)  

Figure ‎5.32.  The introduced UWB antenna in [118]. (a) before minimization, (b) after 

trimming, (c) final (trimmed and corrugated). 
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Figure ‎5.33. Return loss for different configurations shown in Fig. 5.30 [118]. 

 

 

On the other hand, in many applications not all of the designed bandwidth is 

utilized, and only a pre-selected discrete set of frequencies and their associated 

bandwidths are used. These discrete frequencies may be distributed over a wide range. 

Therefore, an alternative to wideband antennas is one that is designed to operate over 

these distinct frequencies rather than the entire bandwidth. Consequently, reconfigurable 

antenna and multiband antenna concepts were introduced to address this issue. However, 

the noise and interference issues become critical for multiband antennas when the number 

of desired bands and the overall covered frequency range increases. However, 

reconfigurable antennas are capable of operating at one frequency band at a time and 

hence alleviating this problem. To demonstrate the advantages of reconfigurable antennas 

over multiband antennas, an example is provided in [25]. In this example, a global 

positioning system (GPS) receiver was subjected to a jamming signal. Then, two setups 

were considered. In the first step, the receiver was connected to a multiband antenna 

which simultaneously covers GPS and 2.4 GHz WLAN band. However, in the second 

setup, the receiver was connected to a frequency reconfigurable antenna which supports 

either the GPS or the WLAN services at any given time based on the reconfiguration. The 

antennas had identical gain and their received signals were guided through same GPS 

front-end (e.g., same stringent filtering). So, the resulting carrier-to-noise ratios (C/Ns) of 
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the received GPS in both setups were expected to be the same. Later, a signal generator 

connected to a horn antenna operating at 2.4 GHz with the power of 20 dBm was used to 

emulate the WLAN radio. The performance of the second setup with the reconfigurable 

antenna in terms of C/Ns did not show any pronounced degradation while a drop of over 

8 dB C/N was measured for the multiband antenna (Fig. 5.34) [25].  This example clearly 

demonstrates the poor out-of-band rejection characteristics of the multiband antenna in 

comparison with the reconfigurable antenna.  

This work is focused on reconfigurable antennas and in the following, a brief 

review of currently-available reconfigurable antennas will be provided and limitations 

and capabilities of each one will be discussed. 

 

 

 

Figure ‎5.34. Carrier-to-noise ratios for a GPS module connected to multiband and 

reconfigurable antennas with a 2.4 GHz jamming signal injected for a limited time [25]. 

 

 

 

5.4. RECONFIGURABLE ANTENNAS 

Term “to reconfigure” means to rearrange/reorganize important properties of 

something in order to achieve a desired goal [119]. For instance and as it relates to patch 

antenna design, patch shape, substrate parameters (e.g., material and thickness), type and 
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location of the feed are essential to configure a microstrip antenna in order to satisfy a 

desired characteristic.  Then, if the desired characteristic of the antenna change, the 

antenna should be reconfigured to satisfy new specifications [119]. From a practical 

point-of-view, a reconfigurable patch antenna has the ability to change its electrical 

characteristics by altering the current density on the patch. Changing the current density 

can be accomplished using mechanically movable components, electronic switches (e.g. 

PIN diode, MEMS, FET), phase shifters, attenuators, tunable materials, or active 

materials [119]. A reconfigurable antenna can be a single antenna or it can be made of an 

array of antennas. Reconfigurable antennas may be classified based on functionality as: 

frequency reconfigurable (where operating frequency changes), radiation pattern 

reconfigurable (where the direction of maximum radiation changes), polarization 

reconfigurable (where polarization changes), or a combination of these classes.  

In the following, a brief review of currently-available reconfigurable antennas 

will be provided. These antennas are distinguished based on the applied technology to 

change the configuration of the antenna. 

5.4.1. Reconfigurable Antenna Based on Different Switch Technologies. By 

changing the current (either magnetic or electric) distribution on antenna structure, its 

electrical and radiation characteristics can be changed. When this is done intelligently, 

then one obtains a desired radiation characteristic. To change the current distribution, 

switches may be used. 

An ideal switch acts as an open circuit when there is no actuation (e.g., voltage) 

applied and a short circuit when an actuation (e.g., voltage) is applied. However, 

practically, switches usually show a resistive behavior when they are ON and some 

capacitive behavior when they are OFF. Some important characteristics of a switch which 

can affect its performance may be listed as [119]:  

1) Characteristic impedance: shows how well the switch is matched to a line,  

2) Bandwidth: some switches are low pass and some others are band pass filters, 

3) Insertion loss and isolation: is defined as the ratio between the output and input 

powers when the switch is ON and OFF, 

4) Switching speed: indicates how quickly a switch can change its state from ON 

to OFF after the control pulse reaches 50% of its level,  
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5) Expected life time: is the measure of the number of switch activations until   

switch fails, 

6) Power handling: indicates how much passing signal power can be handled by 

the switch.  

Different switch technologies have been developed in past decades such as: 

electromagnetic switches (e.g., reed switch), semiconductor switches (e.g., optical, FET 

and PIN diode), and Microelectromechanical system (MEMS) switches, to name a few. 

Among these switch design technologies, PIN diode, FET family, and MEMS have 

attracted the highest attention for being used for reconfigurable antenna applications. In 

Table  5.2, a comparison between PIN diode, FET, and MEMS switches are provided. As 

the table shows, MEMS switches, as an advantage over PIN diode and FET switches, 

have the highest isolation and lowest insertion loss. However, MEMS requires a high 

actuation voltage and its switching time is long. On the other hand, PIN diode and FET 

switches are relatively easier to be implemented on a PCB board.  

Next, the application of these switches (i.e., MEMS, FET, PIN diode, and reed) 

for reconfigurable antennas design is shown in term of a few examples.  

In [122], a reconfigurable ground-slotted patch antenna is introduced which uses 

PIN diode-loaded slots on the ground plane in order to achieve dual-frequency operation 

(Fig. 5.35). When the PIN diodes are OFF, the presence of slots in the ground plane 

increases the electrical length of the antenna (because the return current should turn 

around the slots). Therefore, the antenna operates at the lower desired band (i.e., 1.75-

1.87 GHz). However, by turning ON the PIN diodes, the slots are shorted and removed 

from the return current path (current can use the PIN diode pass as a shortcut instead of 

truing around the slots). Therefore, the electrical length of the ground plane decreases and 

the antenna operates at higher frequency band (i.e., 2.3-2.4 GHz).  
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Table ‎5.2.  A comparison of PIN diode, FET, and MEMS switches [119]-[121] 

 

Parameter PIN diode FET RF MEMS 

Voltage (V) 3 5   3-5 20-80 

Current (mA) 3-20 0 0 

Consumption (mW) 5-100 0.05-0.1 0.05-0.1 

Isolation (1-10 GHz) High Medium Very High 

Isolation (10-40 GHz) Medium Low Very High 

Isolation (40-60 GHz) Medium N/A High 

Insertion Loss (1-100 GHz) dB 0.3-1.2 0.4-2.5 0.05-0.2 

Lower frequency limit DC DC DC 

Typical ON resistance 1.7 ohm 1.5 m-ohm 1.5 m-ohm 

Typical OFF capacitance 0.05 pF 0.4 pF/mm 2-4 fF 

Switching time 1-100 ns 1-100 ns 1 300 s  

 

 

 

 

Figure ‎5.35. Reconfigurable ground-slotted patch antenna loaded with PIN diode 

switches [122]. 
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In [123], instead of carving the slots on the ground plane, the radiating patch itself 

is loaded with slots while slots are controlled by PIN diode to switch between right-hand 

circular polarization (RHCP) and left-hand circular polarization (LHCP) (Fig. 5.36). 

 

 

 

Figure ‎5.36. Polarization reconfigurable PIN diode-loaded slotted-patch antenna 

[119],[123]. 

 

 

Since the late 1990s, MEMS technology has been used to add reconfigurablility to 

antennas [119], [124]. In [125], two UWB coplanar waveguide-fed elliptical patch 

monopoles with a reconfigurable band notch in the WLAN frequency range (5.15-5.825 

GHz) are introduced. In the first antenna, a U-shaped slot was embedded on the elliptical 

patch and it was loaded with MEMS (Fig. 5.37). The U-shaped slot is approximately 

/ 2 (where 5.17cm  ) long and it resonates at 5.8 GHz if the MEMS is open. When 

the slot resonates, the currents in the inner and outer side of the slot flow in opposite 

directions and cancel out each other. This contributes to a notch in the operating 

frequency of the UWB elliptical patch antenna. However, if the MEMS switch is closed, 

the length of the slot is cut in half. Therefore, the slot no longer resonates at 5.8 GHz and 

its existence does not affect the performance of the antenna.  
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In the second case, two symmetrically placed inverted-L shaped open stubs were 

connected to the elliptical patch using MEMS switches (Fig. 5.37 (b)). By closing the 

MEMS switches, a current will flow on the inverted-L shaped stubs at the resonant 

frequency (when the stub length is / 4 ). This current will cancel out the current flowing 

on the nearby edge of the elliptical patch and so, the radiated fields cancel each other and 

a notch will be introduced in the frequency response. However, when the MEMS 

switches are open, the antenna operates over the whole UWB range (i.e., 3.1-10.6 GHz). 

 

 

 

(a)                                       (b) 

Figure ‎5.37. Reconfigurable UWB antenna using MEMS [119],[125]. 

 

 

In [126], reed switch is used to add reconfigurablity to patch antenna. The reed 

switch was invented in Bell Telephone Laboratories in 1936 and it can be controlled by a 

magnetic field generated by a coil (Fig. 5.38) [126]. Since the reed switch does not 

require placing DC bias and control lines in the immediate vicinity of the radiating 

element, its impact on the antenna characteristics (e.g., radiation pattern) may be small.  
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Figure ‎5.38. Open/closure domains for Reed switch in the switch plane [126]. 

 

 

The prototype hexagonal patch antenna with reed switch is shown in Fig. 5.39. 

The antenna operates at ~2.4 GHz when the switch is OFF and at ~1.9 GHz when the 

switch turns ON and adds an extra metallic section to the hexagonal patch.  

 

 

              

(a)                                                                (b) 

Figure ‎5.39. Prototype reconfigurable hexagonal patch antenna with reed switch. (a) top 

view, (b) bottom view [126]. 

 

 

5.4.2. Reconfigurable Antenna Design Using Varactor Diode. A varactor diode  

acts like a capacitor when it is inverse biased. The amount of the capacitance is inversely 

proportional to the square root of the applied voltage [119]. A variable capacitor can be 

useful for loading an antenna and changing its resonant frequency. Thereby, varactors 

have found a vast application for tuning the antenna frequency response. In [27], a slot 

antenna is loaded with a varactor at a certain location along the slot to achieve dual-band 

frequency response (Fig. 5.40).  For a fixed location of the varactor, increasing the 
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applied voltage on the varactor and so decreasing the capacitor results in increasing the 

first and second resonance frequencies of the slot antenna. However, since the first and 

second resonance frequencies change unequally, a dual-band antenna with 1.2-1.65 

frequency ratio tuning range (i.e., center frequency of higher band/center frequency of 

lower band) could be obtained.  The capacitance range of the varactor was 0.5-2.2 pF. 

 

 

 

Figure ‎5.40. Reconfigurable dual-band slot antenna using varactor loading [27]. 

 

 

In [127], a varactor diode tuned elliptical slot antenna at K-band (18-26.5 GHz) is 

introduced (Fig. 5.41). Commercially available GaAs constant gamma flip-chip varactor 

diode MA46H120 was used to tune an optimally designed elliptical slot antenna. In order 

to test the antenna, it was installed on a rectangular waveguide and the reflection 

coefficient of the antenna was measured. This antenna was then successfully used to 

produce single-frequency and wideband multi-frequency synthetic aperture radar-based 

images of sample under test. 
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(a)                                                   (b) 

Figure ‎5.41. The varactor diode-loaded resonant elliptical slot antenna. (a) closed-up 

view, (b) testing setup using rectangular waveguide [127]. 

 

 

5.4.3. Reconfigurable Antenna Using Tunable Materials. New technologies 

have introduced new materials with tunable electrical, magnetic, and mechanical 

properties. The application of these tunable materials into antenna realm may help to add 

reconfigurablity to the antenna characteristics [119].  

As an example, conductivity of a semiconductor material (e.g., silicon) can be 

altered by changing temperature, DC bias, or light [119]. The tunable conductivity of the 

semiconductor can be benefited for reconfigurable antenna design.  In [128]-[129], a 

patch antenna is modified by adding a thin strip of silicon and a thin metal extension on 

the right edge (Fig. 5.42). An infrared source is embedded below the silicon strip and 

based on the provided infrared radiation, the conductivity of the silicon changes (Fig. 

5.42 (b)). The patch resonates at 2 GHz when the illumination is off. By increasing the 

illumination, the conductivity of silicon increases to 1000 S/m which causes the patch to 

resonate at 1.78 GHz.  

In [130], tunable permeability ferrite is used to achieve a tunable coaxial-fed 

microstrip antenna. The microstrip antenna is built on ferrite substrate (i.e., Trans-Tech 

G-113 YIG) with operating frequency of 4.6 GHz. Then, a DC magnetic bias field is 

applied to the ferrite substrate to change its permeability and achieve bandwidth tuning of 

40%. 
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(a)                                                      (b) 

Figure ‎5.42. Reconfigurable patch antenna using tunable conductivity silicon [128]-[129]. 

 

 

5.5. CONCLUSION 

In this section, an overview on currently available miniaturized antenna design 

methods was provided. The miniaturization techniques can be classified as topology-

based and material-based miniaturization methods.  For the first class (i.e., topology-

based methods), fractal, reactively loaded, engineered ground plane, and meander 

antennas were discussed. In the second class, planar antennas with high dielectric 

constant substrates and antennas using metamaterial were discussed. Table  5.3 

summarizes these techniques and compare them based on size, frequency response and 

gain. For size comparison, for each method, the smallest reported dimensions were 

normalized to the longest operating wavelength in free-space (i.e., 0 ). 

As one disadvantage, the bandwidth of most of these miniaturized antennas is 

narrow. To address narrow bandwidth problem, later, miniaturization techniques for 

wideband antennas were discussed. A few miniaturized wideband antennas such as: 

LPDA with fractal tree, meandered Archimeadan antenna, tapered horn with zigzag arms, 

and corrugated antennas were discussed.  
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Table ‎5.3.  Comparison of miniaturized antenna design techniques 

 

Technique Typical Size Frequency Response Typical Gain 

Fractal 
0(0.23 0.23)  Multi/wide-band Reasonable  

Reactive loaded 
0(0.013 0.018)  Very Narrow-band Low 

Engineered ground-plane 
0~ (0.3 0.3)  Multi-band Reasonable  

Meandering 
0(0.035 0.086)  Narrow-band Reasonable  

High dielectric constant 

substrate 
0(0.016 0.016)  Narrow-band Very low 

Metamaterial 
0(0.26 0.26)  Narrow-band Reasonable  

 

 

 

 

It was shown that the size of the miniaturized wideband antennas still can be so 

big for the antenna to operate at low frequency bands (e.g.,VHF). On the other hand, 

larger the bandwidth is, more significant the noise, and interference issues can be. 

Moreover, in many applications, a wide continuous frequency range is not required and, 

instead, distributed discreet bands over the wide range may be sufficient. Therefore, 

multiband or reconfigurable antennas may show a better performance in comparison with 

wideband antennas. However, it was shown that the reconfigurable antenna has superior 

performance over multiband antenna in term of immunity to noise and interference.  

Then, it was shown that a reconfigurable antenna may be achieved using switch (e.g., 

PIN diode or MEMS), varactor, or tunable materials. Then, a few examples were 

provided for each of these techniques. Despite this fact that there are many recently 

published literatures discussing reconfigurable antennas, but, most of them only introduce 

a specific prototype antenna which is designed for a specific application. Actually, there 

is a lack of methodical design procedure for reconfigurable antennas. This was the 

motivation to seek a methodical design procedure to design reconfigurable antennas 

which will be introduced in next section. 
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6. DESIGN AND IMPLEMENTATION OF RECONFIGURABLE ANTENNAS 

6.1. INTRODUCTION 

Based on the provided discussion in Section 5, reconfigurable antennas have 

shown great potential for use in many applications including microwave imaging and 

multiradio/multifunction communication devices. There are different ways to incorporate 

reconfigurablility into an antenna. Among these, using switches to add reconfigurablility 

to the antenna has been collected the highest interest. Despite of this fact, there is not a 

methodical and organized method for designing reconfigurable antennas using switch 

technology and most of the reported works have been devoted to specific prototype 

antennas.  

Therefore, in this section, a methodical approach to designing a reconfigurable 

antenna for operating at several pre-selected frequency bands will be introduced. Then, 

the design of such a prototype compact reconfigurable antenna will be presented. In the 

initial design only three frequency bands will be considered. Later, using miniaturization 

techniques another operating band is added at a lower frequency (at ~100 MHz). As an 

important aspect of this design, the goal is to reduce the operating frequency associated 

with the lowest operating band. Consequently by implementing several ideas it will be 

shown how this frequency can be moved to below 100 MHz (to ~60 MHz). Full-wave 

simulations, implementation of the antenna and the measurement results will be provided 

for each design in this comprehensive process.  

 

 

6.2. APPROACH AND METHODOLOGY FOR DESIGNING 

RECONFIGURABLE ANTENNAS 

In general, defining goals, requirements, and constraints is considered as first step 

in antenna design and implementation procedure. These goals, requirements, and 

constraints may include desired antenna characteristics, physical sizes, mechanical and 

manufacturing constraints, etc. In second step, an initial appropriate antenna type should 

be selected [52], [111], [131]. For regular static (i.e., non-reconfigurable) antennas with 

fixed electrical and geometrical characteristics, the design procedure is usually 

straightforward. In this case, the antenna type may be selected based on the requirements. 
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For instance, a microstrip antenna is a good choice if the requirements dictate that the 

antennas should be narrowband, have linear polarization, be compact and conform to a 

planar structure. However, by changing one of the requirements (e.g., bandwidth), the 

microstrip structure may no longer be the optimum choice. After selecting the antenna 

type, analytical or numerical design equations (e.g., [52], [111],) or full-wave numerical 

electromagnetic solvers such as CST Microwave Studio or HFSS [132] may be used to 

simulate the antenna characteristics. This is then followed by implementing the antenna 

and comparing its critical characteristics with those obtained by the simulations and 

ultimately with the design requirements. This design methodology for regular antennas is 

summarized in a flowchart and it is shown in Fig. 6.1.   

Since the optimization is a necessary step for both regular and reconfigurable 

antennas, the optimization procedure is also presented in a flow-chart in Fig. 6.2. This 

optimization procedure is based on using a combination of full-wave software and an 

optimizer. The optimizer can be selected from deterministic class (e.g., conjugate 

gradient method) or from stochastic class (e.g., Particle Swarm Optimization (PSO), 

Genetic Algorithm (GA), Ant Colony Optimization (ACO)). The procedure defines the 

antenna parameters (e.g., dimensions or substrate material) as unknowns. It assumes an 

initial value for unknowns and then starts simulating antenna with initial guesses in the 

full-wave software. After the simulation is completed, the optimizer gives pertinent 

simulation results (e.g., S11). Later, a cost or error function is formed based on the 

difference between the pre-defined goals and the simulation results. If the difference is 

larger than a pre-set criteria (threshold), then the optimizer uses its own algorithm to 

update the unknowns. Any optimizer has its own unique way of updating the parameters 

and thus each optimizer has its advantages and disadvantages. To benefit from 

advantages of more than one technique, a combination of these optimization techniques 

may also be used [133]. After updating the unknown parameters, the entire procedure is 

repeated until the cost (or error) function becomes less than the pre-set criteria.  It should 

be noted that there are different ways to define cost function and the definition can affect 

the optimization speed and convergence [134]-[135]. Here, the utilized cost function is 

simply defined as the magnitude of the difference between the goal and the simulation 
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results.  A flow-chart representation of the optimization procedure is presented in Fig. 

6.2. 

 

 

Figure ‎6.1. Flow-chart for designing a regular antenna. 
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Figure ‎6.2. Flow-chart for optimization procedure which may be used in antenna design. 

 

 

Designing a reconfigurable antenna whose characteristics may change is not as 

straightforward as a static antenna design procedure. To address this issue, a design 

methodology for frequency reconfigurable antennas is proposed in the following.  
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designated to as Band 1 and the band with the highest center frequency is designated as 

Band NB. Subsequently, the procedure begins by designing an antenna which covers the 

Band NB. Similar to regular antenna design procedure, an appropriate antenna type 

should be selected and the design procedure should be followed to achieve an antenna 

that covers the highest band. Meanwhile, the antenna type should be selected in a way to 

provide sufficient flexibility for, as will be seen, required additional modifications. This 

is a critical issue for reconfigurable antenna design, making it distinguishable from 

regular antenna design. Antennas such as microstrip and coplanar waveguide provide a 

good flexibility for the designer to manipulate the ground plane or the signal path in order 

to change antenna characteristics. On the other hand, antennas like helix provide less 

flexibility. For future references, the designed antenna to cover Band NB is called 

Antenna NB. As the third step, Antenna NB should be modified in an appropriate way to 

cover Band NB-1. For a CPW-based antenna, this can be performed by adding slots to the 

ground plane. The slots can alter the current flow path and subsequently the desired 

characteristics of the antenna. By optimizing the location and dimension of such slots, the 

antenna “may” cover Band NB-1. This antenna is called Antenna NB-1. Then, the same 

procedure is used to design Antenna NB-2, NB-3,…,1 to cover Band NB-2, NB-3,…,1, 

respectively. As an important design point, it should be possible to switch between 

characteristics of Antenna n1 and characteristics of Antenna n2 (where 

 1 2n and n 1,2,..., BN ) by a few short or open circuits. These shorts and opens can be 

electronically/mechanically realized using switches. The entire design procedure is 

summarized in the flow-chart shown in Fig. 6.3. 

Addition of switches to change antenna characteristics makes it a reconfigurable 

antenna. Therefore, one reconfigurable antenna provides NB different configurations and 

at each of these configurations (e.g., Configuration n1), it mimics the behavior of 

corresponding antenna (e.g., Antenna n1). However, since the Antenna n1 and 

Configuration n1 are not exactly the same, there is a possibility of a slight difference 

between their characteristics. 
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Figure ‎6.3. Flow-chart for designing a reconfigurable antenna using switching 

methodology. 
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To address this problem, the achieved reconfigurable antenna may be optimized 

by using optimization procedure. Since the individual Antennas 1 to NB were optimized 

to achieve the goals, the characteristics of the reconfigurable antenna should not be far 

from the goals. Therefore, the optimization procedure should not take long time.   

 In the following, to verify the ability of the proposed reconfigurable antenna 

design method, a prototype reconfigurable multiband antenna is designed. Three different 

designed versions of the antenna will be discussed. 

 

 

6.3. DESIGN AND IMPLEMENTATION OF A PROTOTYPE 

RECONFIGURABLE ANTENNA 

There are applications such as wireless sensor networking which require a 

compact and planar antenna to cover selected frequency bands in VHF, UHF, and L 

bands with a reasonable gain and a near-omnidirectional pattern. Since the required 

bandwidth of operation is wide, the size is limited, and the noise and interference also 

should be minimized, reconfigurable antenna as a good candidate may be used. For the 

design, the proposed procedure in Section 6.2.1 is used.  The requirements (e.g., 

frequency bands) will be defined and the entire design, implementation, and 

measurement procedures will be explained.  

6.3.1. Design 1: Reconfigurable  Antenna Covering Three Bands at UHF / L . 

As first design example, it is desired to have an antenna which can work at three bands at 

UHF/L frequency regions which include commercially licensed/united state public safety 

(PS) bands [136]. The first band is from ~(300-320) MHz, second band is from ~(390-

490) MHz, and third band is from ~(800-1200) MHz. It is desired for the antenna to have 

a reasonable gain at these bands (e.g., -5 to 0 dBi in lowest band and 3 to 5 dBi in highest 

band). Moreover, maximum dimension of the antenna is limited to 20cm 20cm 5cm  .  

 Before using the proposed reconfigurable antenna design method, many different 

antennas were considered and investigated. In the first attempt, a conventional bow-tie 

antenna [111] (Fig. 6.4) was manipulated in different ways to improve its bandwidth of 

operation (Fig. 6.4 (b)-(d)) and then it was decided to use switch addition idea to add 

reconfigurablity to the best case (Fig. 6.4 (e)). It was determined that the designed 



 

 

132 

reconfigurable antenna could operate in the three different frequency bands but the 

bandwidth characteristics were not satisfactory (i.e., the bandwidth is less than desired). 

The other problem encountered was that the antenna size was in range of 0.5 (where  

is wavelength at the lowest operating frequency). This antenna dimension (which is ~

50cm ~ 50cm at 300 MHz) is violating the maximum dimension constraint. 

 

 

      

Figure ‎6.4. Investigated bow-tie antenna and several of its investigated modified versions   

(red arrow shows excitation source and blue arrow shows PIN diode). 

 

 

To remedy the size problem, the bow-tie antenna was modified by dividing it into 

small sections and an optimization procedure was performed to find the length and width 

of each section to achieve miniaturization (Fig. 6.5). The overall size was subsequently 

reduced to 0.2 (where  is wavelength at the lowest operating frequency). But, the 

problem with lack of sufficient bandwidth persisted.  

(a) (b) 

(c) (d) 

(e) 
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Figure ‎6.5. Different versions of nonuniform bow-tie antenna (red arrow shows excitation 

source). 

 

 

To address the bandwidth issue, a coplanar waveguide structure, which is known 

to improve bandwidth characteristics in comparison with the microstrip type structures, 

was selected. Initially a circular slot loop CPW (Fig. 6.6) was investigated. Many 

simulations with different ideas were tried to find an appropriate antenna which can 

satisfy the design specifications. The major problem with this antenna was found to be its 
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low gain and limited bandwidth. Moreover, the antenna could not support the highest 

desired band (i.e., 800-1200 MHz). 

 

 

Figure ‎6.6. Some of the modified versions of ring slot antenna with slot line loading. 
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As another improvement, the circular slot was replaced with square slot and a 

tuning stub was added and its shape was optimized to cover the third band while trying to 

keep the antenna size reasonably small (Fig. 6.7). The results of this investigation showed 

that, a square slot with an elliptical tuning stub offered the best performance in term of 

bandwidth. This can be explained by noticing this fact that the elliptical tuning stub, 

creates a tapered slot transmission line. The gradual change in the characteristic 

impedance of the line can provide improved operating bandwidth in comparison with 

uniform transmission lines [137].  

Therefore, at this point, a specific antenna with potential to cover the band with 

the highest frequency with large bandwidth was obtained. The procedure to incorporate 

reconfigurablility to the antenna, to extend its operating frequency range, is explained 

next. 

 

 

 

Figure ‎6.7. Investigated CPW-fed square slot antenna with different tuning stubs. 
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6.3.1.1  Adding  reconfigurability   to   the antenna.  For the current design,  there  

are only three desired frequency bands (i.e., NB=3). Then, based on the design procedure 

which was explained in Fig. 6.3, three different antennas should be designed 

(corresponding with each band). Later, these antennas will be implemented as one 

reconfigurable antenna. These steps are explained in details in the following. 

Step1: In this step, the selected geometry of the CPW-fed slot antenna with an 

elliptical tuning stub is optimized using the optimization algorithm shown in Fig. 6.2. The 

reported work in [138] was used to find the initial values for the various antenna 

dimensions. Subsequently, using the Particle Swarm Optimization algorithm available in 

CST Microwave Studio, the antenna dimensions were tuned to improve/optimize its 

characteristics (i.e., reflection coefficient and gain pattern). The resulting optimum 

dimensions of the antenna (referred to as Antenna 3 to be consistent with Band 3), are 

listed in Table  6.1. The geometry of the antenna is shown in Fig. 6.8. Moreover, in Fig. 

6.8 (b), the current distribution over the antenna at 900 MHz is shown which indicates 

that the current is mostly concentrated at the corners of the square slot. This observation 

will be used in Step 2 of the design procedure where Antenna 3 has to be manipulated to 

cover Band 2.  

The calculated reflection coefficient for Antenna 3 using CST Microwave Studio 

is shown in Fig. 6.9. As the results indicate, the antenna operates from 840 MHz to above 

1200 MHz which more than sufficiently covers Band 3.  

 

 

 

 

Table ‎6.1.  Optimally-calculated dimensions of Antenna 3 

 

Parameter W Ws a b I U1 V1 U2 V2 V3 U3 

   (cm) 20 9.592 4.097 2.452 0.122 3.525 3.525 2.19 1.48 2.1 4.1 
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            (a)                                                 (b)                                              (c) 

Figure ‎6.8. Optimally designed Antenna 3. (a) top view, (b) vector current distribution at 

900 MHz, (c) magnitude of current distribution at 900 MHz. 

 

 

 

Figure ‎6.9. Simulated S11 for Antenna 3 using CST Microwave Studio. 
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Step 2: In this step, to cover Band 2, Antenna 3 should be manipulated or 

modified. The main idea is to keep the dimensions of Antenna 3 unchanged while trying 

to add (or remove) some portions of the antenna in order to reduce its frequency 

response. The addition/removal procedure should be in a way that later, it can be 

performed using electronic switches (e.g., PIN diodes). Moreover, it is well-known that 

current (both electric and magnetic) density distribution dictates the frequency response 

of the antenna (i.e. input impedance matching).  Therefore, if one can change the current 

distribution of the antenna strategically and control it electronically, it is possible to 

electronically change its frequency response. The current distribution of Antenna 3 (Fig. 

6.8 (b)-(c)) shows that the current is mostly concentrated at the corners. Then, one 

appropriate way to effectively manipulate the current distribution is by adding some extra 

shorted slots to the corner(s) of the square slot.  As long as the length of slots are smaller 

than quarter of the operating wavelength, they behave as inductive loads. To use the 

antenna space efficiently, slots have to fit in the ground plane area. Some of the 

attempted configurations/cases are shown in Fig. 6.10. After a comprehensive 

investigation, it was concluded that one big square slot per each corner can make the 

antenna operate in the second desired frequency band (Fig. 6.11). The square slot was 

added to slot loop and the antenna is called Antenna 2 for future references. The added 

slot dimensions were optimized as before. The current distribution for the Antenna 2 (to 

be consistent with Band 2) is shown in Fig. 6.11 (b).  

All of the added slots are similar and the calculated dimensions of them (U1,V1) 

are listed in Table  6.1. The simulated reflection coefficient for the Antenna 2 is shown in 

Fig. 6.12. As the results indicate, the antenna operates from 400 to 554 MHz which 

covers the desired Band 2. 

Step 3: In this step, to cover Band 1, Antenna 1 should be manipulated or 

modified. Same idea as it was explained in Step 2 was used to manipulate Antenna 2 

strategically to achieve good matching in the first frequency band (Band 1). Again, the 

current distribution which was shown in Fig. 6.11 (b) was considered and it was 

concluded that the corner of the newly added slots have the highest current density. 

Therefore, some extra slots were added to these corners and the antenna is called Antenna 

1 (to be consistent with Band 1). 
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Figure ‎6.10. Some of the investigated ideas on Antenna 3 to reduce its resonant 

frequency. 

 

 

 

        (a)                                          (b)                                          (c) 

Figure ‎6.11. Optimally-designed Antenna 2. (a) top view, (b) vector current distribution 

at 460 MHz, (c) magnitude of current distribution at 460 MHz. 
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Figure ‎6.12. Simulated S11 of Antenna 2 using CST Microwave Studio. 

 

 

After trying different cases, it was concluded that the two extra slots per each 

corner is required to cover Band 1. Then, the dimensions of these slots were optimally 

calculated using the explained optimization procedure. The final design is shown in Fig. 

6.13 where the current distribution is shown in Fig. 6.13 (b)-(c).   

Two type of slots (i.e., (U2,V2) and (U3,V3) ) were used in the corners with their 

dimensions listed  in Table  6.1. The simulated reflection coefficient for Antenna 1 is 

shown in Fig. 6.14. As the results indicate, the antenna operates from 295 to 320 MHz 

which covers the desired Band 1. 

 

       

             (a)                                         (b)                                       (c) 

Figure ‎6.13. Optimally designed Antenna 1. (a) top view, (b) vector current distribution 

at 315 MHz, (c) magnitude of current distribution at 315 MHz. 
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Figure ‎6.14. Simulated S11 of Antenna 1 using CST Microwave Studio. 

 

 

As the design flowchart shows, to add reconfigurablility to Antenna 1, PIN diodes 

may be utilized to incorporate the added slots. As shown in Fig. 6.15, three PIN diodes 

are necessary at each corner which can be electronically switched (i.e., turned ON and 

OFF). The selected PIN diode is Microsemi GC270 which behaves like a 1.5  

resistance when it is ON and a 0.2 pF capacitance when it is OFF. To model the PIN 

diode in CST Microwave Studio, an equivalent circuit may be used. As an equivalent 

model, the forward-biased (or turned ON) PIN diode can be replaced with a series 

combination of a resistor (i.e., rD) and an inductor (i.e., LD) (Fig. 6.16). However, since 

the data sheet for PIN diode usually provides the series resistor and the operating 

frequency is not very high, LD is assumed to be zero.  On the other hand, a reversed-

biased (or turned OFF) PIN diode can be replaced with a series combination of a resistor, 

an inductor and a capacitor (Fig. 6.16).  Again, in the frequency range that the PIN diode 

is going to be used (i.e., lower than 1.5 GHz), the capacitor (i.e., CR) can be seen as the 

dominant element and the other elements may be ignored. 
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Three different configurations can be produced by turning the PIN diodes ON and 

OFF namely: when all the PIN diodes are OFF (Configuration 1), PIN diodes D1 are OFF 

and others are ON (Configuration 2) and all PIN diodes are ON (Configuration 3). These 

configurations are listed in Table  6.2.  

Based on the simulation results, it was observed that the lower band resonant 

frequency slightly shifted after adding the PIN diodes, as one would expect since the 

lumped elements associated with the diodes change the overall impedance of the 

antennas. The optimization process was used to slightly modify the dimensions of the 

added slots in order to improve the return loss characteristics. The final optimally 

calculated dimensions are listed in Table  6.3.  

 

 

Figure ‎6.15. The final antenna design with PIN diode-loaded slots. 

 

 

 

Figure ‎6.16. PIN diode with its forwarded-biased and reversed-biased equivalent circuit 

models. 
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Table ‎6.2.  Generating three different configurations by turning PIN diodes ON and OFF 

 

Configuration 1 2 3 

Diode D1 D2 D3 D1 D2 D3 D1 D2 D3 

State OFF OFF OFF OFF ON ON ON ON ON 

 

 

 

Table ‎6.3.  Optimally calculated dimensions of reconfigurable antenna (Design 1) 

 

Paramet. W Ws a b I U1 V1 U2 V2 V3 U3 

   (cm) 20 9.592 4.097 2.452 0.122 3.525 3.525 3.25 2.02 1.5 3.22 

 

 

 

 

The final reconfigurable antenna was subsequently simulated using CST 

Microwave Studio. The results in Fig. 6.17 show that the proposed reconfigurable 

antenna can effectively cover all the three desired bands. The simulation frequency was 

intentionally extended to 2 GHz to show the capability of this antenna to cover 

frequencies beyond the desired bands. As the results indicate, all of the three 

configurations have a good matching characteristics at frequencies higher than 1.2 GHz.  

The antenna shows maximum gain of G = -2.5, 0, and 3.35 dB at f = 315, 460, 

and 900 MHz, respectively. Moreover, the simulated antenna gain patterns at these 

frequencies are plotted in Fig. 6.18. For the first and the second bands, the XY-plane (

090  ) pattern is almost omnidirectional while at the third band it is somewhat 

directive. The XZ-plane ( 00  ) pattern does not change much for different bands.  

At this stage, the design phase is completed and then, the antenna was built and 

tested. Fabrication, test, and measurement results will be discussed next. 
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Figure ‎6.17. Simulated S11 of the proposed frequency reconfigurable antenna (with PIN 

diodes incorporated into the design) operating at three bands (Design 1). 

 

 

 

Figure ‎6.18. Gain pattern of the proposed reconfigurable antenna. (a) XY-plane, (b) XZ-

plane. 
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6.3.1.2 Fabrication, test, and measurement. The proposed antenna was built 

on FR4 substrate which has a thickness of 62 mil (Fig. 6.19).  

 

                                 

Figure ‎6.19. The built designed antenna (Design 1) on 62 mil FR4 substrate (bare board). 

 

 

To install the PIN diodes, a suitable biasing network is required and the PIN diode 

leads and the ground plane must be DC decoupled (or isolated) but AC coupled (or 

connected). To address this issue, two small pieces of very thin PCB were soldered onto 

the ground plane at places were the PIN diode sits on the antenna board. Then, the PIN 

diode was soldered between these two pads.  To create a low-impedance path between 

the PIN diode leads and the ground plane, bypass capacitors were installed between each 

lead of the PIN diode and the ground plane. The capacitance should be selected in a way 

that its impedance at the lowest operating frequency is very low (e.g., 0.1 ) to connect 

both leads of the PIN diode to the ground plane. In Fig. 6.20, the proposed idea for a 

general slot between two ground traces is shown. Later, this idea was implemented on the 

manufactured antenna (Fig. 6.21). Then, a test setup was built to measure the reflection 

coefficient of this antenna (Fig. 6.22). To feed the PIN diodes, output DC voltage from 

National Instruments multifunction DAQ (NI USB-6009 [139]) was used (Fig. 6.22). 

This DAQ is connected to computer and all three configurations were tested by using a 
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simple computer program developed by National Instruments namely Measurement and 

Automation [140]. 

 

 

                          

Figure ‎6.20. DC biasing network for the PIN diode installation over a slot trace. 

 

 

 

Figure ‎6.21. Built designed antenna (Design 1) on 62 mil FR4 substrate with the PIN 

diodes and DC biasing lines. 
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Figure ‎6.22. Implemented antenna (Design 1) installed on the measurement setup. 

 

 

The measured S11 for different configurations are shown in Fig. 6.23. The 

measurement results are in a good agreement with the simulation results (Fig. 6.17). The 

implemented and tested antenna covers all the three bands but there is a slight shift in the 

frequency response compared to the simulation results, as shown in Table  6.4. To show 

this difference, a new term as error between measured and simulated results at lower and 

upper end of the band ( MvS ) is defined as: 
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if  shows lower and upper frequencies of the simulated (Si) 

and measured (Me) bands. The calculated MvS  is also listed in the fourth column of 

Table  6.4 which shows that the error between the measured and simulated results is less 
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than 6 percent for Band 1 and 2. This error for Band 3 which covers higher frequencies is 

higher at the lower edge of the band (i.e., ~ 10 percent). At the upper edge of the band, 

the error significantly increases.  Manufacturing inaccuracies and substrate material 

tolerances might have caused the measured frequency response to shift slightly within 

Band 1, 2, and 3. However, for Band 3, and for the frequencies up to desired frequency of 

1200 MHz, both the simulated and the measured S11 results are less than -10 dB. By 

increasing the frequency above 1200 MHz (where it was not included in the design 

procedure), the simulated and measured results will not follow each other well. This may 

be explained by considering this fact that in full-wave simulations, a wave port was used 

to model the excitation while in the measurement, a subminiature version A (SMA) 

connector which was connected to a SMA cable was used to excite the antenna. The 

wave port model may not be accurate enough for high frequencies.  However, despite the 

shift, all of the three desired bands are covered by the designed and the implemented 

antenna. 

 

 

 

Figure ‎6.23. Measurement results for all three configurations (Design 1). 
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Table ‎6.4.  Comparing simulation and measurement results for Design 1 (criteria: 

11 10dBS   ) 

 

Band 

No. 

Simulation Results ( MHz ) Measurement Results ( MHz ) 
MvS  (Percentage) 

1 303-327 287-335 5.58-2.4 

2 391-494 385-482 1.56-2.5 

3 786-2000 870-1300 9.6-50 

 

 

 

6.3.2. Design 2: Reconfigurable Antenna Covering Four Different Bands at 

VHF/UHF/L. As it was previously shown, the proposed reconfigurable CPW-fed square 

slot antenna operates successfully at all of the three desired bands. However, in some 

applications, it is desired to reduce the frequency of operation into VHF band. For 

imaging, by reducing the operating frequency, the ability of the wave to penetrate inside 

the material increases. Therefore, in a continuing effort to lower the operating frequency, 

it was attempted to add another band to the proposed antenna. This would be the lowest 

possible frequency band attainable with this antenna, while keeping the other bands 

intact. This may be achieved by manipulating the current path in a way that the antenna 

operates in low frequency. A comprehensive study was conducted in an attempt to 

manipulate the Design 1 and achieve this goal. Some of the attempted configurations are 

show in Fig. 6.24. 
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                                      (a)                                                                   (b)  

Figure ‎6.24. Two investigated ideas to reduce the lowest operating frequency of the 

proposed reconfigurable antenna in the first design. 

 

 

During this investigation, revisiting the current distribution helped to realize that 

the additional top slots do not play a major role in the antenna frequency response (the 

current distribution on the added top slots, compared with the bottom slots, is relatively 

insignificant), as shown in Fig. 6.13. Consequently, these top slots were removed to free 

up more space on the ground plane. Subsequently, many different ideas were considered 

on this modified antenna to reduce the lowest operating frequency while trying to keep 

the already achieved bands intact. Some of the investigated cases are shown in Fig. 6.25. 

In all of these efforts, increasing the electrical length of the antenna, by loading it with 

extra slots, was the main objective.  

Later, loading the slots with lumped elements, such as capacitors, was 

investigated as well. A capacitively- or inductively-loaded slot line results in a slow-wave 

structure which makes the slot electrically longer for the wave (Section 5.2.1.2). Based 

on this idea, a set of new antennas were considered, as shown in Fig. 6.26. A capactively-

loaded slot loop was incorporated into the antenna. The slot loop can be easily 

added/removed with an electronic switch (e.g. PIN diode) into different sections of the 

modified antenna. A few of the possibilities are shown in Fig. 6.26 (a)-(d). 
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Figure ‎6.25. Some of the considered configurations with Design 1 to achieve the lowest 

possible operating frequency. 
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Figure ‎6.26.  Different ways of incorporating capactively-loaded slot loop to the modified 

proposed antenna. 

 

 

Among these options, the configuration shown in Fig. 6.26 (d) showed the best 

performance. This antenna with all of the PIN diodes, capacitors, and required 

dimensions is shown in Fig. 6.27, which is called Design 2 for the future references. 

Moreover, it was assumed that the dimensions of the antenna can be extended to

25cm 27cm . In order to continue the design, it is necessary to define the desired lowest 
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band. Considering the fact that the modified antenna, before adding slot loop antenna, 

was operating at 303 MHz as its lowest operating frequency, the desired lowest frequency 

is now set as 100 MHz. Later, a comprehensive set of simulations were performed to 

estimate the placement and values of the loading capacitors and the width of the added 

slot loop (WSL). An appropriate value for the capacitors was estimated to be 10 pF and the 

width of the slot loop was calculated to be 0.2 cm. Moreover, the spacing between the 

capacitors was calculated to be 2 cm.  

 

 

 

Figure ‎6.27.  Schematic view of the proposed reconfigurable antenna to cover four bands 

at VHF/UHF/L (Design 2). 
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Based on the PIN diodes states, four different configurations can be defined for 

this antenna. These configurations are listed in Table  6.5.  The applied PIN diodes are 

similar to Design 1 and so, they are modeled in a similar way in CST Microwave Studio. 

The simulation results for all the four different configurations (i.e., Configuration 1, 2, 3, 

and 4) are plotted in Figs. 6.28, 6.29, 6.30, and 6.31. In Configuration 1, antenna shows a 

good matching performance (S11 < -10 dB) at 100 MHz, however, the antenna presents a 

multiband performance (Fig. 6.28). It means that the antenna at Configuration 1, not only 

covers 100 MHz, but also it covers some other frequencies. This may not be considered a 

good point when issues related to noise are considered. The antenna with Configuration 2 

covers a range from 305-320 MHz which is in a good agreement with the desired Band 2 

(Fig. 6.28). However, again, the antenna shows a multiband performance covering other 

frequencies. In Configuration 3, the antenna only covers from 418-482 MHz which is 

almost the desired Band 3 (Fig. 6.29). In configuration 4, the antenna covers from 950-

1500 MHz. The lower edge of the band is moved higher in comparison with the Design 1 

(Fig. 6.30).  

 

 

Table ‎6.5.  Generating four different configurations by turning PIN diodes ON and OFF 

 

Conf. 1 2 3 4 

Diode D1 D2 D3 D4 D1 D2 D3 D4 D1 D2 D3 D4 D1 D2 D3 D4 

State OFF OFF OFF OFF OFF OFF OFF ON OFF ON ON ON ON ON ON ON 
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Figure ‎6.28. Reflection coefficient for antenna Design 2 (Configuration 1): measurement 

with and without touching versus simulations with CST Microwave Studio. 

 

 

 

Figure ‎6.29. Reflection coefficient for antenna Design 2 (Configuration 2): measurement 

with and without touching versus simulations with CST Microwave Studio. 
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Figure ‎6.30. Reflection coefficient for antenna Design 2 (Configuration 3): measurement 

with and without touching versus simulations with CST Microwave Studio. 

 

 

 

Figure ‎6.31. Reflection coefficient for antenna Design 2 (Configuration 4): measurement 

with and without touching versus simulations with CST Microwave Studio. 
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Later, the modified antenna (Design 2) was built and tested (Fig. 6.32). The 

measurement result for each configuration is added to the pertinent plot which has the 

simulation result (Figs. 6.28, 6.29, 6.30, 6.31). As one can see, the simulation and 

measurement results are not in a good agreement. Moreover, during the test, it was 

noticed that by touching the coaxial cable which feeds the antenna, its response changed. 

This may have occurred because of the unbalanced current flowing on the outer shield of 

the coaxial cable. Also, the close vicinity of the slots and the edge of the antenna may 

have contributed to this problem. To address the former problem, an extension was added 

to the ground plane where the cable connects to the antenna Fig. 6.32 (b)-(c). It was 

noticed that by increasing the width of the extension, the “touching” effect becomes less 

significant. The measured S11 for two different ground plane extensions (i.e., small (~ 9 

cm) and large (~ 18 cm) (Fig. 6.32 (b)-(c))) are compared with the simulated results in 

Figs. 6.28, 6.29, 6.30, 6.31. 

 

 

 

Figure ‎6.32. Built antenna Design 2. (a) without any ground plane extension, (b) with a 

small ground plane extension, and (c) with a large ground plane extension. 

(a) (b) 

(c) 

Touching place 



 

 

158 

During the investigation to find the reason for disagreement between the 

simulation and measurement results, it was noticed that a symmetric plane was used in 

CST Microwave Studio simulations for Design 2 which was not used for Design 1.  By 

using this symmetric plane, CST Microwave Studio assumes that tangential H-field to be 

zero (Ht = 0) on this plane and it only meshes and performs the calculations for half of 

the structure (Fig. 6.33). This way, the entire calculation procedure speeds up. However, 

for the current structure, this assumption is not valid because by removing the plane, the 

simulation results may change.  

 

 

 

Figure ‎6.33.  Modified antenna (Design 2) simulated in CST Microwave Studio with the 

symmetric plane (Ht = 0) assumption. 
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6.3.3. Design3: Reconfigurable Antenna Covering Four Different Bands at 

VHF/UHF/L. In Section 6.3.2 an attempt was made to reduce the lowest operating 

frequency of the proposed reconfigurable CPW-fed slot antenna and a new design namely 

Design 2 was introduced. However, because of an invalid assumption in the simulations, 

the measurement and simulation results did not follow each other well. After removing 

the symmetry plane in the simulation, it was noticed that the antenna is no longer able to 

cover the bands. Then, different ideas were tried and eventually one of these ideas 

showed very promising results. Based on this idea, the proposed antenna in Design 1 may 

be manipulated by adding two shorted slot lines to each side of the antenna while the 

whole size of the antenna was changed to 30cm 30cm (Fig. 6.34). Moreover, by 

considering the positive impact of the ground plane extension in Design 2  for the 

touching effect reduction, a ground plane extension of 2.7 cm (i.e., Lgext = 2.7 cm) was 

added to the bottom edge where the coaxial feed line connects (Fig. 6.34).  

The added slot lines are meandered and loaded with capacitors to increase the 

electrical length of the arms. The final shape for meandered line which is shown in Fig. 

6.34 was achieved after extensive simulations. It should be noted that for this design, the 

simulation results showed that the top slots contribute effectively to the characteristics of 

the antenna, and thus they were kept.  

With the new design, it was noticed that the input impedance of the antenna when 

all the PIN diodes are OFF can be tuned to be in in inZ R jX  where 50 ~ 50inR  
 
at 

(or in the vicinity of) a resonant frequency below 100 MHz. Then, if the imaginary part 

of the input impedance can be cancelled, a good impedance matching is achieved. As a 

solution, a lumped element which provides injX at (or in the vicinity of) the resonant 

frequency may be used. However, to keep the other bands intact, this lumped element 

should not be visible to other higher bands. Then, to address this issue, a type of 

reconfigurable serial matching circuit is embedded onto the CPW feeding line of the 

antenna, as shown in Fig. 6.34. This matching network is made of a series air gap which 

is loaded with serial inductor and switches. By considering this matching network in the 

design procedure, an optimization procedure can be performed to calculate width of the 

slot line, value of the series inductor, value of the capacitors, and their positions in order 

to have a deep resonance at a desired frequency below 100 MHz. 
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Figure ‎6.34.  Schematic view of the proposed reconfigurable antenna to cover four bands 

at VHF/UHF/L (Design 3). 

 

 

To continue the design, the desired lowest frequency is set to be ~50 MHz (which 

is a public safety frequency [136]). Moreover, Lg1 was selected in a way that the 

matching network is sufficiently away from the edge of the feeding line (i.e., Lg1=1.5 

cm). Moreover, for the matching section, the gap size was selected to be reasonably small 

(i.e., Lg1=0.1 cm) in order to make its impact as small as possible on the higher bands. 

This matching circuit should only be effective for lowest band (i.e., Band 1) and it should 
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be “invisible” for other bands. Therefore, the smaller the gap is, it is easier to short the 

gap using a switch when covering the higher bands (i.e., Band 2, 3, 4). Later, based on an 

optimization procedure using PSO algorithm of CST Microwave Studio, the unknown 

parameters were calculated and are listed in Table  6.6. Moreover, the value for the 

capacitors was calculated as 1 2 27pFL LC C  . Also, the inductor value in the matching 

network was estimated to be Lms = 820 nH.  

Four different configurations are generated by turning ON and OFF PIN diodes 

and switch SW0 (Table  6.7). Since the switch SW0 is serial and on the signal trace, it is 

not practical to use PIN diode as switch. Instead, a switch which does not require DC 

biasing is preferred. Then, reed switch (876-KSK-1A04-1015 Mouser Electronics [141]) 

was selected to be used. 

The simulation results for different configurations are shown in Fig. 6.35. As the 

figure shows, the antenna covers four different bands by switching between the 

configurations.  

 

 

 

Table ‎6.6.  Optimally calculated dimensions of reconfigurable antenna ( Design 3 ) 

 

Param. Lh1 Lh2 Lh3 Lh4 Lh5 Lh6 Lh7 Lv1 Lv2 Lv3 Lv4 Lv5 WSL 

 ( cm ) 14.15 10.25 8.25 5.15 1.25 3.1 1.6 3.3 3.3 3.3 3.3 3.3 0.2 

 

 

 

The lowest band (Band 1), covers a frequency range from 48.33-48.53 MHz 

which means 0.4PBW  . The second band (i.e., Band 2) covers from 342-362 MHz           

( 5.68PBW  ). Band 3 covers from 414-496 MHz ( 18.02PBW  ). The highest band (i.e., 

Band 4) covers from 787-846 MHz and from 1082-1335 MHz.  
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Figure ‎6.35.  Simulation results for all the four different configurations of Design 3. 
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To provide a good insight about the role of matching network, the simulation 

result for Configuration 1 with the matching network is compared with the case where the 
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the antenna) for these two cases are plotted in Fig. 6.36. As the results show, without the 

matching network, the input impedance has a very large reactive part which creates 

matching problem. However, by adding an appropriate series inductor as the matching 

network, the reactive part is significantly reduced at around 48 MHz.  

 

 

 

                    (a)                                                              (b)  

Figure ‎6.36. Input impedance of antenna (Design 3) with and without matching network 

presence. (a) real part, and (b) imaginary part. 

 

 

The  antenna (Design 3) was  then implemented on FR4 PCB with the thickness of 

62 mil. Similar biasing network as it was explained in Section 6.3.1.2 is used to install 

and feed the PIN diodes. The implemented antenna which has the loading capacitors and 

matching section is shown in Fig. 6.37.  Moreover, an SMA connector is soldered to the 
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Technology (Fig. 6.38). Different configurations are produced by turning ON and OFF 

the PIN diodes using the NI DAQ and the computer. Instead of using the reed switch 

which was ordered but not available at the measurement time, copper tape was used. 

Therefore, to mimic the case where SW0 is ON, copper tape was used and when it was 

required to have open (i.e., SW0 in OFF state), copper tape was removed. 

For the first configuration, the measured reflection coefficient is shown in Fig. 

6.39. CST Microwave Studio simulation results are also shown in this figure for 

comparison. In the magnified plot (which is embedded inside the original plot), one can 

clearly see that the measured S11 has a resonant frequency at ~59.55 MHz while the 

simulation result predicts a resonance at 48.33 MHz.  

 

 

 

Figure ‎6.37. Implemented designed antenna (Design 3) on 62 mil FR4 substrate. 
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Figure ‎6.38. Antenna Design 3 with all the PIN diodes and DC bias lines installed (placed 

on a stand inside anechoic chamber). 

 

 

 

Figure ‎6.39. Reflection coefficient for antenna Design 3 (Configuration 1): measurement 

with and without touching versus simulations with CST Microwave Studio and HFSS. 
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For the second configuration, the measured reflection coefficient is shown in Fig. 

6.40. Based on this result, antenna Design 3 at Configuration2 covers from 314-398 MHz 

(Band 2). CST Microwave Studio simulation result is also repeated in this figure for 

comparison. The simulation and measurement results are in good agreement. Moreover, 

the measured reflection coefficient while the feeding SMA cable was touched shows a 

negligible effect. 

 

 

 

Figure ‎6.40. Reflection coefficient for antenna Design 3 (Configuration 2): measurement 

with and without touching versus simulations with CST Microwave Studio. 
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slight frequency shift in the beginning and end of Band 3, the simulation and 

measurement results are in good agreement. Moreover, the measured reflection 

coefficient with touched feeding SMA cable proves that the touching effect is negligible.  

 

 

 

Figure ‎6.41. Reflection coefficient for antenna Design 3 (Configuration 3): measurement 

with and without touching versus simulations with CST Microwave Studio. 
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waveguide port was used to excite the antenna in CST Microwave Studio. However, 

practically to install the SMA connector on the trace, it is required to taper the line (Fig. 

6.43 (a)-(b)). To test the effect of tapering, another simulation was performed while the 

tapered trace was used. The results which are also presented in Fig. 6.42 do not show any 

improvement over the first simulation (i.e., without tapering) in comparison with the 

measurement result. As it was mentioned for Design 1, modeling a coaxial connector 

with a waveguide port in CST Microwave Studio can be a source of this difference. This 

was not an issue at the lower frequencies. It should be mentioned that touching does not 

change the antenna response and so it is not reported. 

 

 

 

Figure ‎6.42. Reflection coefficient for antenna Design 3 (Configuration 4): measurement 

versus CST simulations with and without tapered feed line (FL). 

0 300 600 792 950 1,200 1,500
-30

-25

-20

-15

-10

-5

0

f ( MHz )

S
1

1
 (

 d
B

 )

A5 Antenna (Final Design-820nH-27pF) Configuration 4

 

 

Measurement

CST simulation (Tapered FL)

CST simulation (Not Tapered FL)



 

 

169 

            

                              (a)                                                                     (b) 

Figure ‎6.43. Feeding line for the antenna Design 3. (a) without any tapering, and (b) 

tapered. 

 

 

6.3.4. Gain Pattern Measurement. To  perform  pattern  and gain measurements, 

the anechoic chamber in EMC lab was used. Since Design 3 is considered as an evolved 

version of Designs 1 and 2, this antenna was selected and its pattern and gain were 

measured. 

  For the gain measurements, a reference antenna with a known gain and pattern is 

usually required. This reference antenna should provide a reasonable gain at the 

measurement frequency band. Here, since the antenna covers a wide frequency range 

from 50 MHz to 1 GHz, finding a conventional antenna with a known reasonable gain 

over the entire band is a challenge. Therefore, a commercial biconical antenna namely 

BicoLOG 20300 was used [142]. This antenna which is shown in Fig. 6.44 is designed 

for applications such as EMC. Its gain over a wide range of frequencies (i.e., from 20 

MHz-3 GHz) is provided in datasheet [142] and it is plotted in Fig. 6.45. However, since 

the pattern of the antenna is not provided, it was decided to measure the pattern of this 

antenna to make sure that it does not have any null at the angle where measurement will 

be performed. To perform the pattern measurement, a measurement setup is required 

where one antenna can be kept at a fixed position and other antenna may be rotated 

around its center. The anechoic chamber in EMC lab has a rotatory disc which is 
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controlled by a step motor and provides a 360 degrees rotation option (Fig. 6.44). 

Moreover, the distance between two antennas (center-to-center) is set as 2.28 m. 

 

 

 

Figure ‎6.44. Measurement setup to measure pattern of commercially available 

BicoLOG20300 antenna. 

 

 

                    Figure ‎6.45. BicoLOG20300 antenna’s gain versus frequency [142]. 
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    The pattern of the Biconical antenna was measured in two configurations, 

namely: horizontal (
090  ) and vertical (

00  ). The schematic of the measurement 

setup is also presented in Fig. 6.46 which shows both of these configurations and presents 

angle definitions.  

 

 

 

                             (a)                                                                              (b) 

Figure ‎6.46. BicoLOG pattern measurement setup. (a) horizontal, and (b) vertical. 

 

 

The measured normalized pattern for horizontal configuration at 60, 350, 460, and 

860 MHz are plotted in Fig. 6.47. As it was expected, the maximum value of the pattern 

occurs at 00  and 0180  . The measured normalized pattern for the vertical 

configuration is also plotted in Fig. 6.48.  It was expected to see an omnidirectional 

pattern in the vertical configuration. However, the measured pattern is somewhat 

directive. This may have occurred due to the rotating antenna being off from the center of 

the rotating disc (table). 
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Figure ‎6.47. BicoLOG’s measured normalized horizontal pattern at 60, 350, 460, and 860 

MHz. 

 

 

 

Figure ‎6.48. BicoLOG’s measured normalized vertical pattern at 60, 350, 460, and 860 

MHz. 
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Having the patterns of BicoLOG antenna in horizontal and vertical configurations 

shows that antenna does not have any nulls. Moreover, having access to the gain 

information, makes this antenna a good candidate to be used as a reference antenna to 

measure the designed antenna (Design 3) pattern and gain. At two planes (i.e., XY- and 

XZ-planes), it is desired to measure the gain pattern (gain versus angle). In here, in order 

to measure cross-polarization as well as co-polarization, four different cases are 

considered. First, the designed and the reference antennas are both placed in vertical 

configuration. Second, the designed antenna is vertical but the reference antenna is in 

horizontal configuration. These two cases will be used to measure XY-plane pattern. 

Third, the designed and the reference antennas are both in horizontal configuration. 

Fourth, the designed antenna is horizontal but the reference antenna is in vertical 

configuration. These two latest cases can be used for XZ-plane pattern measurement. 

These different configurations are shown in Fig. 6.49. 

 

 

 

              (a)                               (b)                                 (c)                             (d) 

Figure ‎6.49. Gain pattern measurement setup for antenna Design 3 at four different cases 

(co- and cross-polarizations in XY- and XZ-planes). 
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Moreover, two of the actual measurement setups inside of the anechoic chamber 

are shown in Fig. 6.50 from different angles.  

 

 

 

(a) 

 

(b) 

Figure ‎6.50. Two measurement setups to measure designed antenna (Design 3) pattern. 

 

 

To calculate the gain pattern for the first case, the designed antenna which is 

called antenna under test (AUT) for future references, is placed at an initial position. The 

initial position is selected in a way that both antennas (i.e., AUT and reference antennas) 

face each other ( 00  ). Then, AUT rotates counter clockwise (CCW). At every step size 

(i.e., 22.5 degrees), antenna stops and two-port scattering parameters are measured and 
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saved using a vector network analyzer.  This procedure continues until AUT reaches its 

initial position ( 0360  ).  It should be noted that the distance between two antennas 

was kept as 2.28 m. Then, using the following equation, gain of AUT ( ( , , )AUTG f  ) is 

calculated per each angle and frequency: 

 

21
Re

21

( )
( , , ) ( , , )

( )

AUT Bi

AUT ference Bi Bi

S f
G f G f

S f
   




  (95) 

 

where 
Re ( , , )ferenceG f   stands for reference antenna gain. Also, 

21 ( )Bi BiS f is measured 

when two BicoLOG antennas were placed vertically 2.28 m apart (Fig. 6.46 (b)). 

Moreover, 21 ( )AUT BiS f

 
is measured when rotating BicoLOG was replaced with vertically-

positioned AUT (Fig. 6.49 (a)). It should be mentioned that (95) is correct only if the 

distance between AUT and BicoLOG antenna is kept same as the distance between 

BicoLOG and BicoLOG antennas.  

 For each configuration, one frequency is selected and the gain pattern is plotted 

for that frequency. The selected frequencies are: 60, 350, 460, and 860 MHz for 

Configurations 1, 2, 3, and 4, respectively. The measured XY-plane co-polarized gain 

patterns (both AUT and BicoLOG vertical) are shown in Figs. 6.51 for all the selected 

frequencies. The calculated gain pattern using CST Microwave Studio simulator is also 

plotted in the same figures for comparison. At 60 MHz, the simulated gain pattern is 

omnidirectional. The measured gain pattern shows an omnidirectional behavior as well. 

However, the simulated maximum gain is about -38 dB while the measured maximum 

gain is -23 dB. As it was mentioned earlier, the resonant frequency of the designed 

antenna shifted from 48 MHz in the simulation to 60 MHz in the measurement. Then, the 

calculated gain pattern of the antenna using CST Microwave Studio at 48 MHz is also 

plotted in Fig. 6.51 (a) which shows a maximum value of -18.7 dB. There are a few 

reasons to explain the differences between the measured and simulated results. First, the 

anechoic chamber in EMC lab is not suitable for frequencies below 600 MHz. Second, 

BiconLOG data sheet only provides a graph for the gain of the antenna (Fig. 6.45) and 

finding the gain from this graph is not an accurate way to do so. Third, any small 

alignment mismatch and distance between the center of the AUT and center of the 
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rotating table may also contribute to this discrepancy. Fourth, the anechoic chamber does 

not have any absorbers on the ground and the ground path reflections can also affect the 

results. This ground reflection plays a more significant role when antennas are parallel to 

the ground plane.  

When the antenna is operating in Band 2, the gain pattern was measured at 350 

MHz. The difference between the simulation and measurement is insignificant. The 

maximum gain from simulation is 0.8 dB and from measurement is -1.8 dB (Fig. 6.51 

(b)). For Band 3, the gain pattern was measured at 460 MHz, the difference between the 

simulation and measurement is negligible (Fig. 6.51 (c)). The maximum gain from 

simulation is 2.7 dB and from measurement is 2.3 dB. For Band 4, the gain pattern was 

measured at 860 MHz, the simulation and measurement results are in a good agreement 

(Fig. 6.51 (d)). The maximum gain from simulation is 0.8 dB and from measurement is 

2.7 dB. 

The same approach was followed for the second case to measure cross-

polarization gain pattern in XY-plane for AUT. When the antenna is operating in Band 1, 

the gain pattern is measured at 60 MHz which is compared with the simulation results at 

48 MHz and 60 MHz in Fig. 6.52. There is a significant difference between the shape of 

the pattern achieved using simulation and measurement. Same reasons provided before 

can be used to explain this disagreement. The maximum measured gain at 60 MHz is -29 

dB while the maximum gain from simulation is -32 dB and -41 dB at 48 and 60 MHz, 

respectively. 

Next, the operating band was switched to Band 2, and its gain was measured at 

350 MHz. The measurement and simulation results are compared in Fig. 6.52 (b). The 

shapes of the patterns are not in a good agreement. The maximum measured cross-

polarized gain at 350 MHz is -13 dB while the maximum cross-polarized gain from 

simulation is -26 dB. The measured cross-polarized gain is even higher than co-polarized 

gain which does not seem right. Ground effect and possible misalignments could be the 

major reasons for this difference between measurement and simulation results. In Band 3, 

the measured cross-polarized gain pattern and simulated cross-polarized gain pattern at 

460 MHz are shown in Fig. 6.52 (c). Still the difference between the results is significant. 

For Band 4 where the measurement and simulation results are compared at 860 MHz 
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(Fig. 6.52 (d)), the difference is even worse. Therefore, these sets of measurements for 

cross-polarization may not be trusted. 

 

 

       

                               (a)                                                                  (b)  

       

                               (c)                                                                  (d)  

Figure ‎6.51. Measured and simulated co-polarized XY-plane gain of antenna Design 3. 

(a) Band 1 for 48 and 60 MHz (b) Band 2  for 350 MHz, (c) Band 3  for 460 MHz , (d) 

Band 4  for 860 MHz. 

 

 

 

  -50

  -40

  -30

  -20

  -10

  0

30

210

60

240

90

270

120

300

150

330

180 0

 

 

Measurement at 60 MHz

Simulation at 48 MHz

Simulation at 60 MHz

  -30

  -20

  -10

  0

  10

30

210

60

240

90

270

120

300

150

330

180 0

 

 

Measurement at 350 MHz

Simulation at 350 MHz

  -30

  -20

  -10

  0

  10

30

210

60

240

90

270

120

300

150

330

180 0

 

 

Measurement at 460 MHz

Simulation at 460 MHz

  -30

  -20

  -10

  0

  10

30

210

60

240

90

270

120

300

150

330

180 0

 

 

Measurement at 860 MHz

Simulation at 860 MHz



 

 

178 

        

                               (a)                                                                   (b) 

       

                               (c)                                                                  (d)  

Figure ‎6.52. Measured and simulated cross-polarized XY-plane gain of antenna Design 3. 

(a) Band 1 for 48 and 60 MHz (b) Band 2  for 350 MHz, (c) Band 3  for 460 MHz , (d) 

Band 4  for 860 MHz. 

 

 

Following the same approach, co-polarization gain pattern in XZ-plane for AUT 

is measured using the measurement setup shown in Fig. 6.49 (c). When the antenna is 

operating in Band 1, the gain pattern is measured at 60 MHz which is compared with the 

simulation results at 48 MHz and 60 MHz in Fig. 6.53. There is a difference between the 

shape of the pattern obtained by simulation and measurement. Same reasons provided 
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before can be used to explain this disagreement. The maximum measured gain at 60 MHz 

is -24 dB while the maximum gain from simulation is -18.5 dB and -38.8 dB at 48 and 60 

MHz, respectively. Next, the operating band of the antenna is switched to Band 2, and its 

gain was measured at 350 MHz. The measurement and simulation results are compared in 

Fig. 6.53 (b). The shape of the patterns follows each other but the existing nulls in 

simulation results do not appear in the measurement results. The maximum measured 

gain at 350 MHz is -8.6 dB while the maximum gain from simulation is 0.8 dB. In Band 

3, the measured gain pattern and simulated gain pattern at 460 MHz are shown in Fig. 

6.53 (c) which are in a reasonable agreement. The maximum measured gain at 460 MHz 

is 7.7 dB while the maximum gain from simulation is 2.7 dB. For Band 4, the 

measurement and simulation results are compared at 860 MHz (Fig. 6.53 (d)). There is a 

very good agreement between measurement and simulation results. The maximum 

measured gain at 860 MHz is 0 dB while the maximum gain from simulation is 2.9 dB. 

As the last sets of measurements, cross-polarization gain pattern in XZ-plane for 

AUT was measured using the measurement setup shown in Fig. 6.49 (d). When the 

antenna is operating in Band 1, the gain pattern is measured at 60 MHz which is 

compared with the simulation results at 48 MHz and 60 MHz in Fig. 6.54. There is a 

difference between the simulation and measurement. The maximum measured cross-

polarized gain at 60 MHz is -19.7 dB while the maximum cross-polarized gain from 

simulation is -41.6 dB and -45.9 dB at 48 and 60 MHz, respectively. Next, the operating 

band of the antenna is switched to Band 2, and its gain is measured at 350 MHz. The 

measurement and simulation results are compared in Fig. 6.54 (b). The shape of the 

patterns does not follow each other well. The maximum measured gain at 350 MHz is -

13.6 dB while the maximum gain from simulation is -46 dB. In Band 3, the measured 

gain pattern and simulated gain pattern at 460 MHz are shown in Fig. 6.54 (c) which are 

not in a reasonable agreement. The maximum measured gain at 460 MHz is -11.2 dB 

while the maximum gain from simulation is -32.5 dB. For Band 4, the measurement and 

simulation results are compared at 860 MHz (Fig. 6.54 (d)). There is not a good 

agreement between measurement and simulation results. The maximum measured gain at 

860 MHz is -2 dB while the maximum gain from simulation is -40.7 dB. 
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Despite a significant disagreement between cross-polarization measurement and 

simulation reuslts in both XY- and XZ-planes, the co-polarization measuremetn and 

simulation results are in a reasonable agreement. 

 

 

        

                                (a)                                                                  (b)  

              

                                (c)                                                                 (d)  

Figure ‎6.53. Measured and simulated co-polarized XZ-plane gain of antenna Design 3. 

(a) Band 1 for 48 and 60 MHz (b) Band 2  for 350 MHz, (c) Band 3  for 460 MHz, (d) 

Band 4  for 860 MHz. 
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                                 (a)                                                                   (b)  

          

                               (c)                                                                     (d) 

Figure ‎6.54. Measured and simulated cross-polarized XZ-plane gain of antenna Design 3. 

(a) Band 1 for 48 and 60 MHz (b) Band 2  for 350 MHz, (c) Band 3  for 460 MHz , (d) 

Band 4  for 860 MHz. 
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introduced. In term of a design example, the application of the introduced algorithm was 
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UHF/L region including public safety bands. The second antenna (Design 2) which adds 

a modification over Design 1, was supposed to cover one extra band at VHF (i.e., ~100 

MHz). However, later, it was found out that in the simulation phase a wrong boundary 

condition was assumed. This assumption ruined the whole design procedure. Later, by 

considering Design 1 and 2, and by incorporating some new ideas for miniaturization, a 

new design (Design 3) was achieved which not only could cover three different bands in 

UHF/L, but also its lowest operating frequency was extended to below 60 MHz. The 

measured reflection coefficients and simulated reflection coefficients were in a 

reasonable agreement. The gain pattern measurement for the final antenna was also 

performed inside anechoic chamber. The co-polarized gain pattern was in a reasonable 

agreement with the simulation results, but, the cross-polarization gain pattern was 

somehow far from the measurement. The ground (floor) effect, misalignment between the 

antenna under test and reference antenna, and the low quality of the anechoic chamber for 

frequencies lower than 600 MHz could have contributed dominantly to this error between 

simulation and measurement results.  
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7. SUMMARY AND FUTURE WORK 

In the past decades, development of microwave and millimeter wave imaging 

systems has attracted attentions of those who involved in the field of nondestructive 

testing and evaluation, applied geophysics, biomedical, and radar and remote sensing. 

These applications use microwave imaging techniques for the purpose of detecting and 

evaluating hidden or embedded objects in a structure. The structure has been commonly 

assumed to be homogeneous and lossless (or low loss). However, new applications such 

as nondestructive testing and evaluation of composite structures which are made of 

different layers of dielectric materials, smart environment with embedded wireless sensor 

networks, navigation and wireless communication systems, through-wall imaging, intra-

wall imaging, structural health monitoring, and medical imaging have introduced new 

demands for robust imaging techniques applicable to inhomogeneous media. Addressing 

these new demands requires a significant improvement over the currently-available 

microwave imaging systems. On the other hand, any microwave imaging system can be 

divided into two parts namely hardware part and post-processing part. The hardware 

portion is composed of the measurement setup (i.e., sample and scanning table), antenna, 

measurement instrument, and recording tools. This portion collects data from the sample 

under test. In the synthetic aperture-based data collection methods, an appropriate 

antenna scans over an area above the sample under test and collects data (which is in term 

of scattering parameters or S-parameters). The primary function of the post-processing 

portion is then to process the “collected data”. Based on this process, electrical (i.e., 

electrical and magnetic property distribution) and geometrical parameters (i.e., shape, 

size and location) of an imaged object or an estimated reflectivity function (i.e., 

qualitative image) may be determined from the collected data. Therefore, any 

improvement over the currently-available imaging systems should target both post-

processing and hardware parts. 

In the post-processing portion, many different techniques have been developed to 

image an embedded object/target inside of a planar layered structure (which is the most 

applicable case of inhomogeneous media). These techniques can be classified as either 

quantitative imaging techniques or qualitative imaging techniques. Quantitative imaging 
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techniques or inverse scattering methods estimate the electrical and geometrical 

properties (distributions) of an imaged object by solving a nonlinear inverse problem. 

The nonlinear inverse problem is commonly solved iteratively (i.e., forward iterative 

procedure). Required computational resources (i.e., time and computer memory) and 

calculation complexity are the major disadvantages associated with these techniques. On 

the other hand, qualitative imaging techniques calculate a reflectivity function or 

qualitative image to represent the object/target profile. Most of the techniques that belong 

to this category use migration-based algorithms to reconstruct the unknown image 

profile. The collected data, consisting of reflected or scattered field data from an object or 

source, can be migrated or back-propagated to the object/target location by adding 

appropriate time shift (in time domain) or phase shift (in frequency domain), respectively. 

Synthetic aperture radar (SAR) is one of the most well-known qualitative imaging 

techniques, which was initially developed for free-space or homogenous media. This 

method is robust, easy to implement, and fast. However, during the algorithm derivation 

for the SAR method, it is assumed that the background medium which surrounds the 

object to be homogeneous, without discontinuity, and lossless. Therefore, using SAR to 

image an embedded object in a layered structure may result in an image with unfocused 

and incorrectly positioned indication of the object. Moreover, when considering a lossy 

layer in the path between the scanning antenna and the object, SAR algorithm is unable to 

properly determine the location of embedded object. 

To address the first limitation of the SAR algorithm, a method, referred to as 

modified piecewise SAR (MPW-SAR) was developed in here, which takes into account 

the electrical and physical properties of each layer at a time (hence, piecewise). 

Moreover, this technique as an improvement over previously studied piecewise SAR, 

includes the discontinuity between layers using transmission and reflection coefficients. 

The results show that this technique is suitable for objects with high dielectric contrast 

compared with their surrounding material (i.e., strong scatterers). However, this 

technique does not account for multiple reflections within any given layer in the structure 

and it is not suitable for imaging embedded objects/targets inside lossy materials.  

Consequently, to address all of the three limitations of SAR, another method was 

developed, which is referred to as Wiener filter-based layered SAR (WL-SAR). First, the 
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relationship between the layered structure, collected data, and the qualitative image was 

established using the Green’s function of layered structures. Mathematical manipulations 

were then invoked to cast the imaging problem into a deconvolution procedure where 

Wiener filter deconvolution was used.  

Through extensive simulations and experiments the efficacy of both proposed 

methods to image embedded active/passive targets/objects was verified. It was shown 

that, MPW-SAR is robust, easy to implement, and fast. However, for a layered structure 

with loss and high contrast between layers, WL-SAR obtained superior images in 

comparison with MPW-SAR and SAR. 

On the other hand, and from hardware point of view, antenna is necessary for data 

collection from the sample under test. Rather than conventional requirements for the 

scanning antenna such as wide beam width and wide bandwidth, having an antenna 

which its characteristics can be actively changed, may increase the probability of 

object/target detection in a dynamic and unknown media.  This requires that antennas 

cover a wide range of characteristics (i.e., operating band, polarization, and pattern), or 

an antenna whose various important characteristics can be tuned. The overall bulkiness, 

size problem, and noise/interference issues limit the application of wideband or 

multiband antennas for this purpose. On the contrary, reconfigurable antennas show a 

great promise and potential to be served for this purpose. Moreover, growing multiradio 

communication devices spurs additional interest and accelerated the demands for the 

reconfigurable antennas. Despite many advantages offered by reconfigurable antennas, 

the topic is fairly recent, and there is not a robust and methodical design procedure for 

reconfigurable antennas. Most of the reported works in literatures deal with a specific and 

application-dependent reconfigurable antenna.  

Therefore, a methodical reconfigurable antenna design procedure was introduced 

and explained. Then, based on this proposed methods, three different versions of a novel 

reconfigurable coplanar waveguide-fed slot antenna were designed that covers three/four 

distinct bands with reasonable gain. These three antennas were built and tested. The 

measurement results were compared with the full-wave simulation results. The final 

version of the reconfigurable antenna could successfully cover all four desired frequency 
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bands at VHF/UHF/L regions while the lowest operating frequency was as low as 60 

MHz. 

The work already performed is thorough; however, there is always room for 

future study and improvement. In the post-processing portion, there are a few things 

which can be done to improve the microwave imaging system for the layered structures. 

Finding a more sophisticated procedure to calculate the regularization parameter for WL-

SAR method can be useful. An adaptive method can help significantly to improve the 

introduced WL-SAR method. Also, by considering this fact that many practical 

applications may require an imaging technique which can be applied on cylindrical and 

spherical layered structures, the proposed MPW-SAR and WL-SAR can be modified to 

make them appropriate for these applications. This can be performed by replacing the 

Green’s function of planar layered structure with the Green’s function of cylindrical or 

spherical layered structures. For the hardware part, rather than antenna, the hardware part 

which includes measurement tools and recording parts may be modified in order to be 

consistent with a reconfigurable antenna. Making the entire imaging system portable and 

reconfigurable may increase the performance of the system and its applicability. 

Moreover, to add extreme flexibility to the collecting antenna, working on recently 

introduced concept namely reconfigurable pixel antennas may be useful.  An initial study 

was performed on this concept; however, there still exist a bigger room for the future 

studies.  
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