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# A FINITE ELEMENT SPLITTING EXTRAPOLATION FOR SECOND ORDER HYPERBOLIC EQUATIONS* 

XIAOMING $\mathrm{HE}^{\dagger}$ AND TAO LÜ $\ddagger$


#### Abstract

Splitting extrapolation is an efficient technique for solving large scale scientific and engineering problems in parallel. This article discusses a finite element splitting extrapolation for second order hyperbolic equations with time-dependent coefficients. This method possesses a higher degree of parallelism, less computational complexity, and more flexibility than Richardson extrapolation while achieving the same accuracy. By means of domain decomposition and isoparametric mapping, some grid parameters are chosen according to the problem. The multiparameter asymptotic expansion of the $d$-quadratic finite element error is also established. The splitting extrapolation formulas are developed from this expansion. An approximation with higher accuracy on a globally fine grid can be computed by solving a set of smaller discrete subproblems on different coarser grids in parallel. Some a posteriori error estimates are also provided. Numerical examples show that this method is efficient for solving discontinuous problems and nonlinear hyperbolic equations.
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1. Introduction. The extrapolation techniques for approximations with a higher order of accuracy can be dated back to the 17 th century [23]. One of the most important extrapolation techniques is Richardson extrapolation, which is an efficient acceleration method to improve the accuracy of an approximation. Therefore, a lot of work has been done on this method. Richardson extrapolation was used to accelerate the convergence of finite difference methods [15, 41, 44] and finite element methods $[6,14,20,29,31,50,53]$. In addition, it was applied to many numerical methods for integrations [13], integral equations [17, 32, 34, 35], flow problems [4, 21], statistical inference [5], and many other problems. There has also been a lot of work contributed to the development, generalization, and analysis of different kinds of extrapolation methods; see $[7,9,24,25,42,45,48,49,51]$ and the references therein.

In 1983, based on Richardson extrapolation, the idea of splitting extrapolation was developed by Lin and Lü [30] and applied to multiple numerical integrations, multidimensional integral equations, and the difference method for solving Poisson's equation. For each case, they also gave the corresponding error estimates. Since then Lin and Zhu [33], Neittaanmäki and Lin [43], Lü, Shih, and Liem [39], Rüde and Zhou [47], Huang and Lü [19], and others have applied splitting extrapolation to different kinds of algorithms, such as high-dimensional numerical quadrature, finite difference methods and numerical methods for integral equations. Lü, Shih, and Liem (see [28, 40]) published two monographs on splitting extrapolation, and Rüde [46] reviewed the monograph [28] in SIAM Review in 1997.

[^0]Now we describe the basic idea of splitting extrapolation based on Richardson extrapolation. We first choose some independent grid parameters, say $h_{1}, \ldots, h_{k}$, for a method of approximation. Suppose the approximation is $u\left(h_{1}, \ldots, h_{k}\right)$ and we can establish a multiparameter asymptotic expansion of the error with respect to the independent parameters. Then we can construct a linear combination of the approximations with different values of the independent parameters, such as $u\left(h_{1}, \ldots, h_{k}\right)$, $u\left(\frac{h_{1}}{2}, \ldots, h_{k}\right), \ldots, u\left(h_{1}, \ldots, \frac{h_{k}}{2}\right)$, to cancel out the lower order terms in the multiparameter asymptotic expansion. Then we get a new approximation, which has the same order of accuracy as the higher order remainder in the multiparameter asymptotic expansion. It is therefore more accurate than any of the approximations in the linear combination. This process can be repeated as long as we can show the existence of higher order terms in the expansion.

Splitting extrapolation has several advantages. First, the algorithm possesses a high degree of parallelism and a high order of accuracy. Also, its computational complexity is less than that of Richardson extrapolation [46]. Second, the design of the independent parameters gives us flexibility in choosing different kinds of meshes, especially when it is combined with domain decomposition. Last but not least, the splitting extrapolation formulas can produce an approximation on the global fine grid instead of the coarse grid on which we apply the original method of approximation; see section 5 in this paper or $[18,28,37,38,40]$. These advantages become more apparent as the size of the problem increases and more independent grid parameters are chosen with domain decomposition.

In summary, splitting extrapolation is an efficient parallel algorithm that overcomes the curse of dimensionality to some extent. The key steps of splitting extrapolation are to establish the multiparameter asymptotic expansion of the error and develop the splitting extrapolation formulas. We refer the readers to $[8,18,19,27$, $28,30,33,36,37,38,39,40,43,46,47,54]$ for more background material about splitting extrapolation.

Finite element splitting extrapolation based on domain decomposition is one of the important applications of splitting extrapolation. By using the algorithm, the independent grid parameters are designed with an initial domain decomposition according to the dimension and interface of the problem, the shape and size of the domain, and the computers used. Therefore, the algorithm combines the advantages of domain decomposition and splitting extrapolation and can be applied to interface problems with discontinuous coefficients. Since Lü [36] proposed the finite element splitting extrapolation in 1987, it has been successfully applied to different types of problems [8, 18, 27, 37, 38, 54].

A lot of work has been contributed to the Galerkin method for solving second order hyperbolic equations $[1,2,3,11,12,16,52]$, but there are few papers about the extrapolation of this method. In this paper we will investigate the finite element splitting extrapolation for solving second order hyperbolic equations based on domain decomposition and $d$-quadratic isoparametric finite elements.

This paper is organized as follows: in section 2 , we present the model problem and its discrete schemes; in section 3 , we establish the multiparameter asymptotic expansion of the semidiscrete $d$-quadratic isoparametric finite element error; in section 4 , we establish the multiparameter asymptotic expansion of the fully discrete $d$-quadratic isoparametric finite element error; in section 5, we develop the corresponding splitting extrapolation formulas; in section 6 , we present some a posteriori error estimates; and finally in section 7 , we present four numerical examples.
2. Second order hyperbolic equation and its discrete schemes. In this section we will present the weak formulation, the semidiscrete approximation, and the fully discrete approximation $[10,12,22,26]$ for the following second order hyperbolic equation:
$\begin{cases}u_{t t}(t, x)-\sum_{i, j=1}^{d} D_{i}\left(a_{i j}(t, x) D_{j} u(t, x)\right)+q(t, x) u(t, x)=f(t, x) & \text { on } \quad Q_{T}=[0, T] \times \Omega, \\ u(t, x)=0 & \text { on } \quad \Sigma_{T}=[0, T] \times \partial \Omega, \\ u(0, x)=u_{0}(x), u_{t}(0, x)=u_{1}(x) & \text { on } \bar{\Omega} .\end{cases}$

Here $x=\left(x_{1}, \cdots, x_{d}\right), D_{i}=\frac{\partial}{\partial x_{i}}$, and the domain $\Omega \subset \mathbb{R}^{d}(d=2,3)$ is an open set with piecewise smooth boundary.

Remark 2.1. Without loss of generalization, we consider only the hyperbolic equations with homogeneous Dirichlet boundary condition here. The splitting extrapolation can also be used to handle the problems with nonhomogeneous Dirichlet boundary condition and mixed boundary condition by either modifying the weak formulation or reducing the problems to homogeneous problems via the usual homogenization technique based on a change of variable.

First, we construct a nonoverlapping initial domain decomposition $\bar{\Omega}=\bigcup_{k=1}^{m} \bar{\Omega}_{k}$, where $\Omega_{k}(k=1, \ldots, m)$ satisfy the usual compatibility conditions. By the standard $d$-quadratic isoparametric mapping $[10,18,38]$, there are translated unit cubes $\hat{\Omega}_{k}(k=1, \ldots, m) \subset \mathbb{R}^{d}$ and one-to-one $d$-quadratic isoparametric mappings $\Psi_{k}$ : $\Omega_{k} \rightarrow \hat{\Omega}_{k}$ such that $\left\{\Psi_{k}^{-1}\right\}$ are sufficiently smooth. Let $\hat{\Omega}$ denote the open set satisfying $\overline{\hat{\Omega}}=\bigcup_{k=1}^{m} \overline{\hat{\Omega}}_{k}$. Let $\hat{\Im}_{k}^{h}(k=1, \ldots, m)$ be a uniform cuboid partition with grid parameter $\hat{h}_{k j}(j=1, \ldots, d)$ on $\hat{\Omega}_{k}$ such that $\hat{\Im}^{h}=\bigcup_{k=1}^{m} \hat{\Im}_{k}^{h}$ is a piecewise uniform cuboid partition on $\hat{\Omega}$. In order to avoid hanging nodes on the boundaries of $\hat{\Omega}_{k}(k=1, \ldots, m)$, some $\hat{h}_{k j}$ need to be the same so that the partitions $\hat{\Im}_{k}^{h}$ are geometrically conforming. We can combine those $\hat{h}_{k j}$ into one grid parameter. Hence there are only $l(l<m d)$ independent grid parameters whose values can be chosen independently such that there are no hanging nodes on the boundaries of $\hat{\Omega}_{k}(k=1, \ldots, m)$. Example 1 in section 7 provides an example of designing independent grid parameters. Also, we choose a time step size $\tau$, so there are $l+1$ independent grid parameters which are denoted by $\hat{h}_{1}, \ldots, \hat{h}_{l+1}$. Here we use $\hat{h}_{l+1}$ to denote $\tau$. By the $d$-quadratic isoparametric mapping, (2.1) is converted into the following problem:

$$
\begin{cases}\hat{u}_{t t}(t, \hat{x})-\sum_{i, j=1}^{d} \hat{D}_{i}\left(\hat{a}_{i j}(t, \hat{x}) \hat{D}_{j} \hat{u}(t, \hat{x})\right)+\hat{q}(t, \hat{x}) \hat{u}(t, \hat{x})=\hat{f}(t, \hat{x}) & \text { on } \quad \hat{Q}_{T}=[0, T] \times \hat{\Omega},  \tag{2.2}\\ \hat{u}(t, \hat{x})=0 & \text { on } \hat{\Sigma}_{T}=[0, T] \times \partial \hat{\Omega}, \\ \hat{u}(0, \hat{x})=\hat{u}_{0}(\hat{x}), \hat{u}_{t}(0, \hat{x})=\hat{u}_{1}(\hat{x}) & \text { on } \hat{\hat{\Omega}} .\end{cases}
$$

Here $\hat{x}=\left(\hat{x}_{1}, \ldots, \hat{x}_{d}\right), \hat{D}_{i}=\frac{\partial}{\partial \hat{x}_{i}}$, and $\left.\hat{u}\right|_{\hat{\Omega}_{k}}=\Psi_{k}\left(\left.u\right|_{\Omega_{k}}\right)$.

We define

$$
\begin{aligned}
& A(t ; \hat{u}, \hat{v})=\int_{\hat{\Omega}}\left(\sum_{i, j=1}^{d} \hat{a}_{i j} \hat{D}_{i} \hat{u} \hat{D}_{j} \hat{v}+\hat{q} \hat{u} \hat{v}\right) \mathrm{d} \hat{x} \quad \forall \hat{u}, \hat{v} \in H^{1}(\hat{\Omega}) \\
& A^{\prime}(t ; \hat{u}, \hat{v})=\int_{\hat{\Omega}}\left(\sum_{i, j=1}^{d} \frac{\partial \hat{a}_{i j}}{\partial t} \hat{D}_{i} \hat{u} \hat{D}_{j} \hat{v}+\frac{\partial \hat{q}}{\partial t} \hat{u} \hat{v}\right) \mathrm{d} \hat{x} \quad \forall \hat{u}, \hat{v} \in H^{1}(\hat{\Omega})
\end{aligned}
$$

and assume the coercivity and boundedness as follows:

$$
\begin{align*}
& A(t ; \hat{u}, \hat{u}) \geq \mu_{1}\|\hat{u}\|_{1, \hat{\Omega}}^{2} \quad \forall \hat{u} \in H^{1}(\hat{\Omega}), \quad \forall t \in[0, T]  \tag{2.3}\\
& |A(t ; \hat{u}, \hat{v})| \leq \mu_{2}\|\hat{u}\|_{1, \hat{\Omega}}\|\hat{v}\|_{1, \hat{\Omega}} \quad \forall \hat{u}, \hat{v} \in H^{1}(\hat{\Omega}), \forall t \in[0, T]  \tag{2.4}\\
& \left|A^{\prime}(t ; \hat{u}, \hat{v})\right| \leq \mu_{3}\|\hat{u}\|_{1, \hat{\Omega}}\|\hat{v}\|_{1, \hat{\Omega}} \quad \forall \hat{u}, \hat{v} \in H^{1}(\hat{\Omega}), \forall t \in[0, T] . \tag{2.5}
\end{align*}
$$

For a given Banach space $B$, we define

$$
\begin{aligned}
L^{p}(0, T ; B)= & \left\{\hat{u}(t, \cdot):[0, T] \rightarrow B \text { s.t. }\|\hat{u}\|=\left(\int_{0}^{T}\|\hat{u}(t, \cdot)\|_{B}^{p} d t\right)^{\frac{1}{p}}<\infty\right\}, \\
H^{m}(0, T ; B)= & \left\{\hat{u}(t, \cdot):[0, T] \rightarrow B \text { s.t. } \frac{\partial^{i} \hat{u}}{\partial t^{i}} \in L^{2}(0, T ; B), i=0, \ldots, m\right\}, \\
C^{k}(0, T ; B)= & \{\hat{u}(t, \cdot):[0, T] \rightarrow B \text { s.t. } \hat{u}(t) \text { has up to } k \text { th order continuous } \\
& \text { derivative for } \mathrm{t}\} .
\end{aligned}
$$

We use $\hat{S}_{0}^{h} \subset H_{0}^{1}(\hat{\Omega}) \cap C(\hat{\Omega})$ to denote the $d$-quadratic finite element space under the partition $\hat{\Im}^{h}$.

It is well known that the weak formulation of our problem can be obtained as follows: Find $\hat{u} \in H^{2}\left(0, T ; H_{0}^{1}(\hat{\Omega})\right)$ satisfying

$$
\left\{\begin{array}{l}
\left(\hat{u}_{t t}, \hat{v}\right)+A(t ; \hat{u}, \hat{v})=(\hat{f}, \hat{v})  \tag{2.6}\\
\hat{u}(0, \hat{x})=\hat{u}_{0}(\hat{x}), \hat{u}_{t}(0, \hat{x})=\hat{u}_{1}(\hat{x})
\end{array} \quad \forall \hat{v} \in H_{0}^{1}(\hat{\Omega}),\right.
$$

Next the semidiscrete approximation can be obtained as follows [12, 26]: Find $\overline{\hat{u}} \in$ $H^{2}\left(0, T ; \hat{S}_{0}^{h}\right)$ satisfying

$$
\begin{cases}\left(\overline{\hat{u}}_{t t}, \hat{v}\right)+A(t ; \overline{\hat{u}}, \hat{v})=(\hat{f}, \hat{v}) & \forall \hat{v} \in \hat{S}_{0}^{h}  \tag{2.7}\\ (\hat{\bar{u}}(0, \hat{x}), \hat{v})=\left(\hat{u}_{0}(\hat{x}), \hat{v}\right),\left(\overline{\hat{u}}_{t}(0, \hat{x}), \hat{v}\right)=\left(\hat{u}_{1}(\hat{x}), \hat{v}\right) & \forall \hat{v} \in \hat{S}_{0}^{h}\end{cases}
$$

Let $\hat{P}_{h}$ denote the orthogonal projection operator mapping $L^{2}(\hat{\Omega})$ to $\hat{S}_{0}^{h}$. Then from (2.7), we get

$$
\begin{equation*}
\overline{\hat{u}}(0, \hat{x})=\hat{P}_{h} \hat{u}_{0}(\hat{x}), \overline{\hat{u}}_{t}(0, \hat{x})=\hat{P}_{h} \hat{u}_{1}(\hat{x}) \tag{2.8}
\end{equation*}
$$

Let $\hat{h}_{l+1}=\tau=\frac{T}{N}$ denote the time step size, $t_{n}=n \tau$, and $w^{n}=w(n \tau, \hat{x})$. Then a well-known fully discrete approximation $[12,26]$ can be obtained as follows: Find $\hat{U}^{n} \in \hat{S}_{0}^{h}, n=1, \ldots, N$, satisfying

$$
\left\{\begin{array}{l}
\left(\bar{\partial}_{t t} \hat{U}^{n}, \hat{v}\right)+A\left(t_{n} ; \hat{U}^{n, \frac{1}{4}}, \hat{v}\right)=\left(\hat{f}^{n}, \hat{v}\right) \quad \forall \hat{v} \in \hat{S}_{0}^{h}  \tag{2.9}\\
\left(\hat{U}^{0}, \hat{v}\right)=\left(\hat{u}_{0}, \hat{v}\right) \quad \forall \hat{v} \in \hat{S}_{0}^{h} \\
\left(\hat{U}^{1}, \hat{v}\right)=\left(\hat{u}_{0}, \hat{v}\right)+\tau\left(\hat{u}_{1}, \hat{v}\right)+\frac{\tau^{2}}{2}\left[\left(\hat{f}^{0}, \hat{v}\right)-A\left(0 ; \hat{P}_{h} \hat{u}_{0}, \hat{v}\right)\right] \\
+\frac{\tau^{3}}{6}\left[\left(\hat{f}_{t}^{0}, \hat{v}\right)-A^{\prime}\left(0 ; \hat{P}_{h} \hat{u}_{0}, \hat{v}\right)-A\left(0 ; \hat{P}_{h} \hat{u}_{1}, \hat{v}\right)\right] \quad \forall \hat{v} \in \hat{S}_{0}^{h}
\end{array}\right.
$$

Here $\bar{\partial}_{t t} \hat{U}^{n}=\frac{\hat{U}^{n+1}-2 \hat{U}^{n}+\hat{U}^{n-1}}{\tau^{2}}, \hat{U}^{n, \frac{1}{4}}=\frac{\hat{U}^{n+1}+2 \hat{U}^{n}+\hat{U}^{n-1}}{4}$.
It is well known that the standard Galerkin method with only one grid parameter can be used to get an approximation and Richardson extrapolation can be applied to this approximation. Our goal is to develop the splitting extrapolation method to get a better approximation by computing a set of smaller discrete subproblems in parallel. We therefore need to establish the multiparameter asymptotic expansion of the fully discrete $d$-quadratic isoparametric finite element error and develop the splitting extrapolation formulas, which is the focus of this paper.

In the rest of this section, we list more conventions used in this article. Let $\|\cdot\|_{k, p, \hat{\Omega}}$ denote the norm of the space $W_{p}^{k}(\hat{\Omega}),\|\cdot\|_{k, \hat{\Omega}}$ denote the norm of the space $H^{k}(\hat{\Omega})$, and $\|\cdot\|_{k, \infty, \hat{\Omega}}$ denote the norm of the space $W_{\infty}^{k}(\hat{\Omega})$. We define $\prod_{s=1}^{m} W_{p}^{k}\left(\hat{\Omega}_{s}\right)$ to be a product space with the norm $\|\cdot\|_{k, p, \hat{\Omega}}^{\prime}:=\left(\sum_{s=1}^{m}\|\cdot\|_{k, p, \hat{\Omega}_{s}}^{p}\right)^{\frac{1}{p}}, \prod_{s=1}^{m} H^{k}\left(\hat{\Omega}_{s}\right)$ to be a product space with the norm $\|\cdot\|_{k, \hat{\Omega}}^{\prime}:=\left(\sum_{s=1}^{m}\|\cdot\|_{k, \hat{\Omega}_{s}}^{2}\right)^{\frac{1}{2}}$, and $\prod_{s=1}^{m} W_{\infty}^{k}\left(\hat{\Omega}_{s}\right)$ to be a product space with the norm $\|\cdot\|_{k, \infty, \hat{\Omega}}^{\prime}:=\sup _{1 \leq s \leq m}\|\cdot\|_{k, \infty, \hat{\Omega}_{s}}$. Define $\hat{h}:=\left(\hat{h}_{1}, \ldots, \hat{h}_{l+1}\right), \hat{h}_{0}:=\max _{1 \leq i \leq l} \hat{h}_{i}$.
3. Multiparameter asymptotic expansion of the semidiscrete finite element error. In section 2 we presented the semidiscrete finite element approximation (2.7). In this section we will show the multiparameter asymptotic expansion of its error. This is the key step in proving the multiparameter asymptotic expansion of the fully discrete finite element error in section 4.

First, we prove the following lemma, which is analogous to Lemma 1 in [12] and Lemma 13.1 in [26]. However, in this article we need to deal with the bilinear form $A(t ; \hat{u}, \hat{v})$, which has one more term $\hat{q} \hat{u} \hat{v}$, by using assumptions (2.3), (2.4), and (2.5).

Lemma 3.1. Along with the assumption of (2.3), (2.4), and (2.5), if $\hat{u}_{0} \in$ $H^{1}(\hat{\Omega}), \hat{u}_{1} \in L^{2}(\hat{\Omega}), \hat{f} \in L^{2}\left(\hat{Q}_{T}\right)$, then there exists a constant $C$ independent of $\hat{h}$, such that the solution of (2.7) satisfies

$$
\begin{equation*}
\|\overline{\hat{u}}\|_{1, \hat{\Omega}}^{2}+\left\|\overline{\hat{u}}_{t}\right\|_{0, \hat{\Omega}}^{2} \leq C\left(\left\|\hat{u}_{0}\right\|_{1, \hat{\Omega}}^{2}+\left\|\hat{u}_{1}\right\|_{0, \hat{\Omega}}^{2}+\|\hat{f}\|_{0, \hat{Q}_{T}}^{2}\right) . \tag{3.1}
\end{equation*}
$$

Proof. Let $\hat{v}=\overline{\hat{u}}_{t}$ in (2.7); then because of the Leibniz integral rule

$$
\frac{d}{\mathrm{~d} t}\left(\overline{\hat{u}}_{t}, \overline{\hat{u}}_{t}\right)=2\left(\overline{\hat{u}}_{t t}, \overline{\hat{u}}_{t}\right) \text { and } \frac{d}{\mathrm{~d} t} A(t ; \overline{\hat{u}}, \overline{\hat{u}})=A^{\prime}(t ; \overline{\hat{u}}, \overline{\hat{u}})+2 A\left(t ; \overline{\hat{u}}, \overline{\hat{u}}_{t}\right)
$$

lead to

$$
\begin{equation*}
\frac{d}{\mathrm{~d} s}\left(\overline{\hat{u}}_{s}, \overline{\hat{u}}_{s}\right)+\frac{d}{\mathrm{~d} s} A(s ; \overline{\hat{u}}, \overline{\hat{u}})-A^{\prime}(s ; \overline{\hat{u}}, \overline{\hat{u}})=2\left(\hat{f}, \overline{\hat{u}}_{s}\right) . \tag{3.2}
\end{equation*}
$$

In (3.2) we've written $s$ instead of $t$. Then integrating (3.2) from 0 to $t$ with respect to $s$ and using (2.8), we have

$$
\begin{aligned}
\left\|\overline{\hat{u}}_{t}\right\|_{0, \hat{\Omega}}^{2}+A(t ; \overline{\hat{u}}, \overline{\hat{u}})= & \left\|\hat{P}_{h} \hat{u}_{1}\right\|_{0, \hat{\Omega}}^{2}+A\left(0 ; \hat{P}_{h} \hat{u}_{0}, \hat{P}_{h} \hat{u}_{0}\right)+\int_{0}^{t} A^{\prime}(s ; \overline{\hat{u}}, \overline{\hat{u}}) \mathrm{d} s \\
& +\int_{0}^{t} \int_{\hat{\Omega}} 2 \hat{f} \overline{\hat{u}}_{s} \mathrm{~d} \hat{x} \mathrm{~d} s .
\end{aligned}
$$

Because of (2.3), (2.4), and (2.5), we get

$$
\begin{aligned}
\left\|\overline{\hat{u}}_{t}\right\|_{0, \hat{\Omega}}^{2}+\mu_{1}\|\overline{\hat{u}}\|_{1, \hat{\Omega}}^{2} \leq & \left\|\hat{P}_{h} \hat{u}_{1}\right\|_{0, \hat{\Omega}}^{2}+\mu_{2}\left\|\hat{P}_{h} \hat{u}_{0}\right\|_{1, \hat{\Omega}}^{2}+\int_{0}^{t} \mu_{3}\|\overline{\hat{u}}\|_{1, \hat{\Omega}}^{2} \mathrm{~d} s+\|\hat{f}\|_{0, \hat{Q}_{T}}^{2} \\
& +\int_{0}^{t}\left\|\overline{\hat{u}}_{s}\right\|_{0, \hat{\Omega}}^{2} \mathrm{~d} s .
\end{aligned}
$$

Then there exist constants $C_{1}$ and $C_{2}$ such that

$$
\left.\left\|\overline{\hat{u}}_{t}\right\|_{0, \hat{\Omega}}^{2}+\|\overline{\hat{u}}\|_{1, \hat{\Omega}}^{2} \leq C_{1}\left(\left\|\hat{P}_{h} \hat{u}_{1}\right\|_{0, \hat{\Omega}}^{2}+\left\|\hat{P}_{h} \hat{u}_{0}\right\|_{1, \hat{\Omega}}^{2}+\|\hat{f}\|_{0, \hat{Q}_{T}}^{2}\right)+C_{2} \int_{0}^{t}\left(\left\|\overline{\hat{u}}_{s}\right\|_{0, \hat{\Omega}}^{2}+\|\overline{\hat{u}}\|_{1, \hat{\Omega}}^{2}\right) \mathrm{d} s\right) .
$$

With Gronwall's inequality and the boundedness of $\hat{P}_{h}$, we finish the proof.
Second, we recall the following two lemmas from [18, 38]. Define $\hat{u}^{I}$ to be the interpolation function of $\hat{u}$ in $H^{2}\left(0, T ; \hat{S}_{0}^{h}\right)$. Let $\hat{R}_{h}^{t}$ denote the Ritz projection operator with respect to $A(t ; \cdot, \cdot)$, i.e., $A\left(t ; \hat{R}_{h}^{t} \hat{u}, \hat{v}\right)=A(t ; \hat{u}, \hat{v})$ for all $\hat{v} \in \hat{S}_{0}^{h}$.

LEMMA 3.2. Assume that $\hat{a}_{i j}, \hat{q} \in\left(\prod_{k=1}^{m} W_{\infty}^{4}\left(\hat{\Omega}_{k}\right)\right) \bigcap L^{\infty}(\hat{\Omega})$, and $\hat{u}(t, \cdot) \in$ $\left(\prod_{k=1}^{m} H^{7}\left(\hat{\Omega}_{k}\right)\right) \bigcap H_{0}^{1}(\hat{\Omega})$. Then there exist an $r>0$ and functions $\hat{\phi}_{i} \in \prod_{k=1}^{m}\left(H^{r}\left(\hat{\Omega}_{k}\right)\right.$ $\left.\bigcap L^{\infty}\left(\hat{\Omega}_{k}\right)\right)(i=1, \ldots, l)$ independent of $\hat{h}$ such that

$$
\begin{equation*}
\hat{R}_{h}^{t} \hat{u}-\hat{u}^{I}=\sum_{i=1}^{l} \hat{h}_{i}^{4} \hat{\phi}_{i}^{I}+\varepsilon,\|\varepsilon\|_{0, \infty, \hat{\Omega}}^{\prime}=O\left(\hat{h}_{0}^{4+\alpha}\left|\ln \hat{h}_{0}\right|^{\frac{d-1}{d}}\right), \alpha=\min (r, 2)-\frac{d}{2}>0 \tag{3.3}
\end{equation*}
$$

Lemma 3.3. Given the same assumption as in Lemma 3.2, there exist an $r>0$ and functions $\hat{W}_{i} \in \prod_{k=1}^{m}\left(H^{r}\left(\hat{\Omega}_{k}\right) \bigcap L^{\infty}\left(\hat{\Omega}_{k}\right)\right)(i=1, \ldots, l)$ and a constant $C$ independent of $\hat{h}$ such that

$$
\begin{equation*}
\left\|\hat{R}_{h}^{t} \hat{u}-\hat{P}_{h} \hat{u}-\sum_{i=1}^{l} \hat{h}_{i}^{4} \hat{P}_{h} \hat{W}_{i}\right\|_{0, \infty, \hat{\Omega}}^{\prime} \leq C \hat{h}_{0}^{4+\beta_{0}}, \beta_{0}=\min (r, 2)-\frac{d}{2}>0 \tag{3.4}
\end{equation*}
$$

Based on the three lemmas above, we prove the following theorem, which shows the multiparameter asymptotic expansion of the semidiscrete $d$-quadratic isoparametric finite element approximation.

THEOREM 3.4. Along with the same assumptions of Lemma 3.2, there exist functions $\hat{\psi}_{i} \in H^{2}\left(0, T ; H^{1}(\hat{\Omega})\right)(i=1, \ldots, l)$ independent of $\hat{h}$ such that the error of the solution of (2.7) satisfies the following multiparameter asymptotic expansion:

$$
\begin{equation*}
\overline{\hat{u}}-\hat{u}^{I}=\sum_{i=1}^{l} \hat{h}_{i}^{4} \hat{\psi}_{i}^{I}+\varepsilon,\|\varepsilon\|_{0, \infty, \hat{Q}_{T}}^{\prime}=O\left(\hat{h}_{0}^{4+\beta_{1}}\left|\ln \hat{h}_{0}\right|^{\frac{d-1}{d}}\right), \beta_{1}>0 \tag{3.5}
\end{equation*}
$$

Proof. Let $\hat{\theta}=\hat{R}_{h}^{t} \hat{u}-\overline{\hat{u}}$; then

$$
\begin{equation*}
\overline{\hat{u}}-\hat{u}^{I}=-\hat{\theta}+\left(\hat{R}_{h}^{t} \hat{u}-\hat{u}^{I}\right) \tag{3.6}
\end{equation*}
$$

By Lemma 3.2, there exists some $\alpha>0$ such that we have

$$
\begin{equation*}
\hat{R}_{h}^{t} \hat{u}-\hat{u}^{I}=\sum_{i=1}^{l} \hat{h}_{i}^{4} \hat{\phi}_{i}^{I}+\varepsilon_{1},\left\|\varepsilon_{1}\right\|_{0, \infty, \hat{\Omega}}^{\prime}=O\left(\hat{h}_{0}^{4+\alpha}\left|\ln \hat{h}_{0}\right|^{\frac{d-1}{d}}\right) \tag{3.7}
\end{equation*}
$$

Now we need to analyze the expansion of $\hat{\theta}$. Let $\hat{\rho}=\hat{u}-\hat{R}_{h}^{t} \hat{u}$. Then $\hat{P}_{h} \hat{\rho}=\hat{P}_{h} \hat{u}-\hat{R}_{h}^{t} \hat{u}$. From Lemma 3.3, we get

$$
\begin{equation*}
\hat{P}_{h} \hat{\rho}=-\sum_{i=1}^{l} \hat{h}_{i}^{4} \hat{P}_{h} \hat{W}_{i}+\varepsilon_{2}, \quad \text { where }\left\|\varepsilon_{2}\right\|_{0, \infty, \hat{\Omega}}^{\prime}=O\left(\hat{h}_{0}^{4+\beta_{0}}\right) \tag{3.8}
\end{equation*}
$$

Define $D_{t}^{m}=\frac{\partial^{m}}{\partial t^{m}}$. We note that $\hat{P}_{h}$ can commute with $D_{t}^{m}$. For any $\hat{v} \in \hat{S}_{0}^{h}$, using the definitions of $\hat{\theta}, \hat{\rho}, \hat{P}_{h}$, and $\hat{R}_{h}^{t}$ together with the formulas (2.6), (2.7), and (3.8), we have

$$
\begin{aligned}
& \left(\hat{\theta}_{t t}, \hat{v}\right)+A(t ; \hat{\theta}, \hat{v})=\left[\left(D_{t}^{2} \hat{R}_{h}^{t} \hat{u}, \hat{v}\right)+A\left(t ; \hat{R}_{h}^{t} \hat{u}, \hat{v}\right)\right]-\left[\left(\overline{\hat{u}}_{t t}, \hat{v}\right)+A(t ; \overline{\hat{u}}, \hat{v})\right] \\
& =\left[\left(D_{t}^{2} \hat{R}_{h}^{t} \hat{u}, \hat{v}\right)+A(t ; \hat{u}, \hat{v})\right]-(\hat{f}, \hat{v})=\left(D_{t}^{2} \hat{R}_{h}^{t} \hat{u}, \hat{v}\right)-\left(\hat{u}_{t t}, \hat{v}\right) \\
& =\left(D_{t}^{2} \hat{R}_{h}^{t} \hat{u}, \hat{v}\right)-\left(\hat{P}_{h} \hat{u}_{t t}, \hat{v}\right)=\left(D_{t}^{2} \hat{R}_{h}^{t} \hat{u}, \hat{v}\right)-\left(D_{t}^{2} \hat{P}_{h} \hat{u}, \hat{v}\right) \\
& =-\left(D_{t}^{2} \hat{P}_{h} \hat{\rho}, \hat{v}\right) \\
& =\sum_{i=1}^{l} \hat{h}_{i}^{4}\left(D_{t}^{2} \hat{P}_{h} \hat{W}_{i}, \hat{v}\right)-\left(D_{t}^{2} \varepsilon_{2}, \hat{v}\right), \\
& (\hat{\theta}(0, \cdot), \hat{v})=\left(\hat{R}_{h}^{t} \hat{u}(0, \cdot)-\overline{\hat{u}}(0, \cdot), \hat{v}\right)=\left(\hat{R}_{h}^{t} \hat{u}_{0}-\hat{u}_{0}, \hat{v}\right)=\left(\hat{P}_{h} \rho(0, \cdot), \hat{v}\right) \\
& =\sum_{i=1}^{l} \hat{h}_{i}^{4}\left(\hat{P}_{h} \hat{W}_{i}(0, \cdot), \hat{v}\right)-\left(\varepsilon_{2}(0, \cdot), \hat{v}\right), \\
& \left(D_{t} \hat{\theta}(0, \cdot), \hat{v}\right)=\sum_{i=1}^{l} \hat{h}_{i}^{4}\left(D_{t} \hat{P}_{h} \hat{W}_{i}(0, \cdot), \hat{v}\right)-\left(D_{t} \varepsilon_{2}(0, \cdot), \hat{v}\right) .
\end{aligned}
$$

An auxiliary problem is constructed as follows: Find $\hat{\varphi}_{i} \in H^{2}\left(0, T ; H_{0}^{1}(\hat{\Omega})\right), i=$ $1, \ldots, l$, such that

$$
\left\{\begin{array}{l}
\left(D_{t}^{2} \hat{\varphi}_{i}, \hat{v}\right)+A\left(t ; \hat{\varphi}_{i}, \hat{v}\right)=-\left(D_{t}^{2} \hat{P}_{h} \hat{W}_{i}, \hat{v}\right) \\
\hat{\varphi}_{i}(0, \cdot)=-\hat{W}_{i}(0, \cdot), D_{t} \hat{\varphi}_{i}(0, \cdot)=-D_{t} \hat{W}_{i}(0, \cdot)
\end{array} \quad \forall \hat{v} \in H_{0}^{1}(\hat{\Omega})\right.
$$

The semidiscrete finite element approximation can be obtained as follows: Find $\overline{\hat{\varphi}}_{i} \in$ $H^{2}\left(0, T ; \hat{S}_{0}^{h}\right), i=1, \ldots, l$, such that

$$
\begin{cases}\left(D_{t}^{2} \overline{\hat{\varphi}}_{i}, \hat{v}\right)+A\left(t ; \overline{\hat{\varphi}}_{i}, \hat{v}\right)=-\left(D_{t}^{2} \hat{P}_{h} \hat{W}_{i}, \hat{v}\right) & \forall \hat{v} \in \hat{S}_{0}^{h}  \tag{3.12}\\ \left(\overline{\hat{\varphi}}_{i}(0, \cdot), \hat{v}\right)=-\left(\hat{W}_{i}(0, \cdot), \hat{v}\right),\left(D_{t} \hat{\hat{\varphi}}_{i}(0, \cdot), \hat{v}\right)=-\left(D_{t} \hat{W}_{i}(0, \cdot), \hat{v}\right) & \forall \hat{v} \in \hat{S}_{0}^{h}\end{cases}
$$

Define $\overline{\hat{\psi}}=\hat{\theta}+\sum_{i=1}^{l} \hat{h}_{i}^{4} \overline{\hat{\varphi}}_{i}$; then (3.9), (3.10), (3.11), and (3.12) lead to

$$
\begin{cases}\left(D_{t}^{2} \overline{\hat{\psi}}, \hat{v}\right)+A(t ; \overline{\hat{\psi}}, \hat{v})=-\left(D_{t}^{2} \varepsilon_{2}, \hat{v}\right) & \forall \hat{v} \in \hat{S}_{0}^{h}  \tag{3.13}\\ (\overline{\hat{\psi}}(0, \cdot), \hat{v})=-\left(\varepsilon_{2}(0, \cdot), \hat{v}\right),\left(D_{t} \overline{\hat{\psi}}(0, \cdot), \hat{v}\right)=-\left(D_{t} \varepsilon_{2}(0, \cdot), \hat{v}\right) & \forall \hat{v} \in \hat{S}_{0}^{h}\end{cases}
$$

Applying Lemma 3.1 to (3.13), we have

$$
\begin{equation*}
\|\overline{\hat{\psi}}\|_{0, \hat{\Omega}}+\|\overline{\hat{\psi}}\|_{1, \hat{\Omega}} \leq C\left(\left\|\varepsilon_{2}(0)\right\|_{1, \hat{\Omega}}+\left\|D_{t} \varepsilon_{2}(0)\right\|_{0, \hat{\Omega}}+\left\|D_{t}^{2} \varepsilon_{2}\right\|_{0, \hat{Q}_{T}}\right) \tag{3.14}
\end{equation*}
$$

Using (3.8), (3.14), and the inverse estimate [10], we can get

$$
\begin{equation*}
\|\overline{\hat{\psi}}\|_{0, \infty, \hat{\Omega}} \leq C(t) \hat{h}_{0}^{4+\beta_{0}}\left|\ln \hat{h}_{0}\right|^{\frac{d-1}{d}} \tag{3.15}
\end{equation*}
$$

Note that $d=2,3$ in (2.1). If $1 \geq \gamma>\frac{d}{2}-1$ and $\hat{\varphi}_{i}(t, \cdot) \in H^{2}\left(0, T ; \prod_{k=1}^{m} H^{1+\gamma}\left(\hat{\Omega}_{k}\right) \bigcap\right.$ $H_{0}^{1}(\hat{\Omega})$ ), then by Theorem 4.2 in [2] or by the conclusions in [12, 26], we have

$$
\begin{equation*}
\left\|\hat{\varphi}_{i}-\overline{\hat{\varphi}}_{i}\right\|_{1, \hat{\Omega}} \leq C \hat{h}_{0}^{\gamma} \tag{3.16}
\end{equation*}
$$

Replacing $\overline{\hat{\varphi}}_{i}$ by $\hat{\varphi}_{i}^{I}$ in the definition of $\overline{\hat{\psi}}$ and using (3.15), (3.16), and the inverse estimate, we get

$$
\left\|\hat{\theta}+\sum_{i=1}^{l} \hat{h}_{i}^{4} \hat{\varphi}_{i}^{I}\right\|_{0, \infty, \hat{\Omega}} \leq C\left|\ln \hat{h}_{0}\right|^{\frac{d-1}{d}} \hat{h}_{0}^{4+\beta_{2}}, \beta_{2}=\min \left(\beta_{0}, \gamma+1-\frac{d}{2}\right)>0
$$

Therefore,

$$
\begin{equation*}
\hat{\theta}=-\sum_{i=1}^{l} \hat{h}_{i}^{4} \hat{\varphi}_{i}^{I}+\varepsilon_{3}, \text { where }\left\|\varepsilon_{3}\right\|_{0, \infty, \hat{\Omega}} \leq C\left|\ln \hat{h}_{0}\right|^{\frac{d-1}{d}} \hat{h}_{0}^{4+\beta_{2}} \tag{3.17}
\end{equation*}
$$

Plugging (3.7) and (3.17) into (3.6), we get

$$
\overline{\hat{u}}-\hat{u}^{I}=\sum_{i=1}^{l} \hat{h}_{i}^{4}\left(\hat{\varphi}_{i}^{I}+\hat{\phi}_{i}^{I}\right)+\varepsilon_{2}-\varepsilon_{3} .
$$

Let $\hat{\psi}_{i}=\hat{\varphi}_{i}+\hat{\phi}_{i}$ and $\varepsilon=\varepsilon_{2}-\varepsilon_{3}$; then $\hat{\psi}_{i}^{I}=\hat{\varphi}_{i}^{I}+\hat{\phi}_{i}^{I}$ and

$$
\begin{equation*}
\overline{\hat{u}}-\hat{u}^{I}=\sum_{i=1}^{l} \hat{h}_{i}^{4} \hat{\psi}_{i}^{I}+\varepsilon \tag{3.18}
\end{equation*}
$$

Finally, (3.17), (3.7), and (3.18) lead to

$$
\|\varepsilon\|_{0, \infty, \hat{Q}_{T}}^{\prime}=O\left(\hat{h}_{0}^{4+\beta_{1}}\left|\ln \hat{h}_{0}\right|^{\frac{d-1}{d}}\right), \beta_{1}=\min \left(\beta_{2}, \alpha\right)>0 .
$$

4. Multiparameter asymptotic expansion of the fully discrete finite element error. We presented the fully discrete finite element approximation (2.9) in section 2 and showed the multiparameter asymptotic expansion of the semidiscrete finite element error in section 3. Based on these results, we will establish the multiparameter asymptotic expansion of the fully discrete finite element error in this section.

Similar to [12], we introduce some finite difference operators as follows:

$$
\begin{equation*}
\hat{U}^{n, \frac{1}{4}}=\frac{\hat{U}^{n+1}+2 \hat{U}^{n}+\hat{U}^{n-1}}{4}, \quad \hat{U}^{n+\frac{1}{2}}=\frac{\hat{U}^{n+1}+\hat{U}^{n}}{2}, \quad \hat{U}^{n-\frac{1}{2}}=\frac{\hat{U}^{n-1}+\hat{U}^{n}}{2} \tag{4.1}
\end{equation*}
$$

$$
\begin{equation*}
\bar{\partial}_{t} \hat{U}^{n+\frac{1}{2}}=\frac{\hat{U}^{n+1}-\hat{U}^{n}}{\tau}, \quad \bar{\partial}_{t} \hat{U}^{n}=\frac{\hat{U}^{n+\frac{1}{2}}-\hat{U}^{n-\frac{1}{2}}}{\tau}, \quad \bar{\partial}_{t t} \hat{U}^{n}=\frac{\hat{U}^{n+1}-2 \hat{U}^{n}+\hat{U}^{n-1}}{\tau^{2}} \tag{4.2}
\end{equation*}
$$

Then we have the following relations:

$$
\begin{align*}
& \bar{\partial}_{t} \hat{U}^{n-\frac{1}{2}}=\bar{\partial}_{t} \hat{U}^{n-1+\frac{1}{2}}=\frac{\hat{U}^{n}-\hat{U}^{n-1}}{\tau}  \tag{4.3}\\
& \bar{\partial}_{t} \hat{U}^{n}=\frac{\hat{U}^{n+\frac{1}{2}}-\hat{U}^{n-\frac{1}{2}}}{\tau}=\frac{\bar{\partial}_{t} \hat{U}^{n+\frac{1}{2}}+\bar{\partial}_{t} \hat{U}^{n-\frac{1}{2}}}{2}  \tag{4.4}\\
& \bar{\partial}_{t t} \hat{U}^{n}=\frac{\hat{U}^{n+1}-2 \hat{U}^{n}+\hat{U}^{n-1}}{\tau^{2}}=\frac{\bar{\partial}_{t} \hat{U}^{n+\frac{1}{2}}-\bar{\partial}_{t} \hat{U}^{n-\frac{1}{2}}}{\tau}  \tag{4.5}\\
& \hat{U}^{n, \frac{1}{4}}=\frac{\hat{U}^{n+1}+2 \hat{U}^{n}+\hat{U}^{n-1}}{4}=\frac{\hat{U}^{n+\frac{1}{2}}+\hat{U}^{n-\frac{1}{2}}}{2} \tag{4.6}
\end{align*}
$$

The following lemma is analogous to Lemma 6 in [12], Lemma 13.2 in [26], and Lemma 3.1 in section 3.

Lemma 4.1. Suppose $\hat{f} \in C\left(0, T ; L^{2}(\hat{\Omega})\right)$. Then there exists a constant $C$ independent of $\tau$ such that

$$
\begin{equation*}
\max _{1 \leq n \leq N}\left(\left\|\bar{\partial}_{t} \hat{U}^{n-\frac{1}{2}}\right\|_{0, \hat{\Omega}}^{2}+\left\|\hat{U}^{n-\frac{1}{2}}\right\|_{1, \hat{\Omega}}^{2}\right) \leq C\left(\left\|\hat{U}^{\frac{1}{2}}\right\|_{1, \hat{\Omega}}^{2}+\left\|\bar{\partial}_{t} \hat{U}^{\frac{1}{2}}\right\|_{0, \hat{\Omega}}^{2}+\max _{1 \leq n \leq N}\|\hat{f}\|_{0, \hat{\Omega}}^{2}\right) . \tag{4.7}
\end{equation*}
$$

Proof. In (2.9); let $\hat{v}=\bar{\partial}_{t} \hat{U}^{n}$, then (4.4), (4.5), and (4.6) lead to

$$
\begin{aligned}
& \left\|\bar{\partial}_{t} \hat{U}^{n+\frac{1}{2}}\right\|_{0, \hat{\Omega}}^{2}-\left\|\bar{\partial}_{t} \hat{U}^{n-\frac{1}{2}}\right\|_{0, \hat{\Omega}}^{2}+A\left(t_{n} ; \hat{U}^{n+\frac{1}{2}}, \hat{U}^{n+\frac{1}{2}}\right)-A\left(t_{n} ; \hat{U}^{n-\frac{1}{2}}, \hat{U}^{n-\frac{1}{2}}\right) \\
(4.8)= & \tau\left(\hat{f}^{n}, \bar{\partial}_{t} \hat{U}^{n+\frac{1}{2}}+\bar{\partial}_{t} \hat{U}^{n-\frac{1}{2}}\right)
\end{aligned}
$$

By Taylor expansion, there exists a $\theta_{n} \in(0,1)$ such that

$$
\begin{equation*}
A\left(t_{n} ; \hat{U}^{n-\frac{1}{2}}, \hat{U}^{n-\frac{1}{2}}\right)=A\left(t_{n-1} ; \hat{U}^{n-\frac{1}{2}}, \hat{U}^{n-\frac{1}{2}}\right)+\tau A^{\prime}\left(t_{n-\theta_{n}} ; \hat{U}^{n-\frac{1}{2}}, \hat{U}^{n-\frac{1}{2}}\right) \tag{4.9}
\end{equation*}
$$

Here $t_{n-\theta_{n}}=t_{n}-\theta_{n} \tau$. Plugging (4.9) into (4.8) and taking the summation for $n=1, \ldots, N-1$ on both sides of (4.8), we get

$$
\begin{aligned}
& \left\|\bar{\partial}_{t} \hat{U}^{N-\frac{1}{2}}\right\|_{0, \hat{\Omega}}^{2}+A\left(t_{N-1} ; \hat{U}^{N-\frac{1}{2}}, \hat{U}^{N-\frac{1}{2}}\right) \\
= & \left\|\bar{\partial}_{t} \hat{U}^{\frac{1}{2}}\right\|_{0, \hat{\Omega}}^{2}+A\left(t_{0} ; \hat{U}^{\frac{1}{2}}, \hat{U}^{\frac{1}{2}}\right)+\tau \sum_{n=1}^{N-1} A^{\prime}\left(t_{n-\theta_{n}} ; \hat{U}^{n-\frac{1}{2}}, \hat{U}^{n-\frac{1}{2}}\right) \\
& +\tau \sum_{n=1}^{N-1}\left(\hat{f}^{n}, \bar{\partial}_{t} \hat{U}^{n+\frac{1}{2}}+\bar{\partial}_{t} \hat{U}^{n-\frac{1}{2}}\right)
\end{aligned}
$$

Using (2.3), (2.4), (2.5), (4.2), (4.3), and the Schwarz inequality, we have

$$
\begin{aligned}
& \left\|\bar{\partial}_{t} \hat{U}^{N-\frac{1}{2}}\right\|_{0, \hat{\Omega}}^{2}+\mu_{1}\left\|\hat{U}^{N-\frac{1}{2}}\right\|_{1, \hat{\Omega}}^{2} \\
\leq & \left\|\bar{\partial}_{t} \hat{U}^{\frac{1}{2}}\right\|_{0, \hat{\Omega}}^{2}+\mu_{2}\left\|\hat{U}^{\frac{1}{2}}\right\|_{1, \hat{\Omega}}^{2}+\tau \sum_{n=1}^{N-1} \mu_{3}\left\|\hat{U}^{n-\frac{1}{2}}\right\|_{1, \hat{\Omega}}^{2} \\
& +\tau \sum_{n=1}^{N-1}\left(\left\|\hat{f}^{n}\right\|_{0, \hat{\Omega}}\left\|\bar{\partial}_{t} \hat{U}^{n+\frac{1}{2}}\right\|_{0, \hat{\Omega}}+\left\|\hat{f}^{n}\right\|_{0, \hat{\Omega}}\left\|\bar{\partial}_{t} \hat{U}^{n-\frac{1}{2}}\right\|_{0, \hat{\Omega}}\right) \\
\leq & \left\|\bar{\partial}_{t} \hat{U}^{\frac{1}{2}}\right\|_{0, \hat{\Omega}}^{2}+\mu_{2}\left\|\hat{U}^{\frac{1}{2}}\right\|_{1, \hat{\Omega}}^{2}+\tau \sum_{n=1}^{N-1} \mu_{3}\left\|\hat{U}^{n-\frac{1}{2}}\right\|_{1, \hat{\Omega}}^{2} \\
& +\frac{\tau}{2} \sum_{n=1}^{N-1}\left(2\left\|\hat{f}^{n}\right\|_{0, \hat{\Omega}}^{2}+\left\|\bar{\partial}_{t} \hat{U}^{n+\frac{1}{2}}\right\|_{0, \hat{\Omega}}^{2}+\left\|\bar{\partial}_{t} \hat{U}^{n-\frac{1}{2}}\right\|_{0, \hat{\Omega}}^{2}\right) \\
\leq & \left\|\bar{\partial}_{t} \hat{U}^{\frac{1}{2}}\right\|_{0, \hat{\Omega}}^{2}+\mu_{2}\left\|\hat{U}^{\frac{1}{2}}\right\|_{1, \hat{\Omega}}^{2}+\tau \sum_{n=1}^{N-1} \mu_{3}\left\|\hat{U}^{n-\frac{1}{2}}\right\|_{1, \hat{\Omega}}^{2}+T \max _{0 \leq t \leq T}\left\|\hat{f}_{0, \hat{\Omega}}^{2}+\tau \sum_{n=1}^{N-1}\right\| \bar{\partial}_{t} \hat{U}^{n-\frac{1}{2}} \|_{0, \hat{\Omega}}^{2} \\
& +\frac{\tau}{2}\left\|\bar{\partial}_{t} \hat{U}^{N-\frac{1}{2}}\right\|_{0, \hat{\Omega}}^{2} .
\end{aligned}
$$

Therefore, by moving $\frac{\tau}{2}\left\|\bar{\partial}_{t} \hat{U}^{N-\frac{1}{2}}\right\|_{0, \hat{\Omega}}^{2}$ to the left-hand side and assuming $\tau$ is sufficiently small, there exist constants $C_{1}$ and $C_{2}$ independent of $\tau$ such that

$$
\begin{aligned}
& \left\|\bar{\partial}_{t} \hat{U}^{N-\frac{1}{2}}\right\|_{0, \hat{\Omega}}^{2}+\left\|\hat{U}^{N-\frac{1}{2}}\right\|_{1, \hat{\Omega}}^{2} \\
\leq & C_{1}\left(\left\|\hat{U}^{\frac{1}{2}}\right\|_{1, \hat{\Omega}}^{2}+\left\|\bar{\partial}_{t} \hat{U}^{\frac{1}{2}}\right\|_{0, \hat{\Omega}}^{2}+\max _{0 \leq t \leq T}\|\hat{f}\|_{0, \hat{\Omega}}^{2}\right)+C_{2} \tau \sum_{n=1}^{N-1}\left(\left\|\bar{\partial}_{t} \hat{U}^{n-\frac{1}{2}}\right\|_{0, \hat{\Omega}}^{2}+\left\|\hat{U}^{n-\frac{1}{2}}\right\|_{1, \hat{\Omega}}^{2}\right) .
\end{aligned}
$$

With the discrete Gronwall inequality, we finish the proof.
Note that the finite difference scheme in (2.9) has $O\left(\tau^{2}\right)$ order of accuracy. Therefore, based on the lemma above and the Taylor expansion, we can prove the following lemma. Let $\hat{\Omega}_{0}^{h}$ denote the set of grid points obtained from the initial grid parameter $\hat{h}=\left(\hat{h}_{1}, \ldots, \hat{h}_{l+1}\right)$.

Lemma 4.2. Assume that the solution of (2.7) satisfies $\overline{\hat{u}} \in C^{5}\left(0, T ; \hat{S}_{0}^{h}\right)$. Then there exists a function $\hat{\psi}_{l+1} \in H^{2}\left(0, T ; \hat{S}_{0}^{h}\right)$ independent of $\hat{h}$ such that

$$
\begin{align*}
& \hat{U}^{n}(\hat{X})-\overline{\hat{u}}^{n}(\hat{X})=\tau^{2} \hat{\psi}_{l+1}^{n}(\hat{X})+\overline{\hat{r}}^{n}(\hat{X}) \quad \forall \hat{X} \in \hat{\Omega}_{0}^{h}, 1 \leq n \leq N,  \tag{4.10}\\
& \max _{1 \leq n \leq N}\left(\left\|\partial_{t} \overline{\hat{r}}^{n-\frac{1}{2}}\right\|_{0, \hat{\Omega}}+\left\|\bar{r}^{n-\frac{1}{2}}\right\|_{1, \hat{\Omega}}\right) \leq C \tau^{3} . \tag{4.11}
\end{align*}
$$

Proof. We use the method of undetermined coefficients to prove this lemma. Assume

$$
\begin{equation*}
\hat{U}^{n}-\overline{\hat{u}}^{n}=\tau^{2} \hat{\psi}_{l+1}^{n}+\overline{\hat{r}}^{n} \tag{4.12}
\end{equation*}
$$

where $\hat{\psi}_{l+1}^{n}$ and $\overline{\hat{r}}^{n}$ are undetermined. By the Taylor expansions of $\overline{\hat{u}}^{n+1}$ and $\overline{\hat{u}}^{n-1}$ at $n \tau$, we have

$$
\begin{equation*}
\overline{\hat{u}}^{n, \frac{1}{4}}=\frac{\overline{\hat{u}}^{n+1}+2 \overline{\hat{u}}^{n}+\overline{\hat{u}}^{n-1}}{4}=\overline{\hat{u}}^{n}+\frac{1}{4} \tau^{2} D_{t}^{2} \overline{\hat{u}}^{n}+\varepsilon_{1}^{n}, \quad \varepsilon_{1}^{n}=\frac{\tau^{4}}{96}\left(D_{t}^{4} \overline{\hat{u}}\left(\theta_{1}, \hat{x}\right)+D_{t}^{4} \overline{\hat{u}}\left(\theta_{2}, \hat{x}\right)\right), \tag{4.13}
\end{equation*}
$$

where $(n-1) \tau \leq \theta_{1} \leq n \tau$ and $n \tau \leq \theta_{2} \leq(n+1) \tau$. Then (4.1), (4.12), and (4.13) lead to

$$
\begin{equation*}
\hat{U}^{n, \frac{1}{4}}=\overline{\hat{u}}^{n, \frac{1}{4}}+\tau^{2} \hat{\psi}_{l+1}^{n, \frac{1}{4}}+\overline{\hat{r}}^{n, \frac{1}{4}}=\overline{\hat{u}}^{n}+\frac{1}{4} \tau^{2} D_{t}^{2} \overline{\hat{u}}^{n}+\tau^{2} \hat{\psi}_{l+1}^{n, \frac{1}{4}}+\overline{\hat{r}}^{n, \frac{1}{4}}+\varepsilon_{1}^{n} \tag{4.14}
\end{equation*}
$$

Similarly, by the Taylor expansions of $\overline{\hat{u}}^{n+1}$ and $\overline{\hat{u}}^{n-1}$ at $n \tau$, we get

$$
\begin{align*}
\bar{\partial}_{t t} \overline{\hat{u}}^{n} & =\frac{\overline{\hat{u}}^{n+1}-2 \overline{\hat{u}}^{n}+\overline{\hat{u}}^{n-1}}{\tau^{2}}=\overline{\hat{u}}_{t t}^{n}+\frac{1}{12} \tau^{2} D_{t}^{4} \overline{\hat{u}}^{n}+\varepsilon_{2}^{n}  \tag{4.15}\\
\varepsilon_{2}^{n} & =\frac{\tau^{3}}{120}\left(-D_{t}^{5} \overline{\hat{u}}\left(\theta_{3}, \hat{x}\right)+D_{t}^{5} \overline{\hat{u}}\left(\theta_{4}, \hat{x}\right)\right)
\end{align*}
$$

where $(n-1) \tau \leq \theta_{3} \leq n \tau$ and $n \tau \leq \theta_{4} \leq(n+1) \tau$. Then by (4.2), (4.12), and (4.15), we have

$$
\begin{equation*}
\bar{\partial}_{t t} \hat{U}^{n}=\bar{\partial}_{t t} \overline{\hat{u}}^{n}+\tau^{2} \bar{\partial}_{t t} \hat{\psi}_{l+1}^{n}+\bar{\partial}_{t t} \overline{\hat{r}}^{n}=\overline{\hat{u}}_{t t}^{n}+\frac{1}{12} \tau^{2} D_{t}^{4} \overline{\hat{u}}^{n}+\tau^{2} \bar{\partial}_{t t} \hat{\psi}_{l+1}^{n}+\bar{\partial}_{t t} \overline{\hat{r}}^{n}+\varepsilon_{2}^{n} \tag{4.16}
\end{equation*}
$$

Hence (2.7), (2.9), (4.14) and (4.16) lead to

$$
\begin{align*}
& \left(\frac{1}{12} \tau^{2} D_{t}^{4} \overline{\hat{u}}^{n}+\tau^{2} \bar{\partial}_{t t} \hat{\psi}_{l+1}^{n}+\bar{\partial}_{t t} \overline{\hat{r}}^{n}+\varepsilon_{2}^{n}, \hat{v}\right)  \tag{4.17}\\
& +A\left(t_{n} ; \frac{1}{4} \tau^{2} D_{t}^{2} \overline{\hat{u}}^{n}+\tau^{2} \hat{\psi}_{l+1}^{n, \frac{1}{4}}+\overline{\hat{r}}^{n, \frac{1}{4}}+\varepsilon_{1}^{n}, \hat{v}\right)=0 \quad \forall \hat{v} \in \hat{S}_{0}^{h}
\end{align*}
$$

We choose $\hat{\psi}_{l+1} \in H^{2}\left(0, T ; \hat{S}_{0}^{h}\right)$ such that

$$
\left\{\begin{array}{l}
\left(\bar{\partial}_{t t} \hat{\psi}_{l+1}^{n}, \hat{v}\right)+A\left(t_{n} ; \hat{\psi}_{l+1}^{n, \frac{1}{4}}, \hat{v}\right)=-\frac{1}{12}\left(D_{t}^{4} \overline{\hat{u}}^{n}, \hat{v}\right)-\frac{1}{4} A\left(t_{n} ; D_{t}^{2} \overline{\hat{u}}^{n}, \hat{v}\right) \quad \forall \hat{v} \in \hat{S}_{0}^{h}  \tag{4.18}\\
\hat{\psi}_{l+1}^{0}=0, \hat{\psi}_{l+1}^{1}=0
\end{array}\right.
$$

Using Taylor expansion, (2.7), and (2.9), we have

$$
\begin{aligned}
\overline{\hat{u}}^{1} & =\overline{\hat{u}}(\tau, \hat{x})=\overline{\hat{u}}(0, \hat{x})+\tau \overline{\hat{u}}_{t}(0, \hat{x})+\frac{\tau^{2}}{2} \overline{\hat{u}}_{t t}(0, \hat{x})+\frac{\tau^{3}}{6} D_{t}^{3} \overline{\hat{u}}(0, \hat{x})+\frac{\tau^{4}}{24} D_{t}^{4} \overline{\hat{u}}\left(\theta_{5}, \hat{x}\right) \\
(4.19) & =\hat{U}^{1}+\frac{\tau^{4}}{24} D_{t}^{4} \overline{\hat{u}}\left(\theta_{5}, \hat{x}\right)
\end{aligned}
$$

where $0 \leq \theta_{5} \leq \tau$. By (2.7), (2.9), (4.12), (4.17), (4.18), and (4.19), we get

$$
\left\{\begin{array}{l}
\left(\bar{\partial}_{t t} \overline{\hat{r}}^{n}, \hat{v}\right)+A\left(t_{n} ; \overline{\hat{r}}^{n}, \frac{1}{4}, \hat{v}\right)=-\left(\varepsilon_{2}^{n}, \hat{v}\right)-A\left(t_{n} ; \varepsilon_{1}^{n}, \hat{v}\right) \quad \forall \hat{v} \in \hat{S}_{0}^{h}  \tag{4.20}\\
\overline{\hat{r}}^{0}=0, \overline{\hat{r}}^{1}=-\frac{\tau^{4}}{24} D_{t}^{4} \overline{\hat{u}}\left(\theta_{5}, \hat{x}\right)
\end{array}\right.
$$

Repeating the proof of Lemma 4.1, we get

$$
\begin{align*}
& \max _{1 \leq n \leq N}\left(\left\|\partial_{t} \overline{\hat{r}}^{n-\frac{1}{2}}\right\|_{0, \hat{\Omega}}+\left\|\overline{\hat{r}}^{n-\frac{1}{2}}\right\|_{1, \hat{\Omega}}\right)  \tag{4.21}\\
& \quad \leq C\left(\left\|\bar{\partial}_{t} \overline{\hat{r}}^{\frac{1}{2}}\right\|_{0, \hat{\Omega}}+\left\|\overline{\hat{r}}^{\frac{1}{2}}\right\|_{1, \hat{\Omega}}+\max _{1 \leq n \leq N}\left(\left\|\varepsilon_{2}^{n}\right\|_{0, \hat{\Omega}}+\left\|\varepsilon_{1}^{n}\right\|_{1, \hat{\Omega}}\right)\right)
\end{align*}
$$

Note (4.1), (4.2), and (4.20); thus

$$
\begin{equation*}
\left\|\overline{\hat{r}}^{\frac{1}{2}}\right\|_{1, \hat{\Omega}} \leq C \tau^{4},\left\|\bar{\partial}_{t} \bar{r}^{\frac{1}{2}}\right\|_{0, \hat{\Omega}} \leq C \tau^{3} \tag{4.22}
\end{equation*}
$$

Plugging (4.13), (4.15), and (4.22) into (4.21), we finish the proof. $\quad \square$
The combination of the previous lemma and Theorem 3.4 gives us the main theorem of the paper, which shows the multiparameter asymptotic expansion of the fully discrete $d$-quadratic isoparametric finite element error.

Theorem 4.3. Along with the same assumption of Lemma 4.2 and Theorem 3.4, there exist functions $\hat{\psi}_{i}(t, x)(i=1, \ldots, l+1)$ independent of $\hat{h}$ such that

$$
\begin{align*}
& \hat{U}^{n}(\hat{X})-\hat{u}^{n}(\hat{X})=\sum_{i=1}^{l} \hat{h}_{i}^{4} \hat{\psi}_{i}^{n}(\hat{X})+\hat{h}_{l+1}^{2} \hat{\psi}_{l+1}^{n}(\hat{X})+\varepsilon^{n} \quad \forall \hat{X} \in \hat{\Omega}_{0}^{h}, 1 \leq n \leq N,  \tag{4.23}\\
& \text { 24) } \quad\left\|\varepsilon^{n}\right\|_{0, \infty, \hat{Q}_{T}}^{\prime}=O\left(\hat{h}_{0}^{4+\beta_{1}}\left|\ln \hat{h}_{0}\right|^{\frac{d-1}{d}}+\hat{h}_{l+1}^{4-\frac{d}{2}}\left|\ln \hat{h}_{l+1}\right|^{\frac{d-1}{d}}\right), \hat{h}_{l+1}=\tau . \tag{4.24}
\end{align*}
$$

Proof. Since $\hat{u}^{n}(\hat{X})=\hat{u}^{n I}(\hat{X})$ for all $\hat{X} \in \hat{\Omega}_{0}^{h}, 1 \leq n \leq N$, from Theorem 3.4 and Lemma 4.2, we get

$$
\begin{aligned}
\hat{U}^{n}(\hat{X})-\hat{u}^{n}(\hat{X}) & =\left(\hat{U}^{n}(\hat{X})-\overline{\hat{u}}^{n}(\hat{X})\right)+\left(\overline{\hat{u}}^{n}(\hat{X})-\hat{u}^{n}(\hat{X})\right) \\
& =\sum_{i=1}^{l} \hat{h}_{i}^{4} \hat{\psi}_{i}^{n}(\hat{X})+\hat{h}_{l+1}^{2} \hat{\psi}_{l+1}^{n}(\hat{X})+\varepsilon^{n} .
\end{aligned}
$$

Recalling (3.5) and (4.11), we get the estimate for $\varepsilon^{n}$.
Remark 4.1. Similar to Remark 4 in [38], the expansion holds not only for all the grid nodes in $\hat{\Omega}_{0}^{h}$ but also for all the edge midpoints and element centers in $\hat{\Omega}_{0}^{h}$.

Remark 4.2. From the above lemmas and theorems, we can see that the multiparameter expansion requires only the local smoothness of the solutions, i.e., the smoothness of the solutions in each subdomain $\hat{\Omega}_{k}, k=1, \ldots, m$. Therefore, splitting extrapolation is efficient for solving discontinuous problems if we regard the interfaces of the problem as the interfaces of the initial domain decomposition.
5. Splitting extrapolation formulas on the globally fine grid. In section 4 we established the multiparameter asymptotic expansion of the fully discrete finite element error. Based on this expansion, in this section we will develop the splitting extrapolation formulas by applying the basic idea of splitting extrapolation mentioned in section 1. We will develop the splitting extrapolation formulas for all the nodes in the globally fine grid, not only on the coarse grid and locally fine grids. Here the coarse grid is obtained from initial grid parameter $\hat{h}=\left(\hat{h}_{1}, \ldots, \hat{h}_{l+1}\right)$, the locally fine grid is obtained from $\hat{h}^{(i)}=\left(\hat{h}_{1}, \ldots, \frac{\hat{h}_{i}}{2}, \ldots, \hat{h}_{l+1}\right), i=1, \ldots, l+1$, and the globally fine grid is obtained from $\frac{\hat{h}}{2}$.

The following two lemmas use ideas similar to those presented in $[18,28,37,38$, 40]. Those references use similar conclusions to construct the splitting extrapolation formulas, but proofs are not given. Since the proofs give insight to the construction of splitting extrapolation formulas, we show the proofs here. Based on the two lemmas, we will construct the splitting extrapolation formulas for all the four types of grid points of the globally fine grid as follows.

Let $\varepsilon$ denote $O\left(\hat{h}_{0}^{4+\beta_{1}}\left|\ln \hat{h}_{0}\right|^{\frac{d-1}{d}}+\hat{h}_{l+1}^{4-\frac{d}{2}}\left|\ln \hat{h}_{l+1}\right|^{\frac{d-1}{d}}\right), \hat{\Omega}_{i}^{h}$ denote the set of grid points obtained from $\hat{h}^{(i)}=\left(\hat{h}_{1}, \ldots, \frac{\hat{h}_{i}}{2}, \ldots, \hat{h}_{l+1}\right), i=1, \ldots, l+1, \hat{U}_{0}^{n}$ denote the fully
discrete approximation at time $t_{n}$ on $\hat{\Omega}_{0}^{h}$, and $\hat{U}_{i}^{n}$ denote the fully discrete approximation at time $t_{n}$ on $\hat{\Omega}_{i}^{h}, i=1, \ldots, l+1$.
(1) Type 0: grid points in $\hat{\Omega}_{0}^{h}$. Suppose $E$ is a grid point in $\hat{\Omega}_{0}^{h}$.

Lemma 5.1.

$$
\begin{equation*}
\frac{16}{15} \sum_{i=1}^{l} \hat{U}_{i}^{n}(E)+\frac{4}{3} \hat{U}_{(l+1)}^{n}(E)+\left[-\frac{16}{15} l-\frac{1}{3}\right] \hat{U}_{0}^{n}(E)-\hat{u}^{n}(E)=\varepsilon \tag{5.1}
\end{equation*}
$$

Proof. From (4.23), we have

$$
\begin{align*}
\hat{U}_{0}^{n}(E) & =\hat{u}^{n}(E)+\sum_{i=1}^{l} \hat{h}_{i}^{4} \hat{\psi}_{i}^{n}(E)+\hat{h}_{l+1}^{2} \hat{\psi}_{l+1}^{n}(E)+\varepsilon  \tag{5.2}\\
\hat{U}_{k}^{n}(E) & =\hat{u}^{n}(E)+\sum_{\substack{i=1 \\
i \neq k}}^{l} \hat{h}_{i}^{4} \hat{\psi}_{i}^{n}(E)+\frac{1}{16} \hat{h}_{k}^{4} \hat{\psi}_{k}^{n}(E)+\hat{h}_{l+1}^{2} \hat{\psi}_{l+1}^{n}(E)+\varepsilon  \tag{5.3}\\
k & =1, \ldots, l, \\
\hat{U}_{l+1}^{n}(E) & =\hat{u}^{n}(E)+\sum_{i=1}^{l} \hat{h}_{i}^{4} \hat{\psi}_{i}^{n}(E)+\frac{1}{4} \hat{h}_{l+1}^{2} \hat{\psi}_{l+1}^{n}(E)+\varepsilon \tag{5.4}
\end{align*}
$$

For any real numbers $\alpha_{i}, i=1,2,3$, multiply (5.2) by $\alpha_{1}$, (5.3) by $\alpha_{2}$ and (5.4) by $\alpha_{3}$, then add them together to get

$$
\begin{aligned}
& \alpha_{1} \hat{U}_{0}^{n}(E)+\alpha_{2} \sum_{k=1}^{l} \hat{U}_{k}^{n}(E)+\alpha_{3} \hat{U}_{l+1}^{n}(E) \\
& =\left(\alpha_{1}+\alpha_{2} l+\alpha_{3}\right) \hat{u}^{n}(E)+\left[\alpha_{1}+\alpha_{2}(l-1)+\alpha_{2} \frac{1}{16}+\alpha_{3}\right] \sum_{i=1}^{l} \hat{h}_{i}^{4} \hat{\psi}_{i}^{n}(E) \\
& \quad+\left(\alpha_{1}+\alpha_{2} l+\alpha_{3} \frac{1}{4}\right) \hat{h}_{l+1}^{2} \hat{\psi}_{l+1}^{n}(E)+\varepsilon
\end{aligned}
$$

Let

$$
\alpha_{1}+\alpha_{2} l+\alpha_{3}=1, \quad \alpha_{1}+\alpha_{2}(l-1)+\alpha_{2} \frac{1}{16}+\alpha_{3}=0, \quad \alpha_{1}+\alpha_{2} l+\alpha_{3} \frac{1}{4}=0
$$

Thus

$$
\begin{equation*}
\alpha_{1}=-\frac{16}{15} l-\frac{1}{3}, \alpha_{2}=\frac{16}{15}, \alpha_{3}=\frac{4}{3} \tag{5.6}
\end{equation*}
$$

Plugging (5.6) into (5.5), we finish the proof.
Based on Lemma 5.1, we get the splitting extrapolation formula for grid points in $\hat{\Omega}_{0}^{h}$ as follows:

$$
\begin{equation*}
U_{0}(E)=\frac{16}{15} \sum_{i=1}^{l} \hat{U}_{i}^{n}(E)+\frac{4}{3} \hat{U}_{(l+1)}^{n}(E)+\left[-\frac{16}{15} l-\frac{1}{3}\right] \hat{U}_{0}^{n}(E) \tag{5.7}
\end{equation*}
$$

(2) Type 1: grid points in $\bigcup_{i=1}^{l} \hat{\Omega}_{i}^{h} \backslash \hat{\Omega}_{0}^{h}$. Let $E_{1}$ and $E_{2}$ be two neighboring coarse grid points. Suppose $B$ is the midpoint of $E_{1} E_{2}$ and $B \in \hat{\Omega}_{i}^{h} \backslash \hat{\Omega}_{0}^{h}$.

Lemma 5.2.

$$
\begin{gathered}
\hat{U}_{i}^{n}(B)-\frac{1}{30} \sum_{k=1}^{2}\left[\hat{U}_{0}^{n}\left(E_{k}\right)-\hat{U}_{i}^{n}\left(E_{k}\right)\right]-\frac{8}{15} \sum_{\substack{j=1 \\
j \neq i}}^{l} \sum_{k=1}^{2}\left[\hat{U}_{0}^{n}\left(E_{k}\right)-\hat{U}_{j}^{n}\left(E_{k}\right)\right] \\
-\frac{2}{3} \sum_{k=1}^{2}\left[\hat{U}_{0}^{n}\left(E_{k}\right)-\hat{U}_{l+1}^{n}\left(E_{k}\right)\right] \\
(5.8)=\hat{u}^{n}(B)+\varepsilon+O\left(\hat{h}_{0}^{5}\right)+O\left(\hat{h}_{l+1}^{2} \hat{h}_{0}\right) .
\end{gathered}
$$

Proof. Because $E_{1}$ and $E_{2}$ are coarse grid points, (5.2), (5.3), and (5.4) are still true for them. Therefore, for all $j=1, \ldots, l, k=1,2$,

$$
\hat{U}_{0}^{n}\left(E_{k}\right)-\hat{U}_{j}^{n}\left(E_{k}\right)=\frac{15}{16} \hat{h}_{j}^{4} \hat{\psi}_{j}^{n}\left(E_{k}\right)+\varepsilon, \hat{U}_{0}^{n}\left(E_{k}\right)-\hat{U}_{l+1}^{n}\left(E_{k}\right)=\frac{3}{4} \hat{h}_{l+1}^{2} \hat{\psi}_{l+1}^{n}\left(E_{k}\right)+\varepsilon
$$

Then
$\hat{h}_{j}^{4} \hat{\psi}_{j}^{n}\left(E_{k}\right)=\frac{16}{15}\left[\hat{U}_{0}^{n}\left(E_{k}\right)-\hat{U}_{j}^{n}\left(E_{k}\right)\right]+\varepsilon, \hat{h}_{l+1}^{2} \hat{\psi}_{l+1}^{n}\left(E_{k}\right)=\frac{4}{3}\left[\hat{U}_{0}^{n}\left(E_{k}\right)-\hat{U}_{l+1}^{n}\left(E_{k}\right)\right]+\varepsilon$.
Since

$$
\hat{\psi}_{j}^{n}(B)=\frac{\hat{\psi}_{j}^{n}\left(E_{1}\right)+\hat{\psi}_{j}^{n}\left(E_{2}\right)}{2}+O\left(\hat{h}_{0}\right), j=1, \ldots, l+1
$$

we have

$$
\begin{align*}
\hat{h}_{j}^{4} \hat{\psi}_{j}^{n}(B) & =\frac{8}{15} \sum_{k=1}^{2}\left[\hat{U}_{0}^{n}\left(E_{k}\right)-\hat{U}_{j}^{n}\left(E_{k}\right)\right]+\varepsilon+O\left(\hat{h}_{0}^{5}\right),  \tag{5.9}\\
\hat{h}_{l+1}^{2} \hat{\psi}_{l+1}^{n}(B) & =\frac{2}{3} \sum_{k=1}^{2}\left[\hat{U}_{0}^{n}\left(E_{k}\right)-\hat{U}_{l+1}^{n}\left(E_{k}\right)\right]+\varepsilon+O\left(\hat{h}_{l+1}^{2} \hat{h}_{0}\right) . \tag{5.10}
\end{align*}
$$

By Remark 4.1 and (4.23), we get

$$
\begin{equation*}
\hat{U}_{i}^{n}(B)=\hat{u}^{n}(B)+\sum_{\substack{j=1 \\ j \neq i}}^{l} \hat{h}_{j}^{4} \hat{\psi}_{j}^{n}(B)+\frac{1}{16} \hat{h}_{i}^{4} \hat{\psi}_{i}^{n}(B)+\hat{h}_{l+1}^{2} \hat{\psi}_{l+1}^{n}(B)+\varepsilon \tag{5.11}
\end{equation*}
$$

Plugging (5.9) and (5.10) into (5.11), we finish the proof.
Based on Lemma 5.2, we get the splitting extrapolation formula for grid points in $\hat{\Omega}_{i}^{h} \backslash \hat{\Omega}_{0}^{h}$ as follows:

$$
\begin{align*}
U_{1}(B)= & \hat{U}_{i}^{n}(B)-\frac{1}{30} \sum_{k=1}^{2}\left[\hat{U}_{0}^{n}\left(E_{k}\right)-\hat{U}_{i}^{n}\left(E_{k}\right)\right] \\
& -\frac{8}{15} \sum_{\substack{j=1 \\
j \neq i}}^{l} \sum_{k=1}^{2}\left[\hat{U}_{0}^{n}\left(E_{k}\right)-\hat{U}_{j}^{n}\left(E_{k}\right)\right]-\frac{2}{3} \sum_{k=1}^{2}\left[\hat{U}_{0}^{n}\left(E_{k}\right)-\hat{U}_{l+1}^{n}\left(E_{k}\right)\right] . \tag{5.12}
\end{align*}
$$

(3) Type 2: Centers of rectangular elements. Suppose $C$ is the center of a rectangular element, $E_{k}(k=1, \ldots, 4)$ are the four vertices, and $B_{k}(k=1, \ldots, 4)$ are
the midpoints of the four edges. First, $U_{0}\left(E_{k}\right)$ and $U_{1}\left(B_{k}\right)$ are computed according to (5.7) and (5.12). Then by using an incomplete biquadratic interpolation without term $x^{2} y^{2}$ [37], we get

$$
\begin{equation*}
U_{2}(C)=\frac{1}{2} \sum_{k=1}^{4} U_{1}\left(B_{k}\right)-\frac{1}{4} \sum_{k=1}^{4} U_{0}\left(E_{k}\right) \tag{5.13}
\end{equation*}
$$

(4) Type 3: Centers of rectangular parallelepiped elements. Suppose $D$ is the center of a rectangular parallelepiped element, $E_{k}(k=1, \ldots, 8)$ are the eight vertices, and $B_{k}(k=1, \ldots, 12)$ are the midpoints of the 12 edges. First, $U_{0}\left(E_{k}\right)$ and $U_{1}\left(B_{k}\right)$ are computed according to (5.7) and (5.12). Then by using an incomplete triquadratic interpolation without terms $x^{2} y^{2} z^{2}, x^{2} y^{2} z, x^{2} y z^{2}, x y^{2} z^{2}, x^{2} y^{2}, x^{2} z^{2}, y^{2} z^{2}$ [37], we get

$$
\begin{equation*}
U_{3}(D)=\frac{1}{4} \sum_{k=1}^{12} U_{1}\left(B_{k}\right)-\frac{1}{4} \sum_{k=1}^{8} U_{0}\left(E_{k}\right) \tag{5.14}
\end{equation*}
$$

6. A posteriori error estimate. In this section, we present some a posteriori error estimates. Suppose $E$ is a grid point in $\hat{\Omega}_{0}^{h}$. We first have an a posteriori error estimate for the approximation $\hat{U}_{i}^{n}(E)(i=0, \ldots, l+1)$.

Theorem 6.1.

$$
\begin{align*}
& \text { (6.1) }\left|\hat{U}_{0}^{n}(E)-\hat{u}^{n}(E)\right| \leq  \tag{6.1}\\
& \left|\begin{array}{l}
15 \\
\left|\hat{U}_{i=1}^{n}(E)-\hat{u}^{n}(E)\right| \leq \\
\frac{16}{15} \sum_{\substack{j=1 \\
j \neq i}}^{l}\left|\hat{U}_{0}^{n}(E)-\hat{U}_{i}^{n}(E)\right|+\frac{4}{3}\left|\hat{U}_{0}^{n}(E)-\hat{U}_{l+1}^{n}(E)\right|+\varepsilon, \\
\\
\\
(6.2) \\
15
\end{array} \hat{U}_{j}^{n}(E)\right|+\frac{4}{3}\left|\hat{U}_{0}^{n}(E)-\hat{U}_{k}^{n}(E)\right|+\varepsilon, i=1, \cdots, l, \\
& (6.3)\left|\hat{U}_{l+1}^{n}(E)\right| \tag{6.2}
\end{align*}
$$

Proof. Using (5.2), (5.3), and (5.4) for all $j=1, \ldots, l$, we have

$$
\hat{U}_{0}^{n}(E)-\hat{U}_{j}^{n}(E)=\frac{15}{16} \hat{h}_{j}^{4} \hat{\psi}_{j}^{n}(E)+\varepsilon, \hat{U}_{0}^{n}(E)-\hat{U}_{l+1}^{n}(E)=\frac{3}{4} \hat{h}_{l+1}^{2} \hat{\psi}_{l+1}^{n}(E)+\varepsilon
$$

Thus,

$$
\begin{equation*}
\hat{h}_{j}^{4} \hat{\psi}_{j}^{n}(E)=\frac{16}{15}\left[\hat{U}_{0}^{n}(E)-\hat{U}_{j}^{n}(E)\right]+\varepsilon, \hat{h}_{l+1}^{2} \hat{\psi}_{l+1}^{n}(E)=\frac{4}{3}\left[\hat{U}_{0}^{n}(E)-\hat{U}_{l+1}^{n}(E)\right]+\varepsilon . \tag{6.4}
\end{equation*}
$$

Finally, plugging (6.4) back into (5.2), (5.3), and (5.4) and using the triangle inequality, we obtain the desired result.

By using the triangle inequality and (5.1), we get an a posteriori error estimate for the average of $\hat{U}_{j}^{n}(E)(j=1, \ldots, l+1)$ as follows.

Theorem 6.2.
$\left|\frac{1}{l+1} \sum_{i=1}^{l+1} \hat{U}_{i}^{n}(E)-\hat{u}^{n}(E)\right| \leq\left|\frac{1}{l+1} \sum_{i=1}^{l+1} \hat{U}_{i}^{n}(E)-\hat{U}_{0}^{n}(E)\right|+\frac{16}{15} \sum_{i=1}^{l}\left|\hat{U}_{0}^{n}(E)-\hat{U}_{i}^{n}(E)\right|$

$$
\begin{equation*}
+\frac{4}{3}\left|\hat{U}_{0}^{n}(E)-\hat{U}_{l+1}^{n}(E)\right|+\varepsilon \tag{6.5}
\end{equation*}
$$

7. Numerical experiments. In this section, we will present four numerical examples to illustrate the features of splitting extrapolation in this article. From the numerical results, especially the maximum error, we can see that splitting extrapolation improves the accuracy of the finite element approximations dramatically. We will see that our method is also efficient for solving discontinuous hyperbolic equations and nonlinear hyperbolic equations.

Example 1. Consider a hyperbolic equation with time-dependent coefficients and homogeneous Dirichlet boundary condition

$$
\left\{\begin{array}{ll}
\frac{\partial^{2} u}{\partial t^{2}}-\nabla\left(\left(t^{\frac{3}{2}}+x^{\frac{3}{2}}+y^{\frac{3}{2}}\right) \nabla u\right)=f(t, x, y) & \text { on } \\
u(0, x, y)=x(x-2) y(y-1), u_{t}(0, x, y)=x(x-2) y(y-1) & \text { on } \\
\bar{\Omega}, \\
u(t, x, y)=0 & \text { on }
\end{array} \quad[0, T] \times \partial \Omega,\right.
$$

where $f(t, x, y)=x(x-2) y(y-1) e^{t}-2\left(y^{2}-y+x^{2}-x\right) t^{\frac{3}{2}} e^{t}-\left[(5 x-3) y(y-1)+2 x^{2}(x-\right.$ $2)] \sqrt{x} e^{t}-\left[2 y^{2}(y-1)+x(x-2)(5 y-1.5)\right] \sqrt{y} e^{t}, \Omega=(0,2) \times(0,1)$, and $T=1$. The exact solution is $u(t, x, y)=x(x-2) y(y-1) e^{t}$. First, we construct an initial domain decomposition $\bar{\Omega}=\bigcup_{s=1}^{2} \bar{\Omega}_{s}$, where $\Omega_{1}=(0,1) \times(0,1)$ and $\Omega_{2}=(1,2) \times(0,1)$. We design four independent step sizes as follows: $h_{i}(i=1,2)$ are the step sizes of $\Omega_{i}(i=1,2)$ in the $x$-direction; $h_{3}$ is the step size of both $\Omega_{1}$ and $\Omega_{2}$ in the $y$-direction; $h_{4}$ is the time step size.

In order to get the splitting extrapolation solution on the globally fine grid, we need only apply the biquadratic finite elements on the coarse grid and the locally fine grids. Therefore we do not compute the finite element solution at the nodes of the globally fine grid which are neither the nodes of the coarse grid nor the locally fine grids. In the following tables, let "**" denote these unknown results, "error of FE" denote the error of the finite element approximation, "error of SE" denote the error of the splitting extrapolation solution, and "max error" denote the maximum error on all nodes at all time steps. Let $h_{i}=\frac{1}{4}, i=1,2,3,4$. Then some error comparisons for Example 1 are provided in Table 1, which show that splitting extrapolation improves the accuracy dramatically.

Table 1
Numerical error comparison between FE and SE for Example 1.

| Grid points | Point type | Error of FE | Error of SE |
| :--- | :--- | :--- | :--- |
| $(0.1250,0.5000, T)$ | type 0 | $-3.5592 \times 10^{-3}$ | $+4.3025 \times 10^{-6}$ |
| $(1.0000,0.6250, T)$ | type 0 | $-1.2887 \times 10^{-2}$ | $+5.6532 \times 10^{-4}$ |
| $(0.5625,0.3750, T)$ | type 1 | $-1.2191 \times 10^{-2}$ | $-7.6842 \times 10^{-6}$ |
| $(1.0000,0.6875, T)$ | type 1 | $-1.1420 \times 10^{-2}$ | $+1.6120 \times 10^{-4}$ |
| $(0.0625,0.9375, T)$ | type 2 | $* *$ | $-9.2033 \times 10^{-5}$ |
| $(1.6875,0.4375, T)$ | type 2 | $* *$ | $-4.0577 \times 10^{-7}$ |
| max error on coarse grid |  | $-1.4938 \times 10^{-2}$ | $+1.3375 \times 10^{-3}$ |
| max error on globally fine grid |  | $* *$ | $+1.3375 \times 10^{-3}$ |

In order to compare the errors we specify the analytic solution in our numerical examples. However, in the actual large scale computation we generally do not know the analytic solution. We need to use the a posteriori error estimates to control the errors of our numerical solutions. In Table 2 we show the maximum values of a posteriori error estimates at all coarse grid points, as discussed in section 6. Let APE1 be the maximum value of the a posteriori error estimate in (6.1), APE2, APE3, and APE4 be the maximum values of the a posteriori error estimate in (6.2) for $i=1,2,3$,
respectively, APE5 be the maximum value of the a posteriori error estimate in (6.3), and APE6 be that of the a posteriori error estimate in (6.5).

Table 2
Some numerical results for a posteriori error estimates of Example 1.

| APE1 | APE2 | APE3 | APE4 | APE5 | APE6 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $1.6031 \times 10^{-2}$ | $1.5938 \times 10^{-2}$ | $1.6027 \times 10^{-2}$ | $1.5952 \times 10^{-2}$ | $4.1980 \times 10^{-3}$ | $1.8983 \times 10^{-2}$ |

In addition, Table 3 contains more numerical results with variable mesh parameters which verify the theoretical convergence analysis numerically. Let $E_{1}$ be the maximum error of the standard finite element solution at all the coarse grid points, $E_{2}$ be the maximum error of SE solution at all type 0 grid points (coarse grid points), $E_{3}$ be the maximum error of SE solution at all type 1 grid points, $E_{4}$ be the maximum error of SE solution at all type 2 grid points, $E_{5}$ be the error of the standard FE solution at point $\left(1, \frac{1}{2}\right)$, and $E_{6}$ be the error of $\operatorname{SE}$ solution at point $\left(1, \frac{1}{2}\right)$. Let $h_{b}$ be the basic grid parameter and choose $h_{i}=\frac{h_{b}}{4}, i=1,2,3$, and $h_{4}=h_{b}$. Using linear regression, we can see that the data in this table obey

$$
\begin{aligned}
E_{1} & \approx 0.2699 h^{2.1075}, \quad E_{2} \approx 0.1129 h^{3.2687}, \quad E_{3} \approx 0.1121 h^{3.2671} \\
E_{4} & \approx 0.1132 h^{3.2725}, \quad E_{5} \approx 0.2852 h^{2.1719}, \quad E_{6} \approx 0.1408 h^{3.6326}
\end{aligned}
$$

These linear regressions show that the splitting extrapolation solution is convergent at all types of points defined in section 5 with one higher order of convergence rate than the standard finite element solution. This numerically verifies our theoretical analysis in section 4.

TABLE 3
Some numerical errors with variable grid parameters for Example 1.

| $h_{b}$ | $E_{1}$ | $E_{2}$ | $E_{3}$ | $E_{4}$ | $E_{5}$ | $E_{6}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $1 / 4$ | $-1.5110 \times 10^{-2}$ | $1.2170 \times 10^{-3}$ | $1.2103 \times 10^{-3}$ | $1.2170 \times 10^{-3}$ | $-1.4801 \times 10^{-2}$ | $1.0170 \times 10^{-3}$ |
| $1 / 8$ | $-3.2206 \times 10^{-3}$ | $1.3055 \times 10^{-4}$ | $1.3009 \times 10^{-4}$ | $1.2908 \times 10^{-4}$ | $-2.9379 \times 10^{-3}$ | $6.9894 \times 10^{-5}$ |
| $1 / 12$ | $-1.3962 \times 10^{-3}$ | $3.2850 \times 10^{-5}$ | $3.2784 \times 10^{-5}$ | $3.2784 \times 10^{-5}$ | $-1.2435 \times 10^{-3}$ | $1.5421 \times 10^{-5}$ |
| $1 / 16$ | $-7.8031 \times 10^{-4}$ | $1.2251 \times 10^{-5}$ | $1.2234 \times 10^{-5}$ | $1.2155 \times 10^{-5}$ | $-6.8222 \times 10^{-4}$ | $5.0867 \times 10^{-6}$ |
| $1 / 20$ | $-4.9427 \times 10^{-4}$ | $6.2948 \times 10^{-6}$ | $6.2778 \times 10^{-6}$ | $6.2459 \times 10^{-6}$ | $-4.3268 \times 10^{-4}$ | $2.6124 \times 10^{-6}$ |
| $1 / 24$ | $-3.4246 \times 10^{-4}$ | $3.6597 \times 10^{-6}$ | $3.6487 \times 10^{-6}$ | $3.6256 \times 10^{-6}$ | $-2.9924 \times 10^{-4}$ | $1.6823 \times 10^{-6}$ |

As mentioned in Remark 2.1, in our theoretical analysis we consider only the hyperbolic equations with homogeneous Dirichlet boundary condition. However, the splitting extrapolation method can be used to handle the equations with nonhomogeneous Dirichlet boundary condition and mixed boundary condition. Here we present a numerical example for a hyperbolic equation with mixed boundary condition.

Example 2.

$$
\left\{\begin{array}{lll}
\frac{\partial^{2} u}{\partial t^{2}}-\nabla((t+x+y) \nabla u)=f(t, x, y) & \text { on } & {[0, T] \times \Omega} \\
u(0, x, y)=\left(x^{2}-4\right) y(y-1), u_{t}(0, x, y)=\left(x^{2}-4\right) y(y-1) & \text { on } & \bar{\Omega}, \\
\frac{\partial u}{\partial n}=0 & \text { on } & {[0, T] \times \Gamma} \\
u(t, x, y)=0 & \text { on } & {[0, T] \times \partial \Omega \backslash \Gamma,}
\end{array}\right.
$$

where $\Gamma$ is the left boundary of $\Omega$ and $\Omega$ is a curved quadrangle. Its bottom boundary is a line through $P_{1}=(0,0)$ and $P_{2}=(2,0)$, while its top boundary is a line through
$P_{4}=(0,1)$ and $P_{3}=(2,1)$. The left-side boundary is a parabola through points $P_{1}$, $P_{8}=(-0.25,0.5)$, and $P_{4}$. The right-side boundary is a parabola through points $P_{2}$, $P_{6}=(2.25,0.5)$, and $P_{3}$. Let $P_{5}=(1,0), P_{7}=(1,1), P_{9}=\left(1, \frac{1}{2}\right)$, and $f(t, x, y)=$ $\left(x^{2}-4\right) y(y-1) e^{t}-2(2 x+y) y(y-1) e^{t}-(4 y+2 x-1)\left(x^{2}-4\right) e^{t}, T=1$. First, we construct an initial domain decomposition $\bar{\Omega}=\bigcup_{s=1}^{2} \bar{\Omega}_{s}$, where $\Omega_{1}=\Omega \bigcap\{x<1\}$ and $\Omega_{2}=\Omega \bigcap\{x>1\}$. With the $d$-quadratic isoparametric mapping, $\Omega, \Omega_{1}$, and $\Omega_{2}$ are mapped to $\hat{\Omega}=(0,2) \times(0,1), \hat{\Omega}_{1}=(0,1) \times(0,1)$, and $\hat{\Omega}_{2}=(1,2) \times(0,1)$ separately. Then we design four independent step sizes as follows: $h_{i}(i=1,2)$ are the step sizes of $\hat{\Omega}_{i}(i=1,2)$ in the $x$-direction; $h_{3}$ is the step size in the $y$-direction; $h_{4}$ is the time step size. Let $h_{i}=\frac{1}{4}, i=1,2,3,4$; then some error comparisons for Example 2 are shown in Table 4, which also show that splitting extrapolation improves the accuracy dramatically.

TABLE 4
Numerical error comparison between FE and SE for Example 2.

| Grid points | Point type | Error of FE | Error of SE |
| :--- | :--- | :--- | :--- |
| $(0.0074,0.3750, T)$ | type 0 | $-3.1459 \times 10^{-2}$ | $-2.7882 \times 10^{-4}$ |
| $(1.0000,0.7500, T)$ | type 0 | $-2.7605 \times 10^{-2}$ | $+4.1147 \times 10^{-5}$ |
| $(0.3926,0.3125, T)$ | type 1 | $-4.7336 \times 10^{-2}$ | $+1.5628 \times 10^{-5}$ |
| $(1.0000,0.6875, T)$ | type 1 | $-3.2676 \times 10^{-2}$ | $+1.4491 \times 10^{-4}$ |
| $(0.2407,0.8125, T)$ | type 2 | $* *$ | $+3.7348 \times 10^{-6}$ |
| $(1.5835,0.3125, T)$ | type 2 | $* *$ | $-4.3718 \times 10^{-4}$ |
| max error on coarse grid |  | $-5.8597 \times 10^{-2}$ | $+2.7915 \times 10^{-3}$ |
| max error on globally fine grid |  | $* *$ | $+2.7915 \times 10^{-3}$ |

From the following example, we can see that splitting extrapolation is efficient for solving discontinuous problems if we regard the interfaces of the problem as the interfaces of the initial domain decomposition; see Remark 4.2.

Example 3. Consider an interface hyperbolic equation

$$
\left\{\begin{array}{lll}
\frac{\partial^{2} u}{\partial t^{2}}-\nabla(a(x, y) \nabla u)=f(t, x, y) & \text { on } & {[0, T] \times \Omega} \\
u(0, x, y)=\Psi(x, y), u_{t}(0, x, y)=0 & \text { on } & \bar{\Omega} \\
u(t, x, y)=0 & \text { on } & {[0, T] \times \partial \Omega}
\end{array}\right.
$$

where

$$
a(x, y)=\left\{\begin{array}{lll}
r & \text { on } & \Omega_{1} \\
1 & \text { on } & \Omega_{2}
\end{array}\right.
$$

and $\Omega$ is the same as that in Example 2. Let

$$
\begin{aligned}
& f(t, x, y)= \begin{cases}-5 \cos t\left[3 x y(y-1)-1.5(r+1)(x-1)^{2} x y(y-1)\right] \\
+15 r(r+1) y(y-1)(3 x-2) \cos t-30 r\left[x-\frac{1}{2}(r+1) x(x-1)^{2}\right] \cos t \\
x<1, \\
-5 \cos t\left[3 r x y(y-1)+3(1-r) y(y-1)-1.5(r+1)(x-1)^{2} x y(y-1)\right] \\
+15(r+1) y(y-1)(3 x-2) \cos t-30\left[r x+1-r-\frac{1}{2}(r+1) x(x-1)^{2}\right] \cos t \\
x \geq 1,\end{cases} \\
& \Psi(x, y)= \begin{cases}5\left[3 x y(y-1)-1.5(r+1)(x-1)^{2} x y(y-1)\right], & x<1 \\
5\left[3 r x y(y-1)+3(1-r) y(y-1)-1.5(r+1)(x-1)^{2} x y(y-1)\right], & x \geq 1\end{cases}
\end{aligned}
$$

Here $r=0.5$. The domain decomposition and the design of independent step sizes are also the same as those in Example 2. The interface of the domain decomposition is exactly the same as the interface of $a(x, y)$, i.e., $x=1$. Let $h_{i}=\frac{1}{4}, i=1,2,3,4$. From the errors in Table 5 , we can see that splitting extrapolation efficiently improves the accuracy for interface problems.

Table 5
Numerical error comparison between FE and SE for Example 3.

| Grid points | Point type | Error of FE | Error of SE |
| :--- | :--- | :--- | :--- |
| $(1.4453,0.7500, T)$ | type 0 | $-7.1385 \times 10^{-2}$ | $-7.4270 \times 10^{-5}$ |
| $(1.0000,0.1250, T)$ | type 0 | $-3.6289 \times 10^{-2}$ | $-3.8148 \times 10^{-4}$ |
| $(1.2314,0.6250, T)$ | type 1 | $-9.7270 \times 10^{-2}$ | $-9.3504 \times 10^{-5}$ |
| $(1.0000,0.4375, T)$ | type 1 | $-9.6935 \times 10^{-2}$ | $-2.1257 \times 10^{-3}$ |
| $(2.1682,0.5625, T)$ | type 2 | $* *$ | $+2.9016 \times 10^{-5}$ |
| $(0.0076,0.9375, T)$ | type 2 | $* *$ | $-1.9155 \times 10^{-4}$ |
| max error on coarse grid |  | $-1.0852 \times 10^{-1}$ | $-9.5752 \times 10^{-3}$ |
| max error on globally fine grid |  | $* *$ | $-9.5752 \times 10^{-3}$ |

The following example demonstrates that our algorithm is also efficient for the nonlinear hyperbolic equations.

Example 4. Consider a nonlinear hyperbolic equation

$$
\left\{\begin{array}{ll}
\frac{\partial^{2} u}{\partial t^{2}}-\nabla((x+y) \nabla u)=f(t, x, y, u) & \text { on } \quad[0, T] \times \Omega \\
u(0, x, y)=x(x-2) y(y-1), u_{t}(0, x, y)=x(x-2) y(y-1) & \text { on } \\
\bar{\Omega}, \\
u(t, x, y)=0 & \text { on }
\end{array} \quad[0, T] \times \partial \Omega,\right.
$$

where $\Omega$ is the same as that in Example 1. Let $f(t, x, y, u)=u-\frac{(4 x+2 y-2)}{x^{2}(x-2)^{2} y(y-1) e^{e}} u^{2}-$ $(2 x+4 y-1) x(x-2) e^{t}$ and $T=1$. The domain decomposition and the design of independent step sizes are the same as those in Example 1. We use almost the same fully discrete scheme as (2.9) except that we use $\hat{f}\left(t_{n}, \hat{U}^{n}\right)$ to replace $\hat{f}^{n}$ on the righthand side of the first equation. Let $h_{i}=\frac{1}{4}, i=1,2,3,4$; then similar numerical error comparisons are given in Table 6 to show the accuracy improvement.

Table 6
Numerical error comparison between FE and SE for Example 4.

| Grid points | Point type | Error of FE | Error of SE |
| :--- | :--- | :--- | :--- |
| $(0.3750,0.7500, T)$ | type 0 | $+8.8577 \times 10^{-3}$ | $-1.1659 \times 10^{-5}$ |
| $(1.0000,0.6250, T)$ | type 0 | $+2.3505 \times 10^{-2}$ | $+2.3972 \times 10^{-4}$ |
| $(1.3125,0.5000, T)$ | type 1 | $+2.6245 \times 10^{-2}$ | $+9.4865 \times 10^{-6}$ |
| $(1.0000,0.4375, T)$ | type 1 | $+2.6621 \times 10^{-2}$ | $+4.3551 \times 10^{-4}$ |
| $(0.8125,0.9375, T)$ | type 2 | $* *$ | $+2.7611 \times 10^{-4}$ |
| $(0.0625,0.3125, T)$ | type 2 | $* *$ | $+6.7384 \times 10^{-6}$ |
| max error on coarse grid |  | $+2.7194 \times 10^{-2}$ | $+9.3560 \times 10^{-4}$ |
| max error on globally fine grid |  | $* *$ | $+9.3560 \times 10^{-4}$ |

8. Conclusions. To implement splitting extrapolation, the original problem was first converted into a new problem on polyhedrons by using domain decomposition and $d$-quadratic isoparametric mapping. Next, some independent grid parameters were chosen according to the dimension and interface of the problem, the shape and size of the domain, and the computers used. Then the multiparameter asymptotic
expansion for the $d$-quadratic finite element solution error with respect to the independent grid parameters was established. Based on the expansion, we develop some splitting extrapolation formulas which can improve the order of accuracy. These formulas involve only linear combinations that are easy to implement. They generate an approximation with higher accuracy on a globally fine grid while requiring only some approximations from a set of smaller discrete subproblems on different coarser grids. Additionally, the multiparameter expansion requires only the local smoothness of the solutions, i.e., the smoothness of the solutions in each subdomain. Therefore, splitting extrapolation is efficient for solving discontinuous problems if we regard the interfaces of the problems as the interfaces of the initial domain decomposition. The numerical results also showed that the algorithm is efficient for solving nonlinear hyperbolic equations. The corresponding proof for the nonlinear case leads to interesting future research projects.

Finally, using ideas similar to those presented in [18, 27, 38, 54], we can compute the solutions $\hat{U}_{i}^{n}, i=0, \ldots, l+1$, to the smaller discrete subproblems in parallel. This method also possesses a high degree of parallelism because those subproblems are independent of each other and their loads are balanced if we construct the domain decomposition proportionally and choose independent variables properly.
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