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Dynamic Yield Analysis and Enhancement of FPGA
Reconfigurable Memory Systems

Minsu Choj Member, IEEEand Nohpill Park Member, IEEE

Abstract—This paper addresses the issues of field pro- TABLE |
grammable gate arrays (FPGA) reconfigurable memory systems RECONFIGURABLE MEMORY PARAMETERS
with faulty physical memory cells and proposes yield measure-
ment techniques. Static yield (i.e., the yield which does not take Pa:;ineter 31\116 2(;218 0 2“;8
into account the inherited redundancy utilization for repair) and i T 123008 1775 ]}6}
dynamic yield (i.e., the yield which takes into account the inher- Actel 316 756 o
ited redundancy utilization for repair) of FPGA reconfigurable Tattice i 2608 48
memory systems and their characteristics are extensively ana- Typical Range | 1-144 | 256-16384 | Sev,eral

lyzed. Yield enhancement of conventional memory systems relies
on additional redundancy, but FPGA reconfigurable memory
systems have inherited redundancy and customizability. Thus, memories as well as different memory widths and depths. A
theg’ C%” agco;nmodate nur}"lnerc_)fus target mgmory gonfigurationst, number of recent commercial products, such as the Altera FLEX
and reaunaant memory cells, It any, can pbe used as spares 1o : T . T

enhance the dynamic yyield of a te)t/rget memory configlfration. 10K family [4], the Xilinx Virtex and. Spartan famllle§ [11’ [2],
Three fundamental strategies are introduced and analyzed: i.e., the Actel 1200XL and 3200DX families [3], and Lattice ispLSl
redundant bit utilization, redundant word utilization, and a com- 6192 [5], contain a considerable number of large SRAM-based
bination of both. Mathematical analysis of those techniques also EABs.

has been conducted to study their effects on the yield. Selecting Taple | summarizes the parameters that define the FPGA re-
the most yield enhancing logical memory configuration which can i \ranle memory array architecture, along with the values
accommodate a target memory requirement among the candidate . . -
configurations is referred to as optimal fitting. Optimal fiting ~ Of the various commercial FPGAs as mentioned above. In the
algorithms for single configuration fitting, sequential reconfigura- ~ Xilinx FPGAs, for example3 = 4096 bits (i.e., the number

tion system fitting, and concurrent reconfiguration system fitting  of physical memory cells) an?’ = {1, 2, 4, 8, 16} (i.e., the

are investigated based on the proposed yield analysis techniques. jjjowable logical memory width), meaning that each EAB can

Index Terms—Concurrent reconfiguration, dynamic yield, field  be logically configured as one of 40961, 2048x 2, 1024x
programmable gate arrays (FPGA), FPGA-based instrumenta- 4,512x 8 and 256x 16 logical memory configurations (depth
tion_, memory yield e_nhancement, memory yiel_d measurement, and width, respectively).
gg::msa;;tfil(t:tlyigeidreconﬁgurable memory, sequential reconfigura- Two or more EABs can be grouped into a single super-array

’ ' with appropriate decoding [12]. For example, two 2-kilobit ar-
rays withWW = {1, 2, 4, 8} can be combined into a super-array
|. INTRODUCTION of 4 kilobits withW = {1, 2, 4, 8, 16}. Fig. 1 shows how the
MBEDDED reconfigurable memory, which consists of &wo 2-kilobit arrays combine to implement a 40961 super
number of embedded array blocks (EABs), is becomirgyray. Note that the multiplexer required to select the desired bit
an essential component of high-density FPGAs [1]-[5], [7], [8ftom the two arrays can be implemented by the logic elements
[12], [14]. Customized systems implemented on those FPGASES) of the FPGA.
generally require high-speed system storages such as packét normal operational condition, each physical memory cell
buffers, multimedia buffers and cache tag memory, to mentidhan EAB is expected to be functional. This implies that each
a few [12], [14]. Examples of fully customized circuits implephysical memory cell functions correctly all the time. Thus, its
mented on FPGAs can also be found in [6], where XOR-baskgical memory configurations are also supposed to function
decomposition methods to implement parity prediction circuigprrectly all the time. FPGAs become increasingly critical in
have been proposed for FPGAs. Implementing this embeddsditary and spacecraft instrumentation designs as the emphasis
storage provides faster operations and lower instrumentationdecrease cost and mission development time continues, and
costs. Since the storage requirements of the customized systBerce, FPGAs for military or spacecraft instrumentation are
vary in size and number, the FPGA memory architecture mussted as part of the system in harsh operational environments.
be flexible to accommodate different independently addressablader a harsh operational environment, each physical memory
cell is prone to experience faults unexpectedly since it could be
. . , interfered by unpredictable environmental factors such as exces-
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Fig. 2. Topology of the physical memory cells in EABs to implement a logical
memory configuration.

1 data output logical memory width determine the total number of logical

memory words, which is denoted b}, also known as the
Fig. 1. Combining two 2048X1 arrays into one 4096X1 super-array. depth of a Iogical memory configuration

This paper mainly focuses on the FPGA reconfigurable T T, )
memory systems under harsh operational environments and w’

its effects on the dynamic yields (i.e., the yields which take Fig. 2 illustrates a topology of the physical memory cells

into account the inherited redundancy utilization for repair) of Eags to implement a target logical memory configuration.

different target memory configurations. To tolerate the faUIt‘Yhere aren physical memory cells assigned to each EAB of
cells due to the harsh environment, EABs can be tested, — (1,2 m}. Then, N EABs are cascaded to imple-

the inherently redundant memory cells can be utilized to rep -ent a super array d¥ x T;. The physical memory consists
the faulty cells. Based on the measurement of the static . cells (o x N for Fig. 2), and the corresponding logical

dynamic yields of the FPGA memory system, a few algorithmge yory configuration consists @ words where each logical
for selecting the most yield enhancing logical memory Co?ﬁemory word containg’ physical memory cells

figuration which can accommodate the given target memoryre ‘following characteristics of the faults are assumed
requirement among candidate configurations will be discusselqroughout this paper:

The organization of this paperis as follows: In the next section, 1) The expected number of faulty physical memory cells is
a review and preliminaries related to this work will be given. In P . y phy y
assumed to be determined hy

Sections and IV, both the static yield apd dyn.amlc yield of the 2) The faults are also assumed to be randomly distributed
FPGA reconfigurable memory system will be discussed, respec- .
over the physical memory space.

tively. Then, the following three sections will introduce the dy- 3) The vield of a sinal Ilis ind dent of th
namicyield assurancetechniqueswiththree possibleinheritedre- ) e yield ot a singie memory cellIs Independent of the
dundancy utilization techniques: bit-wise, word-wise and a com- yield of any other cells.
bination of both. Based onthe proposed assurancetechniques, the
optimaltarget memory configuration fitting algorithms for single
configuration, sequential configurations and concurrent config-
urations will be proposed in Sections VII-X. Then, a discussion The yield of a single physical memory celi,,... can be for-
and conclusions are given in the final section. mulated by

lll. STATIC YIELD OF FPGA RECONFIGURABLE
MEMORY SYSTEM

[l. PRELIMINARIES Yyme = e (3

There are three basic architectural parameters to Speg‘:@/shown in [15]. Then, the probability of not having a failing

the FPGA reconfigurable memory systeid: (the number of cellin a7, bit physical memory, denoted By,.., can be formu-

EABSs), B (the number of bits per each EAB), abid (the set | ina the bi ial distributi V. \To(] —
of allowable logical memory widths). Note that two or mor?ﬁlted)oby_u?;?g t)gpb[[r;]c;rtni': distribution, @%’)( pme) 7 (
- pmc ’

EABs can be combined into one super-array in order to build™*
a larger memory block as mentioned in the previous section. Yym = (Ypmc)Tp_ 4)
The total number of physical memory cells in the super-array is
denoted byr},, which is the result of multiplication o and B As discussed in the previous section, the logical memory con-
T - N.B 1) figuratio_ns of the FPGA memory system are to be determined by
P the architectural parameters, suctNgsB, andV. Each logical
Since one logical memory word consists Bf physical memory word consists d¥ bits of physical memory cells. The
memory cells, the total number of physical memory cells ammtobability of having a logical memory word without a faulty
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cellis (") (Ypme)™ (1 = Ypine)® = (Ypme)"W. Let Yy, be the Wt =3
yield of a logical memory word, i.e. Wt =3
Ylmw = (Ypmc)wy- (5) Dt=5
The total number of logical memory words,, can be used Dt=5 TI=7
to formulate the yield of the entire logical memory, i.e.
Yim = (Ylmw)Tl = ((YPMC)W)TI = (Yme)W'Tl = W=4

(Ypme)T» = Y,m, using (4)—(6), which indicates that the yield

of the physical memory of the given FPGA memory systel’ﬁg- 3. Target memory configuration and spare memory cells.

(i.e., Yp,) and the yield of the logical memory (i.€,,) are

always equal regardless of the word length Thus, there is areain Fig. 3(b) shows a snapshot of the unused spare cells, and
no gain or loss in yield by simply mapping a physical memorie number of spare cells, denoted$yis W - T; — W, - Dy,

to a logical memory regardless of its width and depth. which is 13 cells in this example.
Let the yield of the given FPGA memory system without in- The Yield of a target memory configuration is referred to as
herited redundancy utilization be dynamic yield which is denoted b®Y . The dynamic yield of
a target memory configuration can be enhanced by utilizing the
Yy = (Ypme) ™. (7)  spare cells inS and the reprogrammability of the FPGA. The

Then, there are two possible ways to enhance the static yiQX of a target memory c_onfiguration without using spare cells
Y, of the FPGA reconfigurable memory system. in S, denoted bYDY ., is

1) The static yieldY, is determined by the average number DY putt = Ypme) Ve P (8)
of faults in a single celh. Reduction in\ could result in
enhancement of the static yield. This relies on memory
cell manufacturing technology. Note that enhancing t
static yieldY, through) reduction is beyond the scope of
this paper. Using more fault-tolerant flip-flops to harden
the FPGA memory system is discussed in [10].

2) Redundant physical memory cells can also be used toThe target memory configuration consistdafwords where
enhance the static yield of the FPGA reconfigurableach word consists o, memory cells. Then, the dynamic
memory system. This strategy requires additiongield of the target memory word, denoted B} ;,,..,, can be
hardware such as spare memory cells, additional intdormulated by
connection network, and a dedicated memory test circuit. -
It is obvious that these strategies are not practical to DY tmuw = (Ypme) " ©)
be employed in the majority of current FPGAs becaqse Observation 1: DY .., can be enhanced by spare bits
of the hardware overhead. Also note that enhancing, .o in each word, if any. Fig. 4 shows a detailed illustration
the static yield of the FPGA memory system throug yhe situation where each target word hés spare cells.
additional hardware is also beyond the scope of thg, 5 the total number of physical memory cells in each target
paper. Application of agdmonal h_ardware to harden tr\ﬁord becomesV, + R,. If W, cells out of W, + R, cells are
FPGA memory system is shown in [9]. fault-free, then the word is still operational. Now, the dynamic

yield of the target memory word enhanced by spare bits,

denoted byDY ..., Can be formulated as

W (Wt+Rb

whereW, is the target word length); is the target depth, and
Q&mc is the physical memory cell yield.

V. STRATEGY 1—DYNAMIC YIELD ENHANCEMENT USING
REDUNDANT BITS

IV. DYNAMIC YIELD OF FPGA RECONFIGURABLE
MEMORY SYSTEM

FPGAs have a number of unique characteristics over applpy,, . . = Z )(Ypmc)i(l_};mc)‘h+Rbi.
cation specific integrated circuits (ASICs). Among the charac- =W,
teristics, inherited redundancy and programmability of FPGAs (20)
can be exploited to obtain yield enhancement. One or moreNote that DY ,,..,;, is always greater than or equal to
fully customized systems can be implemented on the FPGRY . if I is greater than 0, since the probability of having
and each application may request a different memory configuid: fault-free cells out o#¥; + R, cells is greater than or equal
tion. Each requested memory configuration can be specified dadhe probability of havingV; fault-free cells out o#V; cells.
represented by a target logical memory width (i.e., the numberThen, the dynamic yield of the target memory system en-
of bits per word,IW;) and a target logical memory depth (i.e.hanced by redundant bits, denoted BY ¢+, can be identi-
the number of wordsD;). Fig. 3(a) is an example of a targetfied as follows
memory configuration of¥, = 3andD, = 5. If W, < W
and/orD; < Ty, (W - T;) — (W, - D;) physical memory cells
are left unused and can be used as spare memory cells. Suppobiote thatDY ;. iS always greater than or equal &Y i
that a super array dV = 4 and1; = 7 is given. The shaded because of the Observation 1 and (11).

7

Dth'rb = (DYt’mwrb)Dt' (11)
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Fig. 4. Target memory configuration with redundant bits.

Dynamic Yield Enhancement with Redundant Bits (Wt=3, Dt=256)
1 T T T T T T
{ { 1 DYnull ———
DYtmrb with Rb=1 -------
DYtmrb with Rb=2 --------
3 DYtmrb with Rb=3 -
06 f - \ ........................
> \
O \\
0.4 \ ................... -
0.2 Hoi ‘\, ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, 4
0 \1\\\\
0

| e
0.05 0.1

0.15
Fig. 5. Dynamic yield enhancement by redundant bits.

0.2 0.25
Lambda - average number of fails per cell
Simulation 1: Parametric simulation results on the dynamic

yield enhancement of an experimental FPGA memory syste

0.3
are given in Fig. 5, wheré/; = 3, D, = 256 and R, =

Wt

{1, 2, 3} are used. This simulation clearly reveals the effec
of redundant-bit utilization for dynamic yield enhancement ir
whichY,,.,;; enhances aB,, increases. For instancBY ,,,,4 Of

R, = 3at\ = 0.041 is greater than 99%, wheleY ,,,,;; =~ 0%.

—e—e
Target memory word - Wt cells
Dt
VI. STRATEGY 2—DYNAMIC YIELD ENHANCEMENT
USING REDUNDANT WORDS

The target memory configuration consistsiof number of
words as shown in Fig. 3. If the given FPGA reconfigurable
memory system can utilize inherently redundant words (in othe

words, D; < T;), the dynamic yield of the target memory g, |
configuration (i.e.,DY ,,.i;;) also can be enhanced by replacing

faulty words with fault-free spare words. Suppose tRgt re-

Spare word - Wt cells
dundant words are utilized as spare words (see Fig. 6). Then,#he6. Target memory configuration with redundant words.

1303
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Dynamic Yield Enhancement with Redundant words (Wt=3, Dt=256)
T N T 1 S T T
3 \ 3 DYnull ——
o DYtmrb with Rw=85 -------
Voo DYtmrb with Rw=170 --
i \ i o s DYtmrb with Rw=256 -
08 b | o . | .
0.6 i
> i
) i
04 I 1 S .
|
02.\‘“ ,,,,,,,,,,,,,,,,,,,,,,,,, -
0 I I N | e L |
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
Lambda - average number of fails per cell
Fig. 7. Dynamic yield enhancement by redundant words.

dant words can be formulated as

dynamic yield of the target memory system enhanced by redwwording to the result of the Simulation R,, = 85 successfully
D,+R.,,

DY trrw = Z (Dt +Rw>

tolerates\ = 0 to 0.17, while the same amount of redundancy
i=D; ¢

tolerates\ = 0 to 0.003 in the Simulation 1.

VIl. TARGET MEMORY CONFIGURATION FITTING
(DY 1) (1= DY ) PR =t 0 (12) The FPGA reconfigurable memory system can be configured
Note thatDY 4,,,,-., iS always greater than or equalfy”,, ,;;,
since the probability of having; fault-free words out ofD; +

into a number of logical memory configurations with different
width and depth combinations. The logical memory widlth
D, fault-free words out o), words.

(i.e., the number of cells in a word) and the number of logical
R,, words is greater than or equal to the probability of havingpemory wordsT; (i.e., the depth) specify each logical memory
configuration. If 7T,

are given in Fig. 7, wher&’, = 3, D; = 256, andR,, =

= 4096 bits (i.e., the total number of
Simulation 2: Parametric simulation results on the dynamiphysical memory bits) and = {1, 2, 4, 8, 16} (i.e., the
yield enhancement of an experimental FPGA memory systetiowable memory widths), then the FPGA reconfigurable

memory system can be logically configured into one of 4096
{85, 170, 256} are used. This simulation also clearly reveals 1, 2048 x 2, 1024 x 4, 512 x 8 or 256 x 16 logical

the effect of redundant-word utilization for dynamic yield enmemory configurations. Finding the most suitable one from the

hancement. Dynamic yield enhancement using redundant ligdidate logical memory configurations for the given target

and redundant words now can be compared as well, becausentieenory configuration to maximally enhance the dynamic
same number of spare cells as in the Simulation 1 is used (iygeld of the target memory configuratioRY ,,.,;; is referred
R, = {1, 2, 3} for the Simulation 1 an®,, = {85, 170, 256}

for the Simulation 2 use the same number of spare célls),
enhances aB,, increases. For instancByY ¢y, of R, = 256

to as “Target memory configuration fitting.” Allocation of
at\ = 0.2 is greater than 99% whei®Y ,,.;; =~ 0%.

the most yield enhancing logical memory configuration for

the given target memory configuration is an important issue,

since the fitting directly determines the maximal dynamic yield
Observation 2: Both the Simulations 1 and 2 show that th&@nhancement. Because of the architectural constraints such

Strategy 2 performs better than the Strategy 1. This is becaasethe limited nhumber of programmable interconnections and
the Strategy 1 focuses on enhancibd ;... However, this the fixed allowable logical word width, allocating arbitrary
strategy is not so effective to enhanb&’,,..;;, sinceDY 4.4

spare physical memory cells one by one to repair arbitrary
is simply DY ;,,.., raised to the power ab;. An insignificant faulty logical memory cells requires excessive reconfiguration
degradation oDY,,,,., could result in exponential degradatioroverhead which must be avoided by all means [12]. Therefore,

of DY . ON the other hand, the Strategy 2 performs bettawo simple yet effective methods are to be investigated: bit-wise
since each additional spare word enhan@&s, ., ; linearly. Ac-

redundancy and word-wise redundancy.
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Wt =3
Fmmm e Repaired by
! @ fault-free cell | bit-shifting
Dt=5 { O faultycell _:
TI=7 — Repaired by
word-shifting
W=4

Fig. 8. Memory repair by bit-wise and word-wise redundancy utilization.

Dt

Dt

_

Dt > Tl

Fig. 9. Examples of target memory fitting.

Wt < W and Dt < Tl

If W > W, the unused bits in each word can be utilized agpresent the shape of the target memory configuration, and
bit-wise redundancy. Likewise, if;, > D, the unused words the shaded rectangles represent the shapes of candidate logical
also can be used as word-wise redundancy. Fig. 8 shows anraemory configurations. Note that the candidate logical memory
ample of bit-wise and word-wise redundancy utilization in whickhape in Fig. 9(a) can not be used, sifige< D,. Another
a target memory configuration af, = 3 andD, = 5isfitted candidate shape in Fig. 9(b) cannot be used either, because
into a logical memory configuration 8 = 4and1l; = 7.Ifa W < W,. Fig. 9(c) shows an example of a suitable candidate
word has a sufficient number of nonfaulty cells (i21}/;), then logical memory shape in which bofff > D; andW > W,.
the word can be repaired by shifting the faulty cells, which is r8hus, the logical memory configuration in (c) successfully
ferred to as bit-shifting as shown in the second word in Fig. 8(Batisfies the requirement. The area designated byFig. 9(c)
Otherwise (i.e., if the word does not have a sufficient number o&n be used as inherited redundancy.
fault-free cells), then the word still can be repaired by shifting it- Case Study 1:Suppose the FPGA reconfigurable memory
self, which is referred to as word-shifting as shown in the thirslystem withZ,, = 4096 bits andW = {1, 2, 4, 8, 16, 32}
word in Fig. 8(b). Both bit-wise shifting and word-wise shiftingand a target memory configuration df, = 3 and
are implemented by using inherited logic and memory resourcBs = 256 are given. A list of all possible candi-
on demand; locations of the faulty bits and words are memorizddte logical memory configurations, denoted bg,
and replaced by redundant bits and words. As a result, the gitkan can be constructed as = {(4096, 1), (2048, 2),
target memory configuration shown in Fig. 8(a) is successful(024, 4), (512, 8), (256, 16), (128, 32)}. Both C(1) and
repaired by both bit-wise and word-wise redundancy utilization!(2) are not suitable since they violate the requirement (in
Note that both bit-wise shifting and word-wise shifting can be inether words W < W;), andC(6) also cannot be used since
plemented by considerable inherited redundancy utilization afid, < D,. However,C(3), C(4), andC(5) are suitable for the
thus, should be minimal. target memory configuration (i.ely > W, and1; > D).

Another example is given in Fig. 9 to address the targéhose suitable logical memory configurations are denoted by
memory configuration fitting issue. The blank rectangle§.
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Rb

Dt

Fig. 10. Target memory configuration with redundant bits and words.

Rb for Word

Wt Word Cells

Wt Spare
Word Cells

Wt Word Cells

Dynamic Yield Enhancement with Cs (Wt=3, Dt=256)

DYnull ——
DYCs(1) -------
DYCs(2) -+
DYCs(3) -
0.8 [ :
06 . —
> ?
&) :
T I S—— y—
0.2 ——
O | | I
0 0.2 0.4 0.6

Lambda - average number of fails per cell

Fig. 11. Dynamic yield enhancement b.

The dynamic yield of the target memory configuration erfirst to fix the faulty words, and ther,, is used to replace

hanced by using spare cells©f, denoted byDY ¢, is

Di+R,,
D; + Ry,
e <" ()

i=Dy
'(DYt'mwa)i(l - Dth,wrb)DtJer_i (13)

where DY 4,,., is enhanced by, (Strategy 1) andY ,,,,;; is

the remaining faulty words to avoid the costly global rerouting.
Fig. 10 shows how the spare cells can be divided into two areas
designated by, andb in which the area is used as redundant
words and the arelais used as redundant bits.

Simulation 3: A parametric simulation result on a dy-
namic yield enhancement of the experimental FPGA memory
system is shown in Fig. 11 whe#, = 3, D, = 256 and

enhanced by, (Strategy 2). Note that the Strategy 2 require§'s = {(1024, 4), (512, 8), (256, 16)}. For Cs(3), Ry = 13
partial rerouting of its interconnections where faulty words aendR,, = 0. Thus, each word of the target memory is repaired
replaced by fault-free spare words [15], [12], while the Stratedyy redundant bits, but no redundant word exists to enhance
1 does not require rerouting since fault-free spare bit(s) inita dynamic yield further. That is whyDY ¢ (3) shows the
faulty logical word fix(es) faulty cells [15]. Thusk, is used least fault-tolerance among the candidates.@gn), R, = 1
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and R,, = 768. In this case, each word gets enhanced by a TABLE I

redundant bit R, = 1), and the overall memory gets enhanced SAMPLE RESULTS FROM THE OPTIMAL FITTING ALGORITHM

by redundant wordsK,, = 768). However,DY ¢ (1) shows X [ DYc.qy [ DYc.2) | DY .3) || Coptimal

intermediate performance, siné is too small to enhance the 0.684 / i 0.619862 | C,(1)
0.746 || 0.966653 | 1.0 | 0372272 | C.(2)

dynamic yield of each word significantly. F@t;(2), R, = 5
andR,, = 256 show the best yield enhancement. THE ¢ (2)
tolerates\ = 0 to 0.8. function is a decreasing function with respectoC,,timai
tolerates\ = 0 to \; better than the other candidates. Thus, if
VIII. OPTIMAL TARGET MEMORY CONFIGURATION DY ¢, ima = 1, thenCypiimar is guaranteed to tolerate= 0
FITTING FOR SINGLE CONFIGURATION to \;. The following case study further shows the effectiveness

The issues associated with the target memory configuratigd correctness of the optimal fitting algorithm.
fitting have been discussed in the previous section. Selecting=@seé Study 2:Suppose the FPGA reconfigurable memory
the most dynamic yield enhancing one (denoted i) SYStem WIthl;, = 4096 bits andW = {1,2,4,8, 16, 32},
among the candidate logical memory configuratiof for @nd @ target memory configuration Bf, = 3 and Dy = 256
a target memory configuration is referred to as optimal targ@f€ 9iven. A list of suitable candidate logical memory configu-
memory configuration fitting (optimal fitting, for short). The'ations is therC; = {(1024, 4), (512, 8), (256, 16)}. Table Il

optimal fitting guarantees the most dynamic yield enhancehows how the optimal fitting algorithm reacts when different

ment. In Simulation 3, three suitable candidate logical memofyS &€ applied.

configurations(, (1), C(2), andC,(3), were considered. The When \; = 0.684, the optimal fitting algorithm sellects
most dynamic yield enhancing logical memory configuratioffertimai = Cs(1). DY ¢, (2) is also 1.0, but the algorithm
Coptimal @MONg them isC4(2), since it tolerates\ = 0 to 'S supposed to choose the first one since there is no gain by
0.8, approximately. The following problem statement formall§€!ecting the second one. Whep = 0.746 is applied, the
defines the optimal fitting. optimal fitting algorithm selectC(2) as C,ptimar, SiNce
Problem Statement 1Among candidate logical memoryPY c.(2y = 1.0, which is the most dynamic yield enhancing
configurationg”, find the Cyptima: Which maximally enhances candidate.
the dynamic yield of a target memory configuration specified

by W, and D;. IX. OPTIMAL TARGET MEMORY CONFIGURATION FITTING
To effectively solve the problem stated above, the optimal FOR SEQUENTIAL CONFIGURATIONS
fitting algorithm is proposed as follows: The FPGA can be reconfigured as many times as needed to
implement numerous configurations. More than one application
Algorithm 1: Optimal target memory can be implemented on the FPGA both sequentially and concur-
configuration fitting. rently [11]. If the FPGA is required to be sequentially reconfig-
INPUT: C, A, which is the target A, W, ured over the time to implement the configurations, the situa-
and D;. tion is referred to as sequential reconfiguration system (SRS).
STEP 1: n = |C| where n is the number of Because the whole reconfiguration process is sequential, each
candidates. DYe = 0 where DY is dy- configuration is disjoint from the other configurations. Thus, the
namic yield of the candidate. Coptimal = dynamic yield of SRS, which is denoted B} sr s, can be for-
where C,,timar is the optimal candidate. mulated as
STEP 2: FOR i =0 TO n BEGIN m
IF W >W, ANDT, > D, BEGIN > DY (i)
Obtain DY ¢(; using DYgps == — (14)
(12); "
IF DY¢@u > DY BEGIN wherem is the number of total configurations, amd’(4) is the
DY ¢ = DY ¢iy; dynamic yield of the;;, configuration. Note that sequential uti-
Coptimat = C(1); lization of the optimal fitting always guarantees the maximum
END; DY sgrs. The following algorithm finds the optimal fitting for
END; SRS which maximize®Y sgrs.
END;
OUTPUT: Coptimat- Algorithm 2: Optimal target memory fitting
for SRS.
The above algorithm requires iterations, which is the INPUT: C, A; which is the target A Wy
number of candidates under consideration. Thus, the algorithmand D, of each configuration, and m

has O(n) complexity. The correctness of the optimal fitting which is the number of sequential con-
algorithm can be easily proved. The algorithm simply rejects figurations.

candidates if they hav®d” < W, orT; < D,. Then, the algo- STEP 1: FOR i =0 TO m BEGIN

rithm obtains the dynamic yields of pre-approved candidates Using the Algorithm 1,

and compares them to gét,,;imq. Since the dynamic yield find the optimal fitting for Ten,
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Fig. 12. lllustration of the optimal fitting algorithm for SRS.
configuration TABLE I
and store it in Cypii l(L) SAMPLE RESULTSFROM THE OPTIMAL FITTING ALGORITHM FOR SRS
optima 1
END; Target Memory || 400X3 | 600x3 | 100X 5
OUTPUT: Coptimal(1> A C’optimal(m). A 0.6 03 038
4096 x 1 N/A N/A N/A
2048 x 2 N/A N/A N/A
The Algorithm 2 outputs an array of the optimal candidates 1501224 ><84 0-47]0415 N}A 09§;/91‘;10
Wh_ereCopt_,L-ma,(z) is the 0pt|ma_l canfnglate for t_h@h configu- _ 56516 N/A N/A I
ration. An illustration of the optimal fitting algorithm for SRS is 128 % 32 N/A N/A |
given in Fig. 12 wheréV EABs are reconfigured, as a number Coptimal 512 x8 [1024x 4] 256 x 16

of target memory configurations are mapped into the FPGA se-

guentially. Some preliminary results are shown in Table III. Thgssigned to the target memory configurations. The following

given EABs are configured into a super arra;_ﬂpf: 4096 and observation identifies some important issues of choosing
W = {1, 2, 4, 8, 16, 32}, and three sequential target Memory, ;i vle candidates for CRS

configurations (400x 3, 600 x 3 and 100x 5) with corre-
sponding\; = 0.6, 0.3, and0.8 are fitted into the super array. o

As a result, three optimal super array conflguratl_ons (512, rations which utilize 1, 3, and 3 EABs are given. There are five
1024 x 4 and 256x 16) are selected py the algonthm. . ways to partition the given 8 EABs into three groups: i.e., 1-1-6,
Note that_ the asymptot_|c complex[ty of the Algorithm 2 1-2-5, 1-3-4, 2-2-4, and 2-3-3 where each number represents the
O.(n ), since the_AIgorlthm 1 requireS (n) anq bl Algo— number of EABs in each super array and each super array is de-
r]thm 2 requiresm (ie., the nqmber of sequential Comclgur""Timited by “-.” Then, only 1-3-4 and 2-3-3 can be considered as
tions) iterations over the Algorithm 1. the suitable candidates, since the other candidates are physically
not suitable for the given target memory configuration of 1-3-3.
X. OPTIMAL TARGET MEMORY CONFIGURATION FITTING FOR Then, the most dynamic yield enhancing candidate (i.e., the op-
CONCURRENT CONFIGURATIONS timal candidate) can be chosen from the eligible candidates of
Multiple configurations can be successfully operational ot-3-4 and 2-3-3.
the FPGA concurrently [11], and this situation is referred to as The following algorithm finds the optimal target memaory fit-
concurrent reconfiguration system (CRS). Since multiple coting for CRS based on the unsuitable candidate pruning criteria
figurations reside in the FPGA and are functionally concuidentified in the Observation 3.
rent, the configurations are temporarily dependent on each other.
Thus, the dynamic yield of CRS, which is denoted®¥ ¢ rs, Algorithm 3: Optimal target memory fitting

Observation 3: Suppose the FPGA memory system with 8
ABs (IV = 8) and three concurrent target memory configu-

can be calculated by for CRS.
m . INPUT: C, X which is the target A,
DY crs ZH DY (4). (15) W, and D, of each configuration, and l
i=1 which is the number of concurrent con-

The CRS requires appropriate concurrent mappings offigurations.
multiple target memory configurations on the FPGA. Thus, the STEP 1: Construct suitable candidates as
given FPGA memory system must be partitioned into multiple described in the Observation 3 using the
super arrays to serve the multiple target memory configurationsgiven number of EABs while unsuitable
concurrently. The dynamic yield of CRS, which is denoted by candidates (e.g., 1-1-6, 1-2-5 and 2-2-4
DYcrs, can be optimized if carefully sized super arrays are in Observation 3) are pruned. Store the
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Fig. 13. lllustration of the optimal fitting algorithm for CRS.
remaining suitable candidates (e.qg., ting algorithm for CRS works where EABs are partitioned ihto
1-3-4 and 2-3-3 in Observation 3) in an groups by the STEP 1 and each concurrent target memory con-
array C and |C| in k. Initialize temp = 0.  figuration gets optimally fitted into each group of EABs by the

STEP 2. FOR =1 TO k£ BEGIN
FORj =1 TO !
Using the Algorithm 1,
find the optimal fitting
for j;, configuration to
ju, super array of C(i);
END;
Store the optimal fitting
results of
C(L) in FIT'r‘esult;
IF (DY crs(FIT esu) > temp) THEN
BEGIN
Coptimal = FITTesult;
temp = DYC’RS(FITresult);
END;
END;
OUTPUT: Coptimal-

STEP 2. Asymptotic complexity of the Algorithm 3d&n-{-k),
since it has a nested loop, where the inner loop iteddies, the
number of concurrent configurations) times, and the outer loop
iteratesk (i.e., the number of candidates) times, and the Algo-
rithm 1 is embedded in the inner loop. Note that each candidate
consists of super-arrays, and the target concurrent configura-
tions are fitted into the super-arrays by the Algorithm 1.

The following observation traces the Algorithm 3 to show
how it works.

Observation 4: Suppose the FPGA reconfigurable memory
system ofN = 8, B = 1024 andW = {1, 2, 4, 8} is given,
and three concurrent target memory configurations of 00
300 x 3, and 200x 5 with corresponding; = 0.07, 0.3, and
0.1, respectively, are to fit into the memory system as shown in
Fig. 14. The STEP 1 of the algorithm partitions the given EABs
into 3 groups, since three concurrent target memory configu-
rations are given. There exist five different candidates: 6-1-1,
5-2-1, 4-3-1, 4-2-2, and 3-3-2. Among those candidates, only

Upon termination, the Algorithm 3 outputs the most dynami¢-2-2 and 3-3-2 are initially identified as the suitable candidates.
yield enhancing candidate. Fig. 13 shows how the optimal fithe other unsuitable candidates (6-1-1, 5-2-1, and 4-3-1) are
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Fig. 14. How the optimal fitting algorithm for CRS works.

pruned by the STEP 1. Then, the STEP 2 searches for the pos- XI. CONCLUSION

sible fitting solutions using the suitable candidates (4-2-2 and

3-3-2). As aresult, the fitted candidate #1 (1024}, 512x 4 This paper has proposed various new ways to enhance the dy-
and 256x 8) and #2 (768x 4, 768x 4 and 256x 8) are con- namic yield of the embedded reconfiguration memory system
structed. Finally, the STEP 2 compares the dynamic yields with randomly distributed memory cell faults. Fundamental as-
the candidates using given values. The resulting super arraysurance techniques for the yield measurement and enhancement
of 1024 x 4,512x 4, and 256x 8 are guaranteed to be suitableand their practical applications have been discussed. Also, var-
for the given concurrent target memory configurations and to Bmus simulations have been conducted to characterize and de-
fault-tolerant for the given,. velop the yield enhancement strategies. The balanced combina-
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tion of redundant bits and words has shown effective fault-tol{10] R. Katz, J. Wang, J. McCollum, and B. Cronquist, “The impact of soft-
erance, since the target word yield gets enhanced by redundant Ware and CAE tools on SEU in field programmable gate arrdfs£E

bits, and the overall memory yield gets enhanced by redur‘m]

Trans. Nucl. Scj.pt. 1, vol. 46, Dec. 1999.
J. Jean, K. Tomko, V. Yavagal, J. Shah, and R. Cook, “Dynamic reconfig-

dant words. Then, the significance of the optimal fitting which uration to support concurrent applicationtEEE Trans. Computvol.
finds the most yield enhancing one among the candidate Iogiczl 48, June 1999.

memory configurations has also been discussed. Finally, nov

]]2] S. Wilton, J. Rose, and Z. Vranesic, “The memory/logic interface in
FPGA's with large embedded memory array§EE Trans. VLSI Syst.

optimal fitting algorithms which have moderate complexity of vol. 7, Mar. 1999. _ _
O(n) (for single configuration fitting)O(n . m) for SRS fit- [13] R.Katz, K. LaBel, J. J. Wang, B. Cronquist, R. Koga, S. Penzin, and G.

Swift, “Radiation effects on current field programmable technologies,”

ting, andO(n - 1 - k) for CRS fitting have been introduced. The IEEE Trans. Nucl. Scivol. 44, Dec. 1997.
optimal fitting algorithms can be applied to most of the FPGAS[14] W. K. Huang, F. J. Meyer, N. Park, and F. Lombardi, “Testing memory
to make them fault-tolerant without modifying their hardware, =~ modules in SRAM-based configurable FPGAs, Rroc. Int. Workshop

since they exploit inherited redundancy and programmability 0f15

Memory Technol., Design, Testingug. 1997, pp. 79-86.
] C. H. Stapper and H.-S. Lee, “Synergistic fault-tolerence for memory

the FPGASs. The proposed algorithms ultimately establisha solid  chips,”IEEE Trans. Computvol. 41, Sept. 1992.
theoretical foundation to realize practical and specific FPGA
implementations under various vendor-dependent constraints.

ACKNOWLEDGMENT

The authors would like to thank the anonymous referees M}psu Choi (M'02) received the B.S., M.S., and Ph.D. degrees in computer

their valuable comments.

(1

(2]
(3]

(4]
(5]

(6]

(71

(8]

9]

science from Oklahoma State University, Stillwater, in 1995, 1998, and 2002,
respectively.
He is currently with Department of Electrical and Computer Engineering,
REFERENCES University of Missouri, Rolla, as an Assistant Professor. His research mainly
focuses on computer architecture and VLSI, embedded systems, fault tolerance,

“Spartan-Il family advance product specification,” Xilinx, Inc., Jan.testing, quality assurance, reliability modeling and analysis, configurable com-

2000. puting, parallel and distributed systems, and dependable instrumentation and

“Virtex-E family advance product specification,” Xilinx, Inc., Feb. 2000.measurement.

“Integrator Series FPGAs: 1200XL and 3200DX families data sheet,” Dr. Choi was the recipient of the Don and Sheley Fisher Scholarship in 2000,

Actel, Inc., Jan. 1998. ] ] the Korean Consulate Honor Scholarship in 2001, and the Graduate Research
“Flex 10K embedded programmable logic family data sheet,” Alter&xcellence Award in 2002. He is a member of Golden Key National Honor So-
Co., San Jose, CA, Jan. 1999. ciety.

“ispLSI 6192 high density programmable logic with dedicated memory

and register/counter modules data sheet,” Lattice Semiconductor Co.,

Sunnyvale, CA, May 1999.

S.-B. Ko, T. Xia, and J.-C. Lo, “Efficient parity prediction in FPGA,” in

Proc. IEEE Int. Symp. Defect Fault Tolerance VLS| Sy3tt. 2001, pp.

176-181.

J. Lach, W. H. Mangione-Smith, and M. Potkonjak, “Enhanced FPGANohpill Park (M’99) received the B.S. degree in 1987 and the M.S. degree in
reliability through efficient run-time fault reconfiguratiodEEE Trans. computer science in 1989 from Seoul National University, Seoul, Korea. He

Reliability, vol. 49, pp. 296-304, Sept. 2000. received the Ph.D. degree in 1997 from the Department of Computer Science,
W. K. Huang, F. J. Meyer, and F. Lombardi, “An approach for detectingexas A&M University, College Station.

multiple faulty FPGA logic blocks,TEEE Trans. Compugtvol. 49, pp. He is currently an Assistant Professor in the Computer Science Department,
48-54, Jan. 2000. Oklahoma State University, Stillwater. His research interests include computer

J. Wang, R. Katz, J. Sun, B. Cronquist, J. McCollum, T. Speers, and \Atchitecture, defect and fault tolerant systems, testing and quality assurance of
Plants, “SRAM based re-programmable FPGA for space applicationgligital systems, parallel and distributed computer systems, multichip module
IEEE Trans. Nucl. Scipt. 1, vol. 46, Dec. 1999. systems, programmable digital systems, and reliable digital instrumentation.



	Dynamic Yield Analysis and Enhancement of FPGA Reconfigurable Memory Systems
	Recommended Citation

	Dynamic yield analysis and enhancement of FPGA reconfigurable memory systems

