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The problem of reidentification of a person in multiple cameras 
is a hot topic in computer vision research. The issue is with the 
consistent identification of a person in multiple cameras from 
different viewpoints and environmental conditions.  Many 
computer vision researchers have been looking into methods that 
can improve the reidentification of people for many real-world 
purposes.  There are new methods each year that expand and 
explore new concepts and improve the accuracy of 
reidentification.  This paper will look at current developments, 
and past tends to find what has been done and what is being 
done to solve this problem.  This paper will start by introducing 
the topic as well as covering the basic concepts of the 
reidentification problem.  Next, it will cover standard datasets 
for today's research.  Then it will look at evaluation techniques.  
Then this paper will start to describe simple techniques followed 
by the current deep learning techniques.  This paper will cover 
the use of these techniques, what are some of their weaknesses 
and their strengths.  It will conclude with an overview of some 
of the best models and show which models have the most 
promise and which models are not as useful.     
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Introduction 
 
The problem of accurately locating a target in either multiple photographs, a 

video stream, or from a collection of cameras at different angles has been a hot 
topic in computer vision research.  Re-identification (ReID) has many useful real-
world applications.  These applications can range from security systems and 
surveillance to automatically tagging people in photographs on social media.  
ReID can monitor a location and track a suspect as they traverse different areas.  
ReID can significantly reduce the time and cost in apprehending and finding a 
potential target.  ReID can also be used to monitor customer’s activity in a store 
to aid in streamlining the geospatial layout of a store’s products.  Combined with 
data analytics, ReID can be a potent tool for decision-makers and planners.    

ReID is known as the process of locating an individual target in either an 
image or in video frames [1, 2, 3] over some time. The ReID model should 
accurately track and identify a target in real-time if possible. The process of ReID 
focuses on correctly matching a target from either a sample or a dataset and find 
the target in another image regardless of any change in position or location.  
These changes can range from altered lighting, the target's position or pose, the 
scale of the target, background changes, and camera rotations or orientation [4].  

  
 

The difficulty of ReID 
  
ReID faces many challenges to find a target in multiple images accurately.  

Camera calibration [5] or different types of cameras can increase the difficulty in 
ReID a person.  A change in a camera by either; height, angle, brand, lens, and 
even placement can have adverse effects on subject identification [6, 4].  This 
issue is known as an intra-class variation.  The change in lighting conditions can 
also affect some models.  Low resolution is a pervasive issue in ReID as some 
sources of input come from older or low-quality cameras.  Local feature extraction 
can be more difficult as there are little or no small details in an image from low-
quality cameras.  Occlusion can also increase the difficulty in ReID of targets, 
especially in video files or when there are many people in the scene.  Uniforms or 
similar clothing can also increase the difficulty when not using facial recognition 
or when there is no unique feature per person to use.  Scalability is another issue 
with ReID.  The number of targets can be huge, the number of cameras, the 
amount of streaming footage, and the total number of people can add to the 
complexity.   

      
          

Datasets 
  
There are a few standard datasets that are used for training and testing ReID 

models.  The most popular ones are Market-1501, CUHK01-03, and VIPeR [7, 8, 
9, 10, 11]. Other datasets are PRW (Person Re-identification in the Wild), 
CAMPUS, RAiD, EPFL, and i-LIDS [12, 13, 14, 15, 16].  These datasets can be 
either image data or video files.  The datasets typically consist of a training and 
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testing set, but sometimes they have more testing and even partial or occluded 
image sets for evaluation purposes. These datasets have bounding boxes defined 
and, in most cases, pre-cropped images to aid in training.   

 
  

Evaluation 
  
The most common type of comparison found in the literature between each 

model is mean average precision (mAP), Rank 1, Rank 5, and Rank 10.  The 
mAP is a standard evaluation tool for calculating the accuracy for object 
detection models.  Rank X is the accuracy of finding the same person in the xth 
photo or frame [12, 17, 18]. These two metrics have been used in multiple articles 
for model comparison and are acting as the industry-standard metrics.   

 
    

Simple Techniques Used 
  
There have been many techniques used to perform ReID in images.  These 

techniques can be simple as color feature extraction, shapes, gait analysis, or 
complex as multi-layer deep learning models that use local and global features for 
the analysis.  The gait analysis is one of the least favorite methods for ReID 
because of the high possibility of the change in rotation, scale, and angle of view 
of the target.  These alterations can make matching the gate of a person nearly 
impossible [4, 19].  Feature extraction based on the target’s physical appearance 
can be some of the more straightforward methods to implement and give decent 
results depending on the environmental circumstances [20]. Color histograms can 
be used for looking at targets precisely and not that of a whole scene as this 
would lead to inaccurate results due to the changing of people, background, 
lighting, and position that would alter the color between each image [21, 22].  
The use of color histograms is a simple method for photo similarity tests by 
looking at the distance between each histogram.  However, color histograms are 
very limited and will not capture the features in great detail, which will result in 
several false positives and negatives.    

Feature extraction and the comparison between two different images via 
distance metrics have started becoming the primary method for ReID.  Euclidean 
distance equation, triplet loss, and other distance measurements [23, 24] are an 
excellent way to tell similarities between two images. The lower (or smaller) the 
distance between the two features, the more likely these features are of the same 
target.  Bhattacharyya coefficients are also useful for distance measurements [25].  
The Bhattacharyya coefficient can be useful when different; extracted features fall 
outside the distance measurement space [4].  However, simple feature extraction 
cannot account for a total complexity of ReID.  Feature extraction is a method 
for downsampling image data into either features or vectors for use in more 
complex neural networks.   
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Deep Learning for ReID 
 
Color histograms, gait analysis, and simple distance measurement techniques 

are useful but can lack accuracy and dependability in real-world applications.  
The use of deep learning (DL) can overcome some of the shortcomings of the 
previously mentioned methods.  DL has proven to be useful in many filed in 
computer vision and has shown in research to be very useful for ReID projects.  
Some of these DL models have to potential to exceed human-level accuracy [26].  
These models can take many different forms, from a Siamese neural network [27] 
to more complex multilevel triplet DL models [28].   

The first model approach is the simple Convolutional Neural Network 
(CNN), which is a common approach for all image problems. CNN for ReID 
problems should have two basic needs.  One is a feature exaction method for 
getting a useful feature from an image, and the second one is a distance metric 
for the comparison between the similarities of two images [29, 30].  Some of the 
more accurate CNN approaches look at both global and local features when they 
are performing feature extraction [28, 10]. By adding both the global and local 
features of an image, the accuracy and reliability of the model seem to increase 
significantly when the combination of these features [31, 32].  The use of CNN 
alone does not yield state-of-the-art results, so the use of either global, local, or a 
combination of the two tend to yields results that are far more accurate than a 
CNN alone.  Some research shows that the global features are more critical than 
local features, but the use of local features as a supplement can increase accuracy 
[10].  The local features should not be in the inference section of the model.  
However, the local features should aid in the global feature learning of a model.  
This method may reduce the added complexity of combining local feature, a 
global feature, and even other models feature extraction together [10].  Thus, 
reducing the dimension of the image significantly without losing valuable 
information about the target.           

Siamese Convolutional Neural Networks (S-CNN) have given good results for 
ReID [27].  S-CNN can learn embedded features of both similar and dissimilar 
pairs that belong to a group of images.  The ‘margin’ is the distance that 
separates the two features [27].  S-CNN does not capture the link between a 
group of images as it only extracts a fixed feature for a single image and does not 
update the extracted features for correctly paired images, which does not allow 
for the model to update its patterns, and can hinder future matches [27, 33, 34].  
However, S-CNN can produce excellent results reliably with lower complexity 
than other models that rely on multiple layer feature extraction.    

 Deep metric learning (DML) has also seen use in ReID.  DML works by 
creating an embedding feature from an image and checking the distance between 
each feature.  There are two pairs of positive and negative images.  Triplet loss is 
a typical distance measurement between the two sets of pairs [35].  The proper 
selection of samples for the triplet loss function is vital for the success of this 
method.  There should be both an easy pair and a difficult pair when training the 
model.  The easy pair should have a small distance or a slight change between 
the two images. Changes can be in the rotation of an image or other small 
changes.  The hard pair would be a more significant change in either clothing, 
surroundings, lighting, or other drastic changes. Doing this can significantly 
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improve the accuracy of the triplet loss function and at the same time, the 
accuracy of the DML system [36, 37].   

Re-Ranking is a process for using the L2 Euclidean distance combined with 
Jaccard distance metrics to find similar images [38].  Re-Ranking has shown to be 
successful for object retrieval, especially when with the k-nearest neighbor 
distance algorithm [39].  Re-Ranking uses the distance between the query image, 
positive image, and negative image to decide the similarity between them. 
Feature representation or metric learning are two of the primary methods used 
for ReID in Re-Ranking [40, 41]. Re-Ranking has proven to be a simple yet 
effective means for ReID.  

Human joints and human key points can be used instead of features extracted 
from an image as in the more common CNN approaches.  An image pool where 
each target has multiple pictures stored of them is a common approach for key 
point extraction and comparison.  The human joint comparison will need more 
than three images for comparison as it does not use a negative image.  This 
approach will need multiple images on one target to learn how to map joint data 
to the image.  The rules of the image pool can be adjusted to increase the 
representation of each target.  The ranking of each sample in the image pool can 
be calculated using a time series model by finding the distance between each 
joint.  Then a re-ranking algorithm can be used to adjust the initial ranking list, 
which is in ascending order [42]. Re-Ranking has shown to provide results that 
are comparative to that of other state-of-the-art CNN models.  Human pose 
estimation can also be a solution for ReID, but this approach will suffer as 
humans are flexible and dynamic and will not maintain the same position for 
very long.  So, the pose models results will suffer from either need a considerable 
amount of data or an overly complicated model that underperforms.  

Features extraction from a target to increase the accuracy of ReID has been 
shown to significantly improve the accuracy of ReID [4, 10, 26].  A unique 
method for using said features is Boosting Ranking Ensemble [43], which uses the 
ranking method to create the features from the images. This method combines 
multiple features and metrics which can then be used to give even better results 
than current feature extraction methods. The use of sectioning attributes of a 
person’s appearance is useful as a means to extract a feature or multiple features.  
By defining a person by how they look or what they are wearing, allows for 
different approaches to be used for ReID. A CNN model to classify the items that 
a person is wearing [47] is one method. The use of SVM to create the lower-level 
descriptors, which is useful in a metric learning model for ReID [48] is another 
method for attribute defining.  Attribute defining has unique ReID methods as it 
can be used to identify a person if their identity is known previously [47].  This 
method will allow for accurate tracking of an individual over several cameras.              

Unsupervised learning techniques have also proven to be very useful in ReID 
and sometimes have proven to be very accurate, but not as accurate as 
supervised learning.  One of the more unique approaches which did quite well as 
a method that created a person tracklet automatically and did not need a 
pairwise ID label for the data. This method used a local feature as the label 
discrimination, which would allow for ReID between different cameras.  This 
local feature would be created for each camera separately.  Then a global cross 
camera tracklet matching would be made by grouping images that are similar 
based on the local features that for each camera [44].  The use of small subsets of 
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a person that is in a dictionary of sparse atoms has also been used to get a 
representation of a person for ReID [45].  The use of a dynamic graph matching 
that can drastically improve label generation by dynamically adjusting the 
structure of the graph.  These adjustments are made by a positive re-weighting 
method to help manage noisy data issues found in real-world data [46].  A 
method for multi-labeling using mainly hard negatives in a triplet loss method 
can help improve results for unsupervised learning approaches.  A similar pair is 
two images that have similar characteristics, and if they do not, then it can be 
classified as a hard-negative pair [49].  A tight threshold would control how 
similar the characteristics are. 

 
 

Methodology Comparison 
 

The result from the current research still shows sign of improvement in ReID.  
By comparing mAP results from different studies, it is clear to see that the best 
model is challenging to determine.   

 
Table 1 The outcome of different studies 

Methodology/Model mAP 
AlignedReID[10] DL+ Global Feature + Local Feature 90.7 
GLAD[50] DL 73.9 
In(RK)[37] DL + Triple Loss 81.1 
Deep[51] DL 68.8 
APR[17] DL + Attribute Data 66.89 
S-CNN+Gate[27] DL + S-CNN Framework + Gate 48.45 
TAUDL[32] DL (Unsupervised)  31.2 
St-ReID[52] DL + Spatial + Temporal 95.5 

 
Table 1 shows that ReID has more room for improvement.  Even models that use 
DL rarely get over 90 in the mAP scores.  The use of DL does increase accuracy 
over other simpler models; however, it is not enough to capture the complicated 
relationship between two similar images fully.  Using other complex algorithms, 
more complex feature extraction techniques, multiple level features, and a 
combination of other metrics can significantly improve ReID.  
 
   

Conclusion 
    
 ReID has many real-world applications but is a very complicated task, 
especially in the wild.  To successfully find a person from one camera to another 
camera is only made more difficult as the locations and environment change.  
Simple techniques can be used to a degree of success but gives poor results for 
more complex changes of environment and other factors that affect computer 
vision.  The use of DL models can significantly improve the quality and accuracy 
of attempts as solving ReID.  DL models can overcome the majority of the issues 
that face the simpler models.  By combining both a local and global feature 
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extraction, these DL models can become even more accurate and can then be 
used to identify people from different cameras successfully.  Unsupervised 
methods are an excellent way to deal with ReID when looking at a static 
environment, but supervised learning has shown to be a better choice when it 
comes to the overall accuracy and when the cameras positions and environment 
changes. 
 
 

Future Works 
  

Further research is needed when looking at improving the accuracy of ReID 
task.  The improvement should come in the form of deeper networks of combined 
multi-level feature extraction and the use of triple loss function.  The triple loss 
function has proven very beneficial for similarity comparisons of different models 
in the past [28, 36, 37].  By using triple loss, the more similar images will be 
closer together, while different images will be further apart.  Triple loss is far 
more efficient at defining the similarity between images over the cross-categorical 
loss.  With the triple loss, the neural network does not have to be built for 
classification, but instead feature extraction, which is the primary output for 
ReID projects.   
The use of multi-level features can also give better results over the more typical 
global features only.  Global features can give accuracy up to 70-80% [26, 4], but 
the combination of local level and global level features have shown to improve 
performance of ReID algorithms significantly to much higher than 90% [10].  Few 
studies have looked at combining the different level of feature extraction or using 
multi-level feature extraction to augment other levels.  Thus, multi-level features 
are an excellent spot to improve the accuracy and increase the body of knowledge 
in the ReID task.  The combination of spatial and temporal features [52] have 
also shown great promises.  A possible next step would be to combine a mixture 
of local and global features on a temporal Long Term Short Memory (LSTM) 
CNN, which may yield the best possible results.  However, this would have to be 
done on a particular dataset, as the current dataset lacks temporal labels so it 
would be very difficult to determine which image came first and which was last.           
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