
Missouri University of Science and Technology Missouri University of Science and Technology 

Scholars' Mine Scholars' Mine 

Physics Faculty Research & Creative Works Physics 

01 Jan 2014 

Contact Process on Generalized Fibonacci Chains: Infinite-Contact Process on Generalized Fibonacci Chains: Infinite-

Modulation Criticality and Double-Log Periodic Oscillations Modulation Criticality and Double-Log Periodic Oscillations 

Hatem Barghathi 

David Nozadze 

Thomas Vojta 
Missouri University of Science and Technology, vojtat@mst.edu 

Follow this and additional works at: https://scholarsmine.mst.edu/phys_facwork 

 Part of the Numerical Analysis and Scientific Computing Commons, and the Physics Commons 

Recommended Citation Recommended Citation 
H. Barghathi et al., "Contact Process on Generalized Fibonacci Chains: Infinite-Modulation Criticality and 
Double-Log Periodic Oscillations," Physical Review E - Statistical, Nonlinear, and Soft Matter Physics, vol. 
89, no. 1, American Physical Society (APS), Jan 2014. 
The definitive version is available at https://doi.org/10.1103/PhysRevE.89.012112 

This Article - Journal is brought to you for free and open access by Scholars' Mine. It has been accepted for 
inclusion in Physics Faculty Research & Creative Works by an authorized administrator of Scholars' Mine. This work 
is protected by U. S. Copyright Law. Unauthorized use including reproduction for redistribution requires the 
permission of the copyright holder. For more information, please contact scholarsmine@mst.edu. 

CORE Metadata, citation and similar papers at core.ac.uk

Provided by Missouri University of Science and Technology (Missouri S&T): Scholars' Mine

https://core.ac.uk/display/229138227?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
http://www.mst.edu/
http://www.mst.edu/
https://scholarsmine.mst.edu/
https://scholarsmine.mst.edu/phys_facwork
https://scholarsmine.mst.edu/phys
https://scholarsmine.mst.edu/phys_facwork?utm_source=scholarsmine.mst.edu%2Fphys_facwork%2F441&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/147?utm_source=scholarsmine.mst.edu%2Fphys_facwork%2F441&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/193?utm_source=scholarsmine.mst.edu%2Fphys_facwork%2F441&utm_medium=PDF&utm_campaign=PDFCoverPages
https://doi.org/10.1103/PhysRevE.89.012112
mailto:scholarsmine@mst.edu


PHYSICAL REVIEW E 89, 012112 (2014)

Contact process on generalized Fibonacci chains: Infinite-modulation criticality
and double-log periodic oscillations

Hatem Barghathi,1 David Nozadze,1,2 and Thomas Vojta1

1Department of Physics, Missouri University of Science and Technology, Rolla, Missouri 65409, USA
2Department of Physics, The Ohio State University, Columbus, Ohio 43210, USA

(Received 17 October 2013; published 13 January 2014)

We study the nonequilibrium phase transition of the contact process with aperiodic transition rates using
a real-space renormalization group as well as Monte Carlo simulations. The transition rates are modulated
according to the generalized Fibonacci sequences defined by the inflation rules A → ABk and B → A. For
k = 1 and 2, the aperiodic fluctuations are irrelevant, and the nonequilibrium transition is in the clean directed
percolation universality class. For k � 3, the aperiodic fluctuations are relevant. We develop a complete theory of
the resulting unconventional “infinite-modulation” critical point, which is characterized by activated dynamical
scaling. Moreover, observables such as the survival probability and the size of the active cloud display pronounced
double-log periodic oscillations in time which reflect the discrete scale invariance of the aperiodic chains. We
illustrate our theory by extensive numerical results, and we discuss relations to phase transitions in other
quasiperiodic systems.

DOI: 10.1103/PhysRevE.89.012112 PACS number(s): 05.70.Ln, 64.60.Ht, 02.50.Ey

I. INTRODUCTION

Many-particle systems far from equilibrium can display
abrupt transitions between different nonequilibrium steady
states that share many characteristics with equilibrium
phase transitions. Examples of such nonequilibrium phase
transitions occur in turbulence, catalytic reactions, interface
growth, and in the dynamics of epidemics and other biological
populations [1–8].

Absorbing-state transitions constitute a particularly well-
studied subclass of nonequilibrium phase transitions. They
separate active, fluctuating steady states from absorbing states
that are completely inactive and do not display any fluctuations.
Generically, absorbing-state transitions are in the directed
percolation (DP) universality class [9], provided they feature
a scalar order parameter and short-range interactions but no
extra symmetries or conservation laws [10,11]. The contact
process [12] is a prototypical model in the DP universality
class. Experimental examples of absorbing state transitions
were found in turbulent liquid crystals [13], periodically
driven suspensions [14,15], and in systems of superconducting
vortices [16].

Many realistic experimental systems contain various types
of spatial inhomogeneities. For this reason, the effects of
such inhomogeneities on absorbing state transitions have
attracted considerable attention. Random disorder was shown
to destabilize the clean DP critical point [17] because its
correlation length critical exponent ν⊥ violates the Harris
criterion [18] dν⊥ > 2 in space dimensions d = 1,2, and
3. Early numerical simulations of the disordered contact
process [19–22] showed unusually slow dynamics but the
ultimate fate of the transition was only resolved by means
of a strong-disorder renormalization group analysis [23] of
the one-dimensional disordered contact process. It yielded
an exotic infinite-randomness critical point accompanied by
power-law Griffiths singularities [24]. The renormalization
group predictions were confirmed by Monte-Carlo simulations
[25], and analogous behavior was also found in two and three
dimensions [26,27] as well as in diluted systems at the lattice
percolation threshold [28].

Spatial inhomogeneities can arise not just from random dis-
order but also from deterministic but aperiodic (quasiperiodic)
modulations of the transition rates defining the nonequilibrium
process. The stability of a clean critical point against such
aperiodic fluctuations can be tested by means of a general-
ization of the Harris criterion, the Harris-Luck criterion [29],
which relates the clean correlation length exponent ν⊥ and the
wandering exponent ω of the aperiodic structure.

In this paper, we use a real-space renormalization group as
well as Monte Carlo simulations to study the one-dimensional
contact process with aperiodic transition rates modulated
according to the generalized Fibonacci sequences defined by
the inflation rules A → ABk and B → A. For k = 1 and 2, the
aperiodic fluctuations are irrelevant according to the Harris-
Luck criterion. Correspondingly, we find the nonequilibrium
transition to be in the clean directed percolation universality
class. For k � 3, the aperiodic fluctuations are relevant. We de-
velop a complete theory of the resulting “infinite-modulation”
critical point. It is characterized by a diverging strength
of the inhomogeneities and features activated dynamical
scaling similar to the disordered contact process. Moreover,
observables display double-log periodic oscillations in time
which reflect the discrete scale invariance of the aperiodic
chains. We also confirm and illustrate the renormalization
group predictions by extensive numerical simulations.

The paper is organized as follows. In Sec. II, we introduce
the contact process and the generalized Fibonacci chains. We
also discuss the Harris-Luck criterion. The renormalization
group theory is developed in Sec. III. Section IV is devoted to
the Monte Carlo simulations. We conclude in Sec. V.

II. CONTACT PROCESS ON APERIODIC CHAINS

A. Generalized Fibonacci chains

We consider a family of aperiodic two-letter sequences
generated by the inflation rules

A → ABk

B → A
, (1)
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where k is a positive integer and Bk stands for a sequence of k

letters B. The case k = 1 corresponds to the famous Fibonacci
sequence. For k = 2, the fourth-generation sequence (starting
from a single letter A) reads ABBAAABBABB. In general,
the sequences created by Eq. (1) contain groups of k letters B
separated by either single letters A or groups of k + 1 letters
A. Many properties of these sequences can be obtained from
the substitution matrix

Mk =
(

1 1

k 0

)
, (2)

which describes how the numbers NA and NB of letters A and
B evolve under the inflation (see, e.g., Ref. [30] and references
therein). Its eigenvalues read

ζ± = 1
2 (1 ± √

1 + 4k). (3)

The larger eigenvalue ζ+ controls how the total length N (i) =
NA(i) + NB(i) increases with the inflation step i. In the limit
of large i, one obtains Ni ∼ ζ i

+. The smaller eigenvalue
ζ− governs the fluctuations of the numbers NA and NB .
Specifically, �NA(i) = |NA(i) − xAN (i)| ∼ |ζ−|i for large i.
Here xA = limi→∞ NA(i)/N(i) is the fraction of letters A in
the infinite chain. The same relation also holds for NB . The
wandering exponent ω relates the fluctuations to the length of
the chain, �NA(i) ∼ N (i)ω. This yields the equation

ω = ln |ζ−|/ln ζ+. (4)

For the generalized Fibonacci chains defined in Eq. (1),
the specific values are ω1 = −1, ω2 = 0, and ω3 ≈ 0.3171
for k = 1, 2, and 3. Upon further increasing k, ω increases
monotonically and reaches 1 for k → ∞.

B. Contact process

The (clean) contact process [12] is one of the simplest
systems undergoing an absorbing state transition. It can be
understood as model for the spreading of an epidemic. Each
lattice site can be in one of two states, active (infected) or
inactive (healthy). Over time, active sites can infect their
neighbors or they can heal spontaneously. More precisely, the
time evolution is a continuous-time Markov process during
which infected sites heal at a rate μ, while healthy sites become
infected by their neighbors at a rate λn/(2d). Here, n is the
number of sick nearest neighbors of the given site.

The long-time behavior of the system is controlled by the
ratio of the infection rate λ and the healing rate μ. For λ � μ,
healing dominates over infection, and the epidemic eventually
dies out completely. Thus, the model ends up in the absorbing
state without any infected sites. This is the inactive phase. In
contrast, the density of infected sites remains nonzero in the
long-time limit if the infection rate λ is sufficiently large, i.e.,
the model is in the active phase. The nonequilibrium transition
separating these two phases belongs to the DP universality
class.

Spatial inhomogeneity can be introduced into the contact
process by making the infection and/or healing rates dependent
on the lattice site. We are interested in aperiodic (quasiperi-
odic) inhomogeneities. Specifically, we consider a chain of
sites that have equal healing rates μ but two different infection

FIG. 1. (Color online) Sequence of transition rates for the contact
process on a generalized Fibonacci chain, showing the fourth
generation of the k = 2 chain.

rates λA and λB [31]. They are arranged on the bonds of
the chain according to the generalized Fibonacci sequences
discussed in the last section. An example (k = 2) is shown
in Fig. 1. For λA = λB , the system coincides with the usual
(clean) one-dimensional contact process.

C. Harris-Luck criterion

Luck [29] derived a criterion for the stability of a clean
critical point against weak aperiodic inhomogeneities. The
basic idea is analogous to that of the Harris criterion for random
disorder: The clean critical point is stable of the fluctuations
�r of the local distance from criticality between different
correlation volumes are smaller than the global distance r

to criticality. For aperiodic inhomogeneities characterized by
a wandering exponent ω, the fluctuations behave as �r ∼
Nω−1 ∼ ξd(ω−1), while the global distance from criticality
scales as r ∼ ξ−1/ν⊥ . The condition �r < r for ξ → ∞ leads
to the exponent inequality

ω < 1 − 1

dν⊥
. (5)

This is the Harris-Luck criterion. In the case of random
disorder, ω = 1/2, it reduces to the usual Harris criterion [18].
If the inequality Eq. (5) is fulfilled, weak inhomogeneities are
irrelevant, otherwise they are relevant and change the character
of the phase transition.

The correlation length exponent of the one-dimensional
clean contact process takes the value ν⊥ ≈ 1.097. The Harris-
Luck criterion thus simplifies to ω < 1 − 1/ν⊥ ≈ 0.0884. This
implies that aperiodic fluctuations of the transition rates are
irrelevant for k = 1 and 2 while they are relevant for k � 3.

III. REAL-SPACE RENORMALIZATION GROUP

A. Overview

This section is devoted to a real-space renormalization
group for the contact process on generalized Fibonacci chains.
Our method is inspired by a similar calculation for the
transverse-field Ising chain [32]. There are, however, some
important differences.

Let us start by assuming that the transition rates fulfill the
condition λA � μ � λB . We can then perform a renormaliza-
tion group step that consists of two parts:

(i) Combine the (k + 1) consecutive sites connected by
the large λB infection rate into a single new site with a
renormalized healing rate μ̃ � μ. Structurally, this reverses
one inflation step, as the result is a system with uniform
infection rates λA but two different healing rates, μ and μ̃,
modulated according to a Fibonacci chain of one generation
earlier.

012112-2
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(ii) Integrate out the sites with the original healing rate μ,
which is now the largest transition rate in the system. This
generates renormalized infection rates (bonds) λ̃ between the
remaining sites and reverses another inflation step. The system
now has uniform healing rate μ̃ and two different infection
rates λA and λ̃ modulated according to a Fibonacci chain of
two generations earlier than the original chain.

After renaming λA → λB, λ̃ → λA, and μ̃ → μ, we arrive
at a system equivalent to the original one but with renormalized
transition rates. As long as the renormalized rates still fulfill
the condition λA � μ � λB , this renormalization group step
can be iterated.

In the opposite limit, λA 	 μ 	 λB , an analogous renor-
malization group step does not preserve the structure of the
system and can thus not be iterated. However, we will study
the fate of systems in this regime numerically at the end of
Sec. IV. If the healing rate μ is much larger (or smaller) than
both infection rates, the system can never reach criticality,
instead it is deep in the inactive (or active) phase.

B. Recursion relations

We now analyze the renormalization group step outlined
above in a quantitative manner. The infection rate λB is the
largest transition rate in the system. Thus, sites coupled by λB

bonds will quickly reinfect each other when one of them heals.
Consequently, all k + 1 sites coupled by the k consecutive λB

bonds can be merged into a single new site of “moment”
(number of sites)

m̃ = (k + 1)m, (6)

where m is the moment of the original sites (in the bare system,
m = 1). The renormalized healing rate μ̃ of these new sites can
be found either by directly enumerating all possible healing
paths of the cluster or by analyzing the eigenvalues of the
generator of the Markov process in the Hamiltonian formalism
(see, e.g., Ref. [23]). Both methods give the same result,

μ̃ = αk

μk+1

(λB/2)k
, (7)

with α1 = 2, α2 = 4, and α3 = 8. If μ � λB , the renormalized
healing rate is strongly reduced, μ̃ � μ.

After the first part of the renormalization group step, the
system has uniform infection rates λA but two types of sites,
original sites having healing rate μ and new sites having
healing rate μ̃. If the rates fulfill the condition μ̃ � λA � μ,
we can perform the second part of the renormalization group
step and integrate out the original sites that occur in groups
of k. This leads to new effective bonds of length k + 1 and
renormalized infection rate

λ̃/2 = (λA/2)k+1

μk
. (8)

The renormalization group step is finished after renaming
λA → λB, λ̃ → λA, and μ̃ → μ. Equations (7) and (8) are
similar to the corresponding relations for the transverse
fields and interactions in the transverse-field Ising model on
generalized Fibonacci chains [32]. The main difference is the
extra factor αk in Eq. (7).

If we now iterate the renormalization group step, we obtain
the following recursion relations:

λA,j+1/2 = (λA,j /2)k+1

μk
j

, λB,j+1 = λA,j , (9)

μj+1 = αk

μk+1
j

(λB,j /2)k
, (10)

mj+1 = (k + 1) mj, (11)

where j is the index of the renormalization group step. For the
further analysis, it is convenient to introduce variables Rj and
Sj that characterize the ratios of the transition rates,

Rj = ln(2μj/λB,j ), Sj = ln[λA,j /(2μj )]. (12)

In terms of these variables, the recursion relations Eqs. (9) and
(10) turn into an inhomogeneous linear recurrence,

Rj+1 = kRj − Sj + Ak, (13)

Sj+1 = −kRj + (k + 1)Sj − Ak, (14)

where Ak = ln(αk).

C. Renormalization-group flow

The general solution of the inhomogeneous recurrence
(13, 14) is the sum of a particular solution and the general
solution of the corresponding homogeneous recurrence. To
find a particular solution, we use the ansatz Rj = R̄ = const
and Sj = S̄ = const. Inserting this into Eqs. (13) and (14)
yields

R̄ = − k − 1

k(k − 2)
Ak, S̄ = − 1

k(k − 2)
Ak. (15)

The ansatz fails for the case k = 2, which thus requires a
separate calculation. It will be given in the Appendix.

The general solution of the homogeneous recurrence,

Rj+1 = kRj − Sj , (16)

Sj+1 = −kRj + (k + 1)Sj , (17)

can be easily found by diagonalizing the coefficient matrix

Tk =
(

k −1

−k k + 1

)
. (18)

Its eigenvalues, ζ 2
+ and ζ 2

−, are the squares of the eigenvalues
of the substitution matrix Eq. (2), and the corresponding right
eigenvectors read(

1

−ζ+

)
,

(
1

−ζ−

)
. (19)

By decomposing the initial conditions R0 − R̄ and S0 − S̄

into the eigenvectors and multiplying with the j th power of
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the matrix Tk , we obtain the solution

Rj = 1

ζ+ − ζ−
(−η−ζ

2j
+ + η+ζ

2j
− ) − k − 1

k(k − 2)
Ak, (20)

Sj = 1

ζ+ − ζ−
(η−ζ

2j+1
+ − η+ζ

2j+1
− ) − 1

k(k − 2)
Ak. (21)

The coefficients η+ and η− are determined by the initial ratios
R0 and S0 via

η± = ζ±R0 + S0 + Ak

k(k − 2)
[1 + ζ±(k − 1)]. (22)

Let us analyze the solution Eqs. (20) and (21) to find the
critical point. In the limit j → ∞, the behavior of Rj and
Sj is dominated by the larger of the two eigenvalues as Rj ∼
−η−ζ

2j
+ and Sj ∼ η−ζ

2j+1
+ . If η− is negative, Rj flows to +∞,

while Sj flows to −∞. The healing rate μ thus becomes larger
than both infection rates, putting the system into the inactive
phase. In contrast, if η− is positive, Rj flows to −∞, while
Sj flows to +∞. In this case, the system is in the active phase
because the healing rate becomes smaller than both infection
rates. The critical point is therefore given by the condition
η− = 0. This can be rewritten in terms of the initial (bare)
values of the transition rates as(

2μ

λB

)1−ζ−
= λA

λB

α
1+ζ−(k−1)

k(k−2)

k . (23)

D. Critical behavior

At criticality, η− = 0, the asymptotic behavior of Rj and
Sj is determined by the smaller eigenvalue ζ−. Specifically,

Rj = 1

ζ+ − ζ−
η+ζ

2j
− − k − 1

k(k − 2)
Ak, (24)

Sj = − 1

ζ+ − ζ−
η+ζ

2j+1
− − 1

k(k − 2)
Ak. (25)

Both quantities are negative because η+ and ζ− are negative. If
|ζ−| > 1, both Rj and Sj diverge toward −∞ with increasing
j , i.e, the modulation of the transition rates becomes infinitely
strong. At the resulting “infinite-modulation” critical point, the
condition λA,j � μj � λB,j is better and better fulfilled with
increasing j implying that the renormalization group becomes
asymptotically exact.

To determine the critical behavior, we first analyze the flow
of the inverse time scale 
 under the renormalization group. 

can be identified with the largest transition rate in the system,

j = λB,j . Its recursion relation thus reads


j


j−1
= λA,j−1

λB,j−1
= exp(Rj−1 + Sj−1). (26)

Inserting the critical solutions Eqs. (24) and (25) and iterating
the recursion gives


j = α
j/(k−2)
k exp

[
η+(1 − ζ−)(1 − ζ

2j
− )

(ζ+ − ζ−)(1 − ζ 2−)

]

0. (27)

To relate the inverse time scale 
j to the length scale
�j , we recall that the length of the generalized Fibonacci

chain increases as N ∼ ζ i
+ with inflation step i. As each

renormalization group step corresponds to two inflation steps,
this means that the length scale �j behaves as �j ∼ N ∼ ζ

2j
+ .

Inserting this relation into Eq. (27), we obtain activated
dynamical scaling of the form

ln(
0/
j ) ∼ �
ψ

j . (28)

The tunneling exponent is identical to the wandering exponent
of the underlying Fibonacci chain; i.e., it takes the value

ψ = ω = ln |ζ−|/ln ζ+. (29)

We now turn to the decay of the density ρ of active
sites with time at criticality. Sites (clusters) that survive the
renormalization group to step j , survive the real-time evolution
to time tj ∼ 1/
j . The density of sites after renormalization
group step j is easily estimated as ρj = njmj , where nj ∼
1/�j is the density of surviving clusters and mj = (k + 1)j is
their moment. Combining this with Eq. (27), we obtain

ρ(tj ) ∼ [ln(tj /t0)]−δ̄ , (30)

with the critical exponent given by

δ̄ = 1

ψ
− φ = 1

ψ
− ln(k + 1)

2 ln |ζ−| . (31)

(φ characterizes the relation between cluster moment and
inverse time scale, mj ∼ [ln(
0/
j )]φ .)

Experiments starting from a single active seed site em-
bedded in an otherwise inactive system can be characterized
by the survival probability Ps and the average number Ns of
sites in the active cloud. Within the renormalization group
approach, a run survives to time t if the seed site belongs to
a cluster surviving at renormalization scale 
 ∼ 1/t . As the
density of (original) sites surviving after renormalization group
step j is given by njmj , we find that the survival probability
decays with the same critical exponent as the density, Ps(tj ) ∼
[ln(tj /t0)]−δ̄ . In each of the surviving runs, the number of
infected sites is simply the current size of the renormalization
group cluster. Thus, Ns(tj ) = njm

2
j . Expressing j in terms of

the time scale yields

Ns(tj ) ∼ [ln(tj /t0)]�̄, (32)

with the so-called critical initial slip exponent given by

�̄ = − 1

ψ
+ 2φ = − 1

ψ
+ ln(k + 1)

ln |ζ−| . (33)

Note that �̄, δ̄, and ψ fulfill the hyperscaling relation �̄ +
2δ̄ − 1/ψ = 0.

Finally, we turn to the off-critical behavior. Consider a
system slightly on the inactive side of the transition, η− < 0.
According to the general solution Eq. (20), Rj increases
under renormalization. The character of the flow changes from
critical to that of the inactive phase when Rj reaches 0. This
happens at the crossover step j ∗. If both ζ+ > 1 and |ζ−| > 1,
the constant term in Eq. (20) can be neglected. This yields a
crossover step

j ∗ = 1

2

ln(η−/η+)

ln |ζ−/ζ+| . (34)
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The corresponding crossover length scale is given by �j∗ ∼
ζ

2j∗
+ ∼ η

−ν⊥− with the correlation length critical exponent

ν⊥ = 1

1 − ψ
= ln(ζ+)

ln(ζ+) − ln |ζ−| . (35)

Interestingly, ν⊥ exactly saturates the Harris-Luck inequality
Eq. (5).

The critical exponents ψ, δ̄, and ν (or, alternatively, ψ, �̄,
and ν) constitute a complete set of exponents. All other
exponents can therefore be calculated from scaling relations;
for example, β = δ̄ν⊥ψ .

E. Log-periodic oscillations

If the renormalized transition rates of consecutive renor-
malization group steps are well separated, μj+1 � μj and
λA,j+1 � λA,j , the time evolution of the system proceeds in
pronounced steps. For example, each downward step in density
of active sites is associated with a time given by one of the
renormalized decay rates, 1/t ∼ μj .

The generalized Fibonacci sequences are invariant under
the inflation rules Eq. (1), i.e., they feature discrete scale
invariance. The steps in various observables are manifestations
of the log-periodic oscillations usually associated with such
discrete scale invariance (see, e.g., Ref. [33] for a review).

Within the real-space renormalization group approach, the
steps can be analyzed by comparing the values of an observable
at two consecutive renormalization group steps. The density
ρ of active sites and the survival probability Ps behave as
ρj ∼ Ps,j ∼ mj/�j ∼ (k + 1)j ζ−2j

+ . The step in ln ρ and ln Ps

is therefore given by

� ln(ρ) = � ln(Ps) = ln[(k + 1)/ζ 2
+]. (36)

Because of the activated scaling, the oscillations are not log-
periodic but double-log periodic in time; i.e.,

� ln[ln(t/t0)] = 2 ln |ζ−|. (37)

The size Ns of the active cluster growing out of a single seed
has analogous steps of magnitude

� ln(Ns) = ln[(k + 1)2/ζ 2
+]. (38)

F. Explicit predictions for k = 1, 2, and 3

We now apply the general renormalization group theory
developed above to the specific cases k = 1, 2, and 3.

k = 1: Fibonacci chain. The eigenvalues of the substitution
matrix M1 are given by ζ± = (1 ± √

5)/2. Their numerical
values are ζ+ = 1.618 and ζ− = −0.6180. As |ζ−| < 1, the
(logarithmic) ratio variables Rj and Sj at criticality do not
approach −∞ under the renormalization group. Instead Rj

approaches 0 and Sj goes to a constant. The renormalized
transition rates thus eventually violate the condition λA �
μ � λB (even if the bare rates fulfill it). This implies that the
renormalization group method does not describe the correct
asymptotic critical behavior for k = 1.

k = 2. The eigenvalues of the substitution matrix M2 are
ζ+ = 2 and ζ− = −1. As |ζ−| = 1, the system is right at the
boundary between the renormalization group method working
and failing, and a more detailed analysis is required. Although

the general solution (20, 21) is not valid for k = 2, we have
solved this case in the Appendix. At criticality, both Rj and Sj

go toward large positive values with j → ∞. This means that
the renormalization group method eventually fails for k = 2
even if the bare inhomogeneities are strong.

k = 3. The substitution matrix M3 has eigenvalues ζ± =
(1 ± √

13)/2 with numerical values ζ+ = 2.303 and ζ− =
−1.303. Because |ζ−| > 1, the renormalization group is
asymptotically exact in this case. Inserting ζ+ and ζ− into
Eqs. (29), (31), (33), and (35), we obtain the following values
for the critical exponents: ψ = ω3 = 0.3171, δ̄ = 0.5330,
�̄ = 2.086, and ν = 1.464. The steps in the observables can
be determined from Eqs. (36) to (38) yielding � ln(ρ) =
� ln(Ps) = 0.2819, � ln(Ns) = 1.104, and � ln[ln(t/t0)] =
0.5290.

k � 4. Because |ζ−| increases with increasing k, the
renormalization group method is valid for all k � 4. Critical
exponents and step sizes can be calculated analogously to the
k = 3 case.

IV. MONTE CARLO SIMULATIONS

A. Simulation method and overview

To test the predictions of the Harris-Luck criterion and the
renormalization group approach of Sec. III, we performed ex-
tensive Monte Carlo simulations. Our system is characterized
by three transition rates, the uniform healing rate μ and the
infection rates λA and λB , which are modulated according
to the generalized Fibonacci chain. We set the healing rate
to μ = 1 and tune the transition by changing λB . The ratio
λA/λB is treated as a fixed external parameter that determines
the strength of the aperiodic inhomogeneity.

Our numerical implementation of the contact process is
similar to Ref. [34] but adapted to the case of nonuniform
infection rates. The algorithm starts at time t = 0 from some
configuration of infected and healthy sites and consists of
a sequence of events. During each event an infected site is
randomly chosen from a list of all Na infected sites, then
a process is selected, either healing with probability 1/[1 +
max(λA,λB)], infection of the left neighbor with probability
(1/2)λleft/[1 + max(λA,λB)], or infection of the right neighbor
with probability (1/2)λright/[1 + max(λA,λB)]. (λleft and λright

denote the infection rates of the bonds left and right of the
given site.) The infection succeeds if this neighbor is healthy.
The time is then incremented by 1/Na .

Employing this algorithm, we studied the cases k = 1, 2,
and 3 using systems of up to 35 generations of the generalized
Fibonacci chain (more than 107 sites). We used several differ-
ent values of the parameter characterizing the strength of the
inhomogeneity, λA/λB = 0.001,0.004,0.01,0.04,0.1,2/3,1,
and 25. To cope with the slow dynamics at criticality, we
simulated long times up to 1.4 × 109. Most of our simulations
were spreading runs that start from a single infected seed site
and measure the survival probability Ps and the size Ns of the
active cloud. The data are averaged over up to 500 000 trials.
For comparison, we have also performed a few density decay
runs that start from a fully active lattice.
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FIG. 2. (Color online) Survival probability Ps and size Ns of the
active cloud vs. time t for k = 1 and strong inhomogeneity λA/λB =
0.01. The data are averages of 100 000 (away from criticality) to
500 000 (at criticality) trials. The critical point is located at λB =
57.97. The solid straight lines represent power-law fits giving the
critical exponents δ = 0.160 and � = 0.314.

B. Results for k = 1

According to the Harris-Luck criterion, weak inhomo-
geneities are irrelevant in the k = 1 case because the wandering
exponent ω1 = −1 fulfills the inequality ω < 1 − 1/ν⊥ ≈
0.0884. Moreover, the renormalization group of Sec. III pre-
dicts that strong inhomogeneities decrease under renormaliza-
tion. We therefore expect the contact process to display clean
DP critical behavior even for strong bare inhomogeneities.

To test this prediction, we performed spreading simulations
of a system having strong inhomogeneities characterized by
λA/λB = 0.01. The resulting survival probability Ps and size
Ns of the active cloud are presented in Fig. 2. The figure
shows that the critical behavior is of conventional power-law
type. The critical exponents extracted from fits to Ps ∼ t−δ

and Ns ∼ t� take the values δ = 0.160 and � = 0.314 in
excellent agreement with the clean DP values δDP = 0.159464
and �DP = 0.313686 [35]. We thus conclude that the contact
process with aperiodic transition rates modulated according to
the k = 1 Fibonacci chain is indeed in the clean DP universality
class. The same conclusion was reached in Ref. [36] based on
simulations of the steady-state density ρ for smaller systems.

C. Results for k = 2

The wandering exponent ω2 = 0 fulfills the Harris-Luck
criterion ω < 1 − 1/ν⊥ ≈ 0.0884, but just barely. This implies
that the inhomogeneities are asymptotically irrelevant but their
magnitude will decrease only slowly with increasing length
scale. The same picture also emerges from the renormalization

FIG. 3. (Color online) Survival probability Ps and size Ns of the
active cloud vs. time t for the case k = 2 and weak inhomogeneity
λA/λB = 2/3. The data are averages of 100 000 to 150 000 trials.
The critical point is located at λB = 4.0408. The solid straight lines
represent power-law fits giving the critical exponents δ = 0.158 and
� = 0.311.

group solution given in the Appendix: If the bare inhomo-
geneities are strong, the renormalization group works for a
number of steps until the rates leave the region of validity
λA � μ � λB . For strong bare inhomogeneities, we therefore
expect unconventional behavior in a transient time regime
while the asymptotic behavior should be in the DP universality
class. For sufficiently weak inhomogeneities, the transient
regime will be missing.

To verify these predictions, we performed spreading simu-
lations for two different inhomogeneity strengths, λA/λB =
0.01 and 2/3. Figure 3 shows the survival probability Ps

and size Ns of the active cloud for the weak inhomogeneity
case. The figure yields conventional power-law critical be-
havior with exponents δ = 0.158 and � = 0.311 in excellent
agreement with the clean DP values δDP = 0.159464 and
�DP = 0.313686.

In the case of strong inhomogeneities, λA/λB = 0.01, the
behavior at early times is different as both Ns and Ps feature
oscillations reminiscent of the steps discussed in Sec. III E.
This becomes particularly clear if one plots Ns versus Ps as is
done in Fig. 4. The strength of the oscillations decreases with
time, but only slowly. Therefore, we have not been able to reach
the asymptotic regime within the available simulation times.
However, the emerging critical behavior for λA/λB = 0.01 is
compatible with the clean DP universality class, as indicated
by the dashed line in the lower panel of Fig. 4.

To summarize, we conclude that the asymptotic critical
behavior of the k = 2 chain is in clean DP universality
class for weak inhomogeneities. The same is likely true for
strong inhomogeneities. However, the asymptotic behavior is
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FIG. 4. (Color online) Ns versus Ps for the case k = 2 and two
different inhomogeneity strengths, λA/λB = 2/3 (upper panel) and
λA/λB = 0.01 (lower panel). The data are averages of 100 000 to
150 000 trials. The solid line in the upper panel is a power-law fit of
the critical curve (λB = 4.0408) yielding �/δ = 1.971. The dashed
line in the lower panel represents a power law with the clean exponent
−�DP/δDP = −1.96712.

approached very slowly, giving rise to an extended transient
regime of unconventional behavior that is controlled by the
real-space renormalization group.

D. Results for k = 3

We now turn to the case of k = 3 for which the aperiodic
inhomogeneities are relevant according to the Harris-Luck
criterion. Moreover, the renormalization group theory predicts
activated dynamical scaling and log-periodic or double-log
periodic oscillations in various observables.

Figure 5 shows an example of a density decay run starting
from a fully active lattice for an inhomogeneity strength of
λA/λB = 0.04. The figure clearly illustrates the structure of the
time evolution as the system forms a hierarchy of clusters of
active sites that are modulated according to the underlying k =
3 generalized Fibonacci sequence. The corresponding time
evolution of the density ρ of active sites progresses in steps; in
contrast to the k = 2 case, the steps become sharper and more
pronounced with increasing time t .

To analyze the case k = 3 quantitatively, we performed
extensive spreading runs. Figure 6 shows the time evolution of
Ns and Ps for an inhomogeneity strength λA/λB = 0.04. Both
observables show well-defined steps and plateaus as predicted
in Sec. III E. They can also be seen in the upper panel of
Fig. 7, which shows Ns vs. Ps . In contrast to the k = 2 case,
the steps become more pronounced with increasing time.
Moreover, they can be directly associated with the discrete
values of the healing and infection rates appearing in the
renormalization group.

From the upper panel of Fig. 7, the critical infection rate
can be easily found. The critical data feature well-defined
steps and plateaus while the subcritical and supercritical
data curve away from the critical line as predicted. We
performed analogous simulations for inhomogeneity strengths
λA/λB = 0.001, 0.004, 0.01, 0.1, and 1. The resulting phase
diagram is shown in Fig. 8. The Monte Carlo data are in
excellent agreement with the renormalization group prediction
Eq. (23) for all λA/λB � 0.1 (even though the analytical result
does not contain any adjustable parameters). Surprisingly, the
analytical result is still a good approximation in the uniform
case λA/λB = 1, where the renormalization group cannot be
expected to work.

The effect of the inhomogeneity strength on the critical
behavior is demonstrated in the lower panel of Fig. 7, which
shows Ns versus Ps for several values of λA/λB . If the (bare)
inhomogeneities are very strong (small value of λA/λB),
the steps in the critical Ns versus Ps curve are sharp and
pronounced from the outset because the renormalization group
is always in its asymptotic regime λA � μ � λB . For weaker
inhomogeneities, the oscillations of the Ns versus Ps curves
are initially not very pronounced. With increasing time the
steps become sharper because the renormalization group flows
toward the asymptotic regime.

FIG. 5. (Color online) Example of a density decay run, starting from a fully active lattice of 15 generations of the k = 3 chain (173 383
sites). The inhomogeneity strength is λA/λB = 0.04. In the main panel, dark blue dots denote active sites while light yellow marks inactive
sites. The left panel shows the corresponding density ρ of active sites. The horizontal lines are located at times that correspond to the inverse
transition rates at different renormalization group steps, t = λ−1

B , μ−1.
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FIG. 6. (Color online) Survival probability Ps and size Ns of
the active cloud vs. time t for the case k = 3 and λA/λB = 0.04
(5000 trials). The steps and plateaus in the critical curve, λB =
13.12, become more pronounced with increasing time. They can
be associated with the discrete values of λ and μ appearing in the
renormalization group (marked by large stars and hexagons).

To compare the Monte Carlo data and the renormalization
group predictions quantitatively, we now investigate the criti-
cal Ns versus Ps curve for λA/λB = 0.04 in detail. The expo-
nent �̄/δ̄ can be found by fitting the envelope of the Ns versus
Ps curve. This means fitting equivalent discrete points, each
representing one renormalization group step. This analysis,
shown in Fig. 9, yields �̄/δ̄ = 3.79. This value is in good
agreement with the prediction of 3.91, in particular in view
of the fact that we only have three steps to perform the fit.
Figure 9 also allows us to determine the steps � ln(Ps) and
� ln(Ns) between consecutive renormalization group steps.
Using the data of the third step, which is the last complete step
in our data, we find � ln(Ps) = 0.284 and � ln(Ns) = 1.092,
again in good agreement with the renormalization group
predictions of Sec. III E, 0.2819 and 1.104, respectively.

The renormalization group results of Sec. III were derived
under the assumption λA � μ � λB . It is important to
investigate whether the resulting renormalization group fixed
point attracts the flow from a larger part of parameter space. In
other words, is the asymptotic critical behavior controlled by
this fixed point even if the bare system violates the condition
λA � μ � λB . In the lower panel of Fig. 7, we have seen that
the fixed point attracts the flow from regions where λA/λB

is only moderately small. We now look at an extreme case
in which the bare system strongly violates the condition. The
second curve in Fig. 9 shows the critical Ns versus Ps data
for λA/λB = 25. As expected, the two curves initially behave

FIG. 7. (Color online) Upper panel: Ns versus Ps for the case k =
3 and λA/λB = 0.04 (5000 trials). The maximum time is tmax = 1.4 ×
109 at criticality. The critical curve, λB = 13.12, shows pronounced
steps as predicted in Sec. III E. Lower panel: Critical curves for several
inhomogeneity strengths λA/λB (5000 to 100 000 trials).

differently. However, the steps � ln(Ps) and� ln(Ns) forming
at later times appear to be identical within the numerical
errors. Moreover, we also performed density decay runs for
λA/λB = 25. A figure (not shown) analogous to Fig. 5 clearly
demonstrates that the same hierarchy of clusters forms at
late times for λA/λB = 0.04 and λA/λB = 25. This strongly
suggests that the renormalization group fixed point discovered
in Sec. III also describes the critical behavior of the system
with λA/λB = 25.

FIG. 8. (Color online) Phase diagram of the contact process for
k = 3. The dots are the Monte Carlo results for λA/λB = 0.001,
0.004, 0.01, 0.04, 0.1, and 1. The solid line represents the renormal-
ization group result Eq. (23).

012112-8



CONTACT PROCESS ON GENERALIZED FIBONACCI . . . PHYSICAL REVIEW E 89, 012112 (2014)

FIG. 9. (Color online) Quantitative analysis of the critical Ns

versus Ps curve for k = 3 and λA/λB = 0.04 (maximum time
tmax = 1.4 × 109) and λA/λB = 25 (maximum time tmax = 2 × 108).
The solid line is a fit of the envelope of the curve to the power law
Ns ∼ P −�̄/δ̄

s yielding �̄/δ̄ = 3.79.

V. CONCLUSIONS

In summary, we have studied the one-dimensional contact
process with aperiodically modulated transition rates by means
of a real-space renormalization group and by Monte Carlo
simulations. We have focused on modulations according to
three cases k = 1, 2, 3 of the generalized Fibonacci sequence
defined by the inflation rules A → ABk and B → A. For k = 1
(the Fibonacci chain proper), the inhomogeneities are strongly
irrelevant according to the Harris-Luck criterion at the clean
DP critical point. Correspondingly, our numerical simulations
yield critical behavior in the clean DP universality class even if
the initial inhomogeneities are strong. This agrees with earlier
results on the steady-state density [36].

In the k = 2 case, the inhomogeneities are still irrelevant
at the clean DP critical point, but just barely. This implies
that their scale dimension is close to zero. The inhomogeneity
strength therefore decreases only slowly with increasing length
and time scales. Our Monte Carlo simulations confirm this
picture. If the (bare) inhomogeneities are weak, we again find
critical behavior in the clean DP universality class. For strong
inhomogeneities, the system shows unconventional behavior
in an extended transient time regime that is controlled by
the real-space renormalization group. The long-time evolution
appears to approach the clean DP critical behavior. However,
we could not reach the true asymptotic regime within our
simulation time for strong inhomogeneities.

For k � 3, the aperiodic modulation of the transition rates is
relevant at the clean DP critical point because the Harris-Luck
criterion is violated. We have developed a renormalization
group theory of the transition and identified a fixed point
that describes unconventional criticality. At this infinite-
modulation fixed point, the inhomogeneity strength diverges,
and the method becomes asymptotically exact. The resulting
critical behavior is characterized by activated dynamical
scaling. Moreover, the time dependence of observables such as
the density of active sites, the survival probability, and the size
of the active cloud show striking plateaus and steps. They are a
consequence of the discrete scale invariance of the generalized
Fibonacci sequence and related to the log-periodic oscillations

found in many aperiodic systems (see, e.g., Ref. [33]). Due to
the activated dynamical scaling, the oscillations are actually
double-log periodic in time. Analogous double-log oscillations
should occur in other systems featuring activated scaling, for
example, in quantum spin chains [37].

We have numerically confirmed these renormalization
group predictions for the case k = 3. The Monte Carlo
simulations also provide evidence for the critical behavior to
be universal; i.e., it is valid for both weak and strong aperiodic
modulations.

It is interesting to compare the phase transitions in the
aperiodic contact process (for k � 3) and the disordered
contact process. In both cases, the fluctuations of the transition
rates at criticality diverge with increasing length scale. In the
disordered contact process, this leads to an infinite-randomness
critical point [23,38]; and for aperiodic rates, the critical point
is of infinite-modulation type. Both these critical points feature
unconventional activated dynamical scaling rather than the
usual power-law scaling. In the disordered case, the critical
point is accompanied by Griffiths singularities [24,39,40],
which are missing in the aperiodic case because the generalized
Fibonacci chains do not have rare regions. Conversely, the
log-periodic oscillations of observables in the aperiodic chain
do not exist in the disordered chain because the latter system
has continuous rather than discrete scale invariance (in the
statistical sense).

Our renormalization group method is similar to the ap-
proach used in Ref. [32] to study the aperiodic transverse-field
Ising chain. In fact, the critical behavior of the contact process
and the transverse-field Ising chain are identical in the cases
in which the renormalization group correctly describes the
critical point (i.e., k � 3). This mirrors the behavior of the
corresponding random systems: The random transverse-field
Ising chain [41] and the random contact process [23] feature
the same critical exponents.

The main difference between the Ising chain and the contact
process occurs for k = 2. For the Ising chain, k = 2 aperiodic
modulations are exactly marginal according to the Harris-Luck
criterion. This is reflected in the fact that the modulation
strength stays constant under the renormalization group,
leading to nonuniversal critical behavior [32]. In contrast,
k = 2 aperiodic modulations of the contact process are weakly
irrelevant. Correspondingly, the renormalization group works
at best in a transient time regime while the asymptotic critical
behavior appears to be in the clean DP universality class.

Recently, aperiodic sequences were used to construct
complex networks with long-range connections; and the
contact process on such networks was studied [42]. The
nonequilibrium phase transition features power-law criti-
cal behavior with exponents that depend on the underly-
ing network. Time-dependent quantities exhibit log-periodic
oscillations due to the discrete scale invariance of the
networks.

Let us finally comment on generalizations to higher dimen-
sions. One could, for example, construct higher-dimensional
aperiodic modulations of the transition rates by repeating
identical one-dimensional sequences in the second (and third)
direction. This would increase the relevance of the modulations
in the Harris-Luck criterion because the clean correlation
length exponent decreases with increasing dimension while
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the fluctuations of the distance to criticality are unchanged.
In the random case, such correlated inhomogeneities lead to
a smearing of the DP critical point [43] because rare regions
undergo the transition independently. As the aperiodic systems
do not have any rare regions, their behavior is likely different.
Alternatively, one could also look at more general tilings in
two and three dimensions. Of particular interest are structures
with unbounded fluctuations such as the tiling proposed in Ref.
[44]. Studying the contact process on such lattices remains a
task for future.
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APPENDIX: THE CASE k = 2

The general solution of the renormalization group devel-
oped in Sec. III C does not apply to the case k = 2 because
the particular solution of the inhomogeneous recurrence
Eqs. (13) and (14) is not of the form Rj = R̄ = const and
Sj = S̄ = const. The reason is that the smaller eigenvalue of
the coefficient matrix T2 takes the value ζ 2

− = 1.
In this Appendix, we therefore directly solve the problem

for k = 2. After introducing the variables Xj = 2Rj + Sj and

Yj = Rj − Sj into Eqs. (13) and (14), the recurrence relations
read

Xj+1 = Xj + A, (A1)

Yj+1 = 4Yj + 2A. (A2)

As the two equations are now decoupled, they can be easily
solved,

Xj = X0 + jA, (A3)

Yj = − 2
3A + 4j

(
Y0 + 2

3A
)
, (A4)

where X0 = 2R0 + S0 and Y0 = R0 − S0. Transforming back
to the variables Rj and Sj , we finally obtain

Rj = 1
3

[
X0 + jA − 2

3A + 4j
(
Y0 + 2

3A
)]

, (A5)

Sj = 1
3

[
X0 + jA + 4

3A − 2 × 4j
(
Y0 + 2

3A
)]

. (A6)

For Y0 + 2A/3 > 0, the system is in the inactive phase because
Rj → ∞ and Sj → −∞ under the renormalization group. In
contrast, the system is in the active phase for Y0 + 2A/3 < 0.
At criticality, Y0 + 2A/3 = 0, both Rj and Sj increase linearly
with j . This implies that the renormalization group method
asymptotically fails because the transition rates eventually
violate the condition λA � μ � λB .
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[44] C. Godrèche and F. Lançon, J. Phys. I France 2, 207 (1992).

012112-11

http://dx.doi.org/10.1088/0305-4470/32/28/304
http://dx.doi.org/10.1088/0305-4470/32/28/304
http://dx.doi.org/10.1088/0305-4470/32/28/304
http://dx.doi.org/10.1088/0305-4470/32/28/304
http://dx.doi.org/10.1088/1742-5468/2008/01/P01022
http://dx.doi.org/10.1088/1742-5468/2008/01/P01022
http://dx.doi.org/10.1088/1742-5468/2008/01/P01022
http://dx.doi.org/10.1103/PhysRevLett.94.077201
http://dx.doi.org/10.1103/PhysRevLett.94.077201
http://dx.doi.org/10.1103/PhysRevLett.94.077201
http://dx.doi.org/10.1103/PhysRevLett.94.077201
http://dx.doi.org/10.1016/j.physrep.2005.02.006
http://dx.doi.org/10.1016/j.physrep.2005.02.006
http://dx.doi.org/10.1016/j.physrep.2005.02.006
http://dx.doi.org/10.1016/j.physrep.2005.02.006
http://dx.doi.org/10.1103/PhysRevLett.23.17
http://dx.doi.org/10.1103/PhysRevLett.23.17
http://dx.doi.org/10.1103/PhysRevLett.23.17
http://dx.doi.org/10.1103/PhysRevLett.23.17
http://dx.doi.org/10.1088/0305-4470/39/22/R01
http://dx.doi.org/10.1088/0305-4470/39/22/R01
http://dx.doi.org/10.1088/0305-4470/39/22/R01
http://dx.doi.org/10.1088/0305-4470/39/22/R01
http://dx.doi.org/10.1103/PhysRevB.51.6411
http://dx.doi.org/10.1103/PhysRevB.51.6411
http://dx.doi.org/10.1103/PhysRevB.51.6411
http://dx.doi.org/10.1103/PhysRevB.51.6411
http://dx.doi.org/10.1103/PhysRevE.80.041123
http://dx.doi.org/10.1103/PhysRevE.80.041123
http://dx.doi.org/10.1103/PhysRevE.80.041123
http://dx.doi.org/10.1103/PhysRevE.80.041123
http://dx.doi.org/10.1103/PhysRevE.70.026108
http://dx.doi.org/10.1103/PhysRevE.70.026108
http://dx.doi.org/10.1103/PhysRevE.70.026108
http://dx.doi.org/10.1103/PhysRevE.70.026108
http://dx.doi.org/10.1088/0305-4470/38/6/001
http://dx.doi.org/10.1088/0305-4470/38/6/001
http://dx.doi.org/10.1088/0305-4470/38/6/001
http://dx.doi.org/10.1088/0305-4470/38/6/001
http://dx.doi.org/10.1051/jp1:1992134
http://dx.doi.org/10.1051/jp1:1992134
http://dx.doi.org/10.1051/jp1:1992134
http://dx.doi.org/10.1051/jp1:1992134

	Contact Process on Generalized Fibonacci Chains: Infinite-Modulation Criticality and Double-Log Periodic Oscillations
	Recommended Citation

	tmp.1490214640.pdf.dAkRj

