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PARALLEL ERROR TOLERANCE SCHEME BASED ON ¥
THE HILL CLIMBING NATURE OF SIMULATED ANNEALING

Chul-Eui Hong and Bruce M. McMillin

Department of Computer Science
University of Missouri-Rolla, Rolla, MO 65401 - ff@cs.umr.edu

Abstract: Simulated annealing is an attractive, but expen-
sive, heuristic for approximating the solution to combina-
torial optimization problems. In parallelizing simulated
annealing in a multicomputer, maintaining the global state
§ involves explicit message traffic and is a critical perfor-
mance bottleneck. One way to mitigate this bottleneck is
to amortize the overhead of these state updates over as
many parallel state changes as possible. However, using
this technique introduces errors in the calculated cost C(S)
of a particular state S used by the annealing process. This
paper places analytically derived bounds on this error in
order to assure convergence to the correct result. The
resulting parallel simulated annealing algorithm dynami-
cally changes the frequency of global updates as a function
of the annealing control parameter, i.e. temperature.
Implementation results on an Intel iPSC/2 are reported.

I. INTRODUCTION

The simulated annealing algorithm is based on the
analogy between simulation of the annealing of solids and
the problem of solving large combinatorial optimization
problems. [7] propose a Monte Carlo method, which sim-
ulates the evolution to thermal equilibrium of a solid for a
fixed value of the temperature. Simulated annealing uses a
control parameter, ‘‘temperature” T in this analogy and the
concept of a “move” to perturb the “state space” S of the
solution to reach a new state. Let AC be the difference of
the cost of current state and new state. The probability that
a candidate move is accepted or rejected in simulated
annealing is determined by the Merropolis criterion:

Prob[AC is accepted] = min [l. exp(— %)) (1-1)
A move which is made, despite a positive AC, is called a

hill-climbing move since it perturbs the solution out of a
local minima in the cost.

+ This work was supported in part by the National Science Founda-
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The model problem is to allocate regular and/or
irregular patterns onto a large stock sheet of finite dimen-
sions in such a way that the resulting waste area is mini-
mized. The cost function is made up of affinity relation
(strength of attraction) between patterns, the distance from
the origin, and overlap penalty between patterns. Our
results are equally applicable to the problems of stock cut-
ting [5] and VLSI placement [2].

A data parallel domain decomposition of the stock
cutting problem gives each node approximately the same
number of patterns. Each processor performs internal
move, rotate and exchange operations as well as participat-
ing in moves between processors. While each processor
can independently calculate the distance from origin com-
ponent of cost function C(S), global state information is
needed for calculating the affinity relation between any
two patterns. In the latter case, an error may occur in the
calculated C(S).

Under the right conditions, annealing algorithms can
evaluate the cost using old state information, but still con-
verge to a reasonable solution. Such algorithms are called
error-present algorithms. These are attractive since par-
tially synchronous algorithms, that function in the presence
of old state information, attain better parallel speedup by
reducing synchronization bottlenecks; rather than broad-
casting each internal move to all other processors, a pro-
cessor saves up its changes and broadcasts them all at once
thus incurring synchronization overheads infrequently.
Finding an upper bound on the cost error at a particular
temperature allows creation of a partially synchronous
algorithm which achieves the correct result.

Previous work of the cost-error-tolerant schemes
cannot measure the cost error correctly, and cost error has
been tolerated empirically. In this paper, we define maxi-
mum bound of tolerable cost error as a function of the
broadcast (global update) frequency.

II. CONCEPTS OF COST ERROR

By allowing processors to work with old state infor-
mation, errors in the calculated cost will result. Cost error
is a measurement of how much error, with respect to the




actual cost, is present. Potentially, the cost error can be
defined as [6] the difference between the actual (real) cost
change and the estimated (measured) cost change.

P
ACa - ACc = (Ca[ - ni) - ZAC,
=1

where AC, is the actual cost change, AC, is the estimated
cost change. C, is the actual final cost and C, is the
actual initial cost. AC; is the estimated cost change in pro-
cessor i, and P is the total number of processors.

There are three shortcomings in the this error mea-
surement scheme [3] for an error-present annealing algo-
rithm. First, this method counts only the accepted moves.
Second, when both the actual and the estimated cost
changes are negative, the difference in cost, AC, - AC,, is
added to the cost error, even though the acceptance of the
move is correct. Finally, an optimistic error (AC, > AC,)
and a pessimistic error (AC, > AC,) compensate for each
other. [1] suggests the adaptive stream length control
scheme based on the traditional error measurement scheme
and the empirical optimal acceptance ratio.

When a cost error affects the annealing process,
there are some interesting phenomena. First, [6, 2] report
that the cost error is mostly negative and the absolute value
of the cost error is very large at high temperatures and goes
to zero as the temperature decreases: Second, the accep-
tance ratio of the error-present algorithm is smaller than
that of the sequential simulated annealing algorithm in the
high temperature region. However, the acceptance ratio of
the error-present algorithm is increased slightly in the low
temperature region [8].
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Figure 2-1: Compare Fluctuations of Cost
(- - : sequential annealing, — : error-present simulated annealing

The third phenomenon in the presence of cost error
is the reduced fluctuation of the average cost change at
high and intermediate temperature regions. Pessimistic
error-based moves occur more frequently so that the fluctu-
ations in cost are reduced in the high temperature region.

Thus, the system is likely to be kept in the high local mini-
mum (Figure 2-1).

I1I.. A NEW ERROR TOLERANCE METHOD

In this section, we define a new cost error measure-
ment scheme. Bounds on the cost error are proved analyti-
cally to be a function of global update frequency, or stream
length s. Using the measured amount of cost error, an
optimal stream length is derived based on the hill climbing
nature of simulated annealing.

Since the estimated and actual cost changes are dif-
ferent, erroneous moves can result. Consider two possible
cost changes, AC, and AC, where AC, < AC, where it is not
known which is the actual and which is the estimated cost
change. If a move is accepted with a smaller cost change,
AC,, while the move is rejected with the larger cost
change, AC, then an erroneous move of error
AE = AC, - AC, has occurred.

Theorem 3-1: [4] The erroneous move decision is expo-
nentially distributed with respect to the parameter T > 0,
given that the candidate move is accepted with smaller cost
change, AC,, between the actual and the estimated cost
changes.

Prob[The erroneous move decision with cost error [0, AE] ]
= Prob[Move rejected with cost change AC,

I Move accepted with cost change AC| ]

_AE
=l-e 7O

Associating move decisions on a case-by-case basis
[4] with the above cost changes allows us to calculate the
probability of optimistic and pessimistic errors.

Definition 3-1: The probability of an optimistic cost error
_ACe o AE
eT -(e T - IJ

Definition 3-2: The probability of a pessimistic cost error

_8C ¢ aE
e T -(eT—IJ

The total amount of cost error (E) can be calculated
from the Definition 3-1 and 3-2.

Theorem 3-2: The cost error is

P = Prob[AC, 2 AC, > 0] -

Ppe: = P"Ob[ACe 2 AC,, > O] .

_AC. [ AE
E<AC, - ProblAC,>0]-¢ T -(eT— l)

Proof: The proof is obvious.
E=AC, (P +P,.,)

_AC, [ AE
<AC,: Prob[AC,>0)-¢ T -(eT_l) o
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This error measurement scheme overcomes the three
shortcomings of the work in Section II. First, the new cost
error measurement method includes the cost error of the
rejected moves (Definition 3-2 and Theorem 3-2). Second,
this method does not include the cost error of the negative
cost change moves. Finally, there are no compensating
pessimistic and optimistic cost errors (Theorem 3-2).

Since a cost error is tolerated by hill climbing
moves, we now turn our attention to deriving a maximum
bound on the cost error using a maximum bound on the hill
climbing move. Let d(s) be the maximum amount (or
depth) of cost which can be hill-climbed at a given temper-
ature T and stream length s. [9] gives bounds on choosing
d(s) hill climbing moves in s moves.

a0
e T 2 T d(s)<Tlns (3-1)

If an error-present algorithm produces a high local
minimum, as in Figure 2-1, it is due to a decreased hill-
climbing power. Since the decreased hill climb power is
due to the error, we have the following theorem.

Lemma: In the error-present algorithm, the hill climbing
depth (power) for one move is

d,<d,+E

where d, is the hill climbing depth of sequential
simulated annealing and d, is the hill climbing depth of the
error-present algorithm.

Proof: Since a loss of hill-climbing power is introduced
only for pessimistic errors, AC, > AC, >0. Hill climbing,

AC, AC,
probabilistically, is d,=AC,-¢ T and d,=AC,-¢ 7.
AC,

ac. ), we have

ac -A_Ce)

Using E (from Theorem 3-2), and (1 <

_AG, _ACAE _ac.
AC,-¢ T <AC,-e T +AC,-(e T ~¢ T

A
AC, €T SAC,-¢ T +AC,- T

C, AC, _ACAE AC,
(e T -—e T)

d,<d,+E 1

The optimal stream length can now be calculated on
the total amount of cost error (E(s)).

Theorem 3-3: When the total amount of cost error (E)
occurs during stream length s, s - « stream length is needed
to tolerate the cost error.

Proof:
_fa  _detE
eT2e T (Lemma)
_dals) _de(SHE _dels)  E 1 .
e T 2¢e T =¢ T :gT>2—.~ O (ergodicity)
S u .

Thus, in the presence of cost error, s, =s- u stream
length is required in order to have the same hill climbing
depth as the regular algorithm has in stream length s. Con-

ceptually, the additional Markov chain length, s - u - s pro-
vides additional move generations to compensate for the
decreased hill climbing power.

The maximum error bound E can be calculated
using equation (3-1). By setting this error bound, a priori,
an adaptive algorithm was developed which decreases or
increases the stream length, s, if the measured amount of
cost error exceeds the maximum bound E. Thus, by
adjusting the global update frequency, improved computa-
tion speed is attained while maintaining the convergence
properties of the sequential simulated annealing algorithm.

IV. EXPERIMENTAL RESULTS

The adaptive method from Section Il was imple-
mented on a 16-node Intel iPSC/2 multicomputer. The tar-
get problem was the stock cutting problem. Decomposi-
tion was performed spatially on the dimensions of the
stock sheet with a random, initial, assignment of patterns.

We ran experiments using the adaptive method vary-
ing the number of patterns, composition of patterns, and
the number of processors. As a basis for comparison, the
fixed stream length method, the static method, was imple-
mented on each stream length.

Comparing the stream length at each temperature
(Figure 4-1) with the annealing curve (Figure 4-2) for the
adaptive method, the stream length reduces to 2 in the crit-
ical region, or region of rapid descent. However, the
stream length increases to 125 far from the critical region.
The stream length varies dynamically according to the
annealing curve. This means the cost error has little affect
on the annealing process away from the critical region, but
affects it greatly in the critical region. This corresponds to
the fact that the annealing process proceeds rapidly away
from the critical region, but much more slowly in the criti-
cal region.

We compared, for a small problem of 4 nodes over
16 irregular patterns with a Markov chain length of 500
and allowing for a 10% increase in the Markov chain
length (4 =1.1.), the adaptive and static method (over a
fixed stream length of 10). The standard deviation, over
12 runs, of the adaptive method was smaller (8.29) than
that of the static method (11.7), as expected. The average
number of global updates was reduced 6.3 times in the
adaptive method over the static method. On a larger prob-
lem, we varied number of processors for 128 patterns to
measure the speedup of running time comparing with a
sequential processor in Figure 4-3. The speedup of static
stream length (5 stream length) is 7.6 and the speedup of
adaptive error control scheme is 11.9 in 16 processors.
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Figure 4-3: Speedup Of Adaptive And Static Method

V. CONCLUSION

In this paper we developed a cost error measurement
scheme and an adaptive error control method in terms of
stream length based on a cost error analysis of hill climb-
ing power. An adaptive error control algorithm was devel-
oped that varies the stream length as a function of the
annealing schedule. Experimental results show that this
method reduces the frequency of global state updates and,
thus, improves the parallel speedup, while still reaching
the optimal configuration of the system. Additionally, the
adaptive error control scheme chooses the optimal stream
length dynamically rather than through the extensive
experimentation required by a static stream length method.
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