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ABSTRACT

Amodeling framework for dc microgrids and distribution systems based on the dual

active bridge (DAB) topology is presented. The purpose of this framework is to accurately

characterize dynamic behavior of multi-converter systems as a function of exogenous load

and source inputs. The base model is derived for deterministic inputs and then extended for

the case of stochastic load behavior. At the core of the modeling framework is a large-signal

DAB model that accurately describes the dynamics of both ac and dc state variables. This

model addresses limitations of existing DAB converter models, which are not suitable for

system-level analysis due to inaccuracy and poor upward scalability. The converter model

acts as a fundamental building block in a general procedure for constructing models of

multi-converter systems. System-level model construction is only possible due to structural

properties of the converter model that mitigate prohibitive increases in size and complexity.

To characterize the impact of randomness in practical loads, stochastic load descripti-

ons are included in the deterministic dynamic model. The combined behavior of distributed

loads is represented by a continuous-time stochastic process. Models that govern this load

process are generated using a new modeling procedure, which builds incrementally from

individual device-level representations. To merge the stochastic load process and deter-

ministic dynamic models, the microgrid is modeled as a stochastic hybrid system. The

stochastic hybrid model predicts the evolution of moments of dynamic state variables as a

function of load model parameters. Moments of dynamic states provide useful approxima-

tions of typical system operating conditions over time. Applications of the deterministic

models include system stability analysis and computationally efficient time-domain simu-

lation. The stochastic hybrid models provide a framework for performance assessment and

optimization.
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SECTION

1. INTRODUCTION

1.1. OVERVIEW

Power electronics are indispensable components of modern power systems. The

range of applications for power electronic energy conversion is constantly expanding, driven

by advances in semiconductor technology. Power electronic interfaces are the connective

elements behind smart grids [1], microgrids [2], transportation electrification [3], and

dc power systems [4, 5]. However, converter circuits and control systems are inherently

nonlinear, and accurate models of their behavior are complex. When constructing models

of multi-converter systems, it is often difficult to obtain a usable balance of accuracy and

complexity. In some cases, tractable system-level representations are not possible without

simplifying assumptions that affect model validity. These challenges exist at the intersection

of power electronics and power systems, and require solutions that draw on methods from

both disciplines.

The objective of this work is develop accurate and computationally efficient mo-

dels of dc microgrids and distribution systems. Systems based on the dual active bridge

(DAB) topology are the specific focus. The modeling challenges for DAB converters are

emblematic of larger fundamental problems in modeling multi-converter systems. While

DAB converters are used in all the systems under consideration, the system-level modeling

solutions apply equally to other dc-dc converter topologies. The final models are inten-

ded for system-level design and analysis tasks, namely time-domain simulation, stability

assessment, and performance optimization.
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Time-domain simulation is an important tool in power system analysis. For conventi-

onal power systems, simulation consists of numerical integration of a nonlinear, large-signal

model [6, 7]. Simulation of power electronics is more complex due to the inherent dis-

continuities of switched-mode converters. The most accurate simulations involve switched

models, wherein the active switch configuration determines the model used in the integra-

tion routine [8, 9, 10]. However, discontinuities at switch transitions cause complications

for numerical integration algorithms, ranging from difficulties in step size selection to nu-

merical convergence issues [11]. As a result, switching simulations are slow, and scale

poorly with the number of switched-mode devices in a given system [12, 13]. To address

this issue, the average modeling approach (both in the classical low-frequency and gene-

ralized sense) consolidates models associated with each switch configuration into a single

representation [14, 15, 16, 17]. The averaging process eliminates switching discontinuities

and improves the efficiency of numerical simulations [13, 12, 18]. However, averaging

introduces an approximation, which may affect the accuracy of the final model [19, 12].

Average models of DAB converters are affected by errors due to averaging [20, 21]. To

produce accurate and efficient system-level models, these errors must be eliminated without

increasing model complexity.

Small-signal stability assessment is another essential analysis task. Small-signal

stability of dc systems is typically assessed by comparing converter input and output im-

pedances [22, 23, 24, 25, 26, 27]. Impedance critera do not require a full system-level

model, but become increasingly complicated as the number of connections between con-

verters increases. Moreover, for some converters, such the DAB converter, straightforward

impedance expressions are not always possible [28]. In power system analysis, small-signal

stability is assessed by linearizing a system model and inspecting eigenvalues [29, 7]. This

is a more flexible and scalable approach, but it requires a system-level model.
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Performance optimization is a more open-ended task, but equally relevant to both

power electronics and power systems. In this context, performance optimization refers to

system design practices or control strategies that maximize some performance metric (e.g.

overall efficiency) or minimize some cost (e.g. total loss). When the mechanism through

which rewards (or costs) are incurred depends on the operating conditions of the system, the

process of constructing and solving an optimization problem requires quantitative descrip-

tions of the range of system operating conditions. These descriptions necessarily involve

detailed characterization of sources of uncertainty. For the systems under consideration,

uncertainty is introduced through load and source behavior. In order to assess and improve

system performance, load and source randomness—and the effect of random behavior on

system operation—must be properly specified.

Solutions to the problems above are presented here in four papers, organized as fol-

lows. The first two papers focus on the derivation of accurate and computationally efficient

dynamic models with deterministic load and source inputs. Paper I describes improvements

to generalized average models of dc-dc DAB converters. Paper II extends the modeling

improvements to multi-converter systems, and introduces a new harmonic reconstruction

method for predicting transformer currents. The second half of the dissertation considers

the effects of randomness in the load inputs. Paper III presents a method of generating

stochastic models of composite electrical loads. The load models are presented as an ele-

ment of a nonintrusive load monitoring algorithm, but are directly applicable to modeling

loads in dc distribution systems as well. In Paper IV, load and microgrid models are joined

together using the formalism of stochastic hybrid systems.

Themodels proposed in Paper I and Paper II describe dynamic behavior of converters

and systems as a function of external inputs. In the case of a dc microgrid, the inputs of

interest are loads and sources (or simply loads, understood to be possibly bidirectional).

Together, Paper III and Paper IV widen the scope of the models to include load behavior.
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Figure 1.1. Modeling scope for each paper.

Paper III describes a method for building probabilistic load models; Paper IV merges these

load descriptions with the deterministic framework established in Paper I and Paper II. A

graphical representation of the modeling scope of each paper is shown in Fig. 1.1.

1.2. DETERMINISTIC MICROGRID MODELS

Accurate dynamic models are critical to analysis and design procedures, both for

individual converters and full microgrid systems. This section describes challenges involved

in modeling DAB converters and the important characteristics of system-level models.

Challenges and objectives outlined in this section set the stage for the modeling solutions

proposed in Paper I and Paper II.

1.2.1. Dual Active Bridge Converters. The DAB topology [30, 31, 32] consists

of two H-bridge circuits separated by a high-frequency transformer. The transformer is the

most important component of the converter: the transformer’s leakage inductance is the

primary energy storage element in the converter and the turns ratio is a significant factor

in determining voltage gain. The H-bridge circuits apply modulated voltages on either side

of the transformer, such that the transformer current is periodic at the converter switching
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frequency. The actual shape of the current waveform is determined by the modulation

scheme; a variety of modulation strategies have been proposed to accentuate performance

strengths or minimize weaknesses [33]. In the simplest case, square wave voltage pulses

with 50% duty ratio are applied on either side of the transformer. The phase shift between

the primary and secondary voltages determines the power transferred through the converter.

This is referred to as single phase shift modulation. Alternative schemes, such as dual [34],

extended [35], and triple [36] phase shift modulation, improve on single phase shift by

reducing circulating currents in the high-frequency transformer.

The DAB topology’s high-frequency ac conversion stage is the source of desirable

performance characteristics, including galvanic isolation, high power density, soft-switching

capabilities, and bidirectionality. Applications of DAB converters follow from these attri-

butes. DAB converters are an attractive solution for applications in which physical size is

a primary constraint, such as vehicular power systems. DAB converters have been studied

in diverse range of vehicular applications including aerospace [37], automotive [38], and

marine power systems [39, 40]. The topology’s zero voltage switching capabilities and bidi-

rectionality have led to applications in smart grids and conventional power systems [41]. The

DABhas also been identified as a candidate topology for solid state transformers [42, 43, 44].

These applications all share a common element: the DAB converter is used as one element

of a larger integrated system. Almost all important and emerging applications of dc-dc

DAB converters are in systems that may broadly be classified as dc microgrids.

1.2.2. DAB Models. This research is concerned with the development of useful

models. A successful model should accurately describe the dynamic behavior of the

converter as a function of external influences. Beyond this basic functionality, though, the

performance characteristics and applications of the DAB topology help to identify some

important model attributes. The DAB converter is flexible with respect to modulation

schemes. Bearing this flexibility in mind, it is clear that a useful DAB model should
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support different modulation strategies without significant rederivation. Furthermore, in

consideration of the important applications of the topology, a useful DAB model should

mesh seamlessly with high-level representations and support system analysis tasks.

The source of the DAB topology’s modeling challenges is the high-frequency ac

conversion stage. The most common approach to modeling power electronics is classical

average modeling [45, 46]. In classical average modeling, state variables are represented by

sliding averages taken over a single switching period [16, 15]. This approach assumes that

dynamic states can be described by low-frequency averages, a condition commonly referred

to as the “small-ripple” approximation. Since transformer current in a DAB converter

is ac, the small-ripple approximation does not hold, and classical average modeling does

not apply. Nonetheless, classical average models of DAB converters have been proposed.

In [47], a reduced order model of a DAB converter was derived through classical average

modeling. The reduction in model order is due to the transformer current state: since

the average of the transformer current over a switching period is zero, the current state

is eliminated from the average model. However, eliminating the transformer current state

removes dynamic infuence of the leakage inductance from the model. Since the leakage

inductance is the primary energy storage element of the DAB converter, the accuracy of

the reduced order model is affected, particularly at higher frequencies. Classical average

modeling was also applied in [20], but instead of eliminating the current state, the entire dual

H-bridge block was treated as a single element. Algebraic equations were derived for the

average currents flowing into and out of the H-bridge circuits. While this approach includes

the effects of transformer parameters in the final model, the average current expression are

complicated and nonlinear. As a result of this nonlinearity, small-signal models derived

from the approach in [20] lose accuracy at high frequency. More importantly, the derivation

is specific to single phase shift modulation. Extensions to advanced modulation schemes

would require significant rederivation.
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Other modeling efforts have considered more powerful modeling tools to address

the deficiencies of classical average DAB models. The sampled-data modeling method

from [48] was applied to DAB converters in [49, 50, 38]. This method assumes that the

converter transitions cyclically through a set of fully characterized switching modes. Expli-

cit descriptions of each mode and a prespecified base period are required for this approach.

Of the existing DAB models, those derived using the sampled-data modeling approach are

the most accurate [20]. However, the price of this accuracy is model complexity: each

switch configuration is modeled independently. The additional switch configurations pre-

sent in advancedmodulation schemes increasemodel complexity, and the transitions through

switching modes are dependent on the modulation scheme. As a result, new modulation

schemes essentially require entirely new models. The most significant problem, however, is

how model size and complexity increases for models of multi-converter systems. The mo-

deling requirements–full characterizations of all switching modes and a system-wide base

period–quickly become unreasonable as the number of converters included in the system

increases.

Another approach to modeling DAB converters employs the generalized average

modeling (GAM) [17, 51] framework. GAM generalizes the approach of classical average

modeling by expanding state variables into Fourier series components before applying the

sliding average operation. An open-loop DAB model derived using GAM was proposed

in [21]. The model from [21] is central to this dissertation. All of the improvements and

extensions described in the following sections belong to a modeling genealogy that starts

with [21].

Like sampled-data modeling, GAM is subject to significant scalability issues. GAM

requires the specification of a base period, and involves an inherent tradeoff between

accuracy and model complexity [52, 46]. To ensure tractability in the final model, Fourier

series expansions of state variables are typically truncated after the first harmonic [21, 53],

a practice commonly referred to as the first harmonic approximaton. This approach avoids
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prohibitive model complexity but limits accuracy. In particular, DAB models derived with

the first harmonic approximation are affected by persistent large-signal error. These errors

are especially problematic at the system level, since small errors in bus voltage lead to

incorrect power flow predictions. A correction factor was proposed in [53] to eliminate the

error, but only for single phase shift modulation. Even in operating regions where the large-

signal error has minimal effect, the transformer current predictions of GAM-based models

are limited in accuracy. When ac states are limited to first harmonic terms, transformer

currents are represented as sinusoids at the switching frequency. Sinusoidal approximations

poorly represent the complicated piecewise exponential waveforms observed in simulations

and hardware experiments. These deficiencies would seem to preclude the use of GAM

for system-level models. However, all of these issues may be addressed through model

improvements and manipulations.

1.2.3. Development of a System-LevelModel. Themost important characteristics

of a system-level model are accuracy, scalability, and modularity. The importance of

accuracy and scalability are straightforward, but modularity is equally critical. In this

context, modularity refers to the ability to combine, separate, and reconfigure the system-

level model without requiring full rederivation. That is, when a converter is added to the

system, the adjustment to the system-level model should only require operations that act on

the existing systemmodel and themodel of the newly added converter. Models derived using

classical averaged modeling are inherently modular [18, 12]. However, other methods do

not guarantee modularity. Both GAM and sampled-data modeling involve the specification

of a system-wide base period. If the base period changes when a converter is added to the

system, both of these modeling approaches will require ground-up rederivation.

Previous studies have considered the development of system-level models using

GAM [54, 55, 39, 56, 57]. The authors of [56] observe that GAM does not naturally support

multi-converter systems, and propose an extended averaging scheme that allows for the

inclusion of multiple switching frequencies. This approach makes it possible to accurately
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model multiple switching frequencies at the cost of complexity: for a system with N states

and M dominant harmonics, the final model will include N(2M−1) state equations. Amore

scalable solution is described in [54]. The approach in [54] involves selecting the number of

Fourier series components on a state-by-state basis, rather than setting a globally-consistent

number of terms. This “selective averaging” approach assumes preexisting knowledge

of dominant system dynamics. To mitigate complexity, dynamic interactions between

converters are assumed to exist entirely in dc average states. In relation to the methods here,

selective averaging produces the same level of reduction in model complexity. However,

the methods described in Paper II achieve this reduction through structural properties of the

individual converter models and require no assumptions on the nature of system dynamics.

In summary, two fundamental problems obstruct models of multi-converter systems

containing DAB converters. The first problem is the inherent tradeoff between accuracy

and model complexity in GAM. Approximations necessary obtain tractable models, namely

the first harmonic approximation, limit large-signal accuracy. As a result, the models

are not suitable for time-domain simulation or load flow analysis. The second problem

is the requirement of a system-wide base period, which prevents modular approaches to

system-level modeling. The contributions of Paper I and Paper II are solutions to these

two fundamental problems. Paper I introduces a correction factor that eliminates the large-

signal error due to the first harmonic approximation without including additional Fourier

series terms as dynamic states. Moreover, the existing GAM-based DABmodel is extended

for general modulation schemes. Paper II addresses frequency dependence and proposes

a modular procedure for generating models of multi-converter systems. A decoupling

between state variables of the DAB converter, originally noted in [21], is preserved through

the model construction process. Because of this decoupling effect it is possible to represent

interactions between converters with dc average terms only, eliminating the the need for a

system-wide base period. Converter and system models derived using the methods from
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Paper I and Paper II are suitable for stability assessments and load flow analyses. Their

most important feature, though, is that they enable accurate time-domain simulation at a

fraction of the computational cost of switched model alternatives.

1.3. INFLUENCE OF PRACTICAL LOADS

A common approach in modeling power electronics is to represent loads as either

fixed impedances or constant voltage/current sources. The parameters of these elements are

then defined according to maximum/minimum load power values. This load representation

is a practical choice for many anaysis and design objectives, particularly when scope is

limited to an individual converter. For instance, simplified load models are useful for

analyzing performance under worst-case conditions, where converters are most likely to

encounter stability issues. However, as systems increase in size, analysis and design

practices based on simplified worst case conditions become less useful. In a system with

many independent loads, the likelihood that all loads simultaneously operate at maximum

power is small, and designing the system to meet this rare condition is not a viable option.

The same situation occurs in conventional power systems, and has motivated a variety of

probabilistic load modeling solutions.

Another disadvantage of deterministic load models is that they offer no insight

on typical operating conditions over time. Specifications of ‘typical’ behavior require

descriptions of a probabilistic nature. The ability to quantify typical conditions—and the

possible deviations from these conditions—is a valuable analytical tool. Many aspects

of converter performance depend on system operating conditions. Converter efficiency is

perhaps the most obvious (and most important). Another example, one which is particularly

relevant to the DAB topology, is zero voltage switching (ZVS). ZVS occurs in a subset of

the possible operating space of a DAB converter, but has significant effect on switching loss

and semiconductor stresses [31, 37]. It is therefore desirable to operate the converter in the

ZVS region whenever possible. More generally, a microgrid may be stable and functional
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over a wide range of operating conditions, but it is unlikely that all stable conditions are

equally desirable. For a given operating-point-dependent metric (e.g. efficiency, stability

margins, power quality, etc.), specifications of typical operating conditions make it possible

to assess the actual performance of the system.

The process of obtaining probabilistic operating point descriptions can be broken

into two subproblems: modeling practical load behavior and connecting load models to

dynamic states. These problems are addressed in Paper III and Paper IV, respectively.

Including stochastic load descriptions in the modeling framework is challenging task and

requires a more diverse set of tools than used in deterministic modeling efforts. Many of

these tools, such as the machine learning algorithms in Paper III and stochastic calculus in

Paper IV, are far removed from the skills normally associated with analysis and design of

power electronics. The driving motivation behind both of these papers is to provide models

and methods which are accessible to practicing engineers. Consequently, in comparison

to the first two papers, Paper III and Paper IV include more examples, simplifications, and

details related to practical implementation.

1.3.1. Load Modeling. Load modeling is a mature subfield of conventional power

system analysis. In large power systems, it is possible to rely on Gaussian process models

based on the central limit theorem [58, 59, 60]. Gaussian models are high-level abstractions

that apply when loads consist of many individual devices. However, as the size of a system

decreases, contributions of a single device become more significant with respect to the total

load profile, and Gaussian approximations become less accurate [61].

For loads that do not meet the criteria for Gaussian approximations, i.e. loads that

consist of a small number of devices, an alternative strategy is to build models upward from

individual device level. This approach is used in nonintrusive load monitoring (NILM) [62,

63, 64]. The objective of NILM is to extract individual device activity from measurements

of a composite load profile. To support this extraction, or disaggregation, composite load

models must retain the individual characteristics of their constituent devices.
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Paper III describes a full NILM procedure. The loads are represented by hidden

Markov models (HMMs). HMM-based methods are a particularly successful subset of

NILM [65, 66, 67, 68, 69]. The most important contribution of Paper III, in the context

of modeling microgrid loads, is the process of constructing models of individual devices

and combining them into models of the composite load. In particular, the load modeling

approach outlined in Paper III is directly applicable to generating ‘typical’ load specifications

based on either composite load measurements or knowledge of the devices contained in the

load.

The scope of Paper III is defined to include “systems of known devices,” or systems

for which number and nature of loads is fully known. In residential systems, the original

target applications of theNILMconcept, complete knowledge of system loads is impractical.

However, the “known device” criterion is commonly met in dc microgrids and distribution

systems. In particular, the criterion is satisfied by industrial systems designed to support a

specific set of equipment, and it is inherently met by vehicular power systems. Removing

the possibility of unknown devices makes it possible to explore new NILM applications

without solving the problem of unmodeled loads. For instance, Paper III proposes a method

of device-level energy use estimation that significantly improves on the performance of

previous HMM-based algorithms.

The load representations in Paper III are discrete-time HMMs based on steady-state

conditions. These models only characterize the randomness in load behavior; they offer no

description of load influence on the local power system. In order to describe the effects

of load behavior on the system, the stochastic load models must be joined together with

the dynamic models proposed in Paper II. The ideal result of a combined model would be

closed-form distributions of dynamic states. However, it is only possible to produce full

distributions for a very narrow set of circumstances, such as linear systems with Gaussian
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inputs [70]. In the present case, dynamic models are nonlinear and load models are not

Gaussian, so more powerful modeling methods must be employed to characterize stochastic

dynamic behavior.

1.3.2. Stochastic Hybrid System. Stochastic hybrid systems (SHSs) are a general

class of stochastic process that include continuous dynamics, instantaneous events, and a

wide variety of random effects [71]. The SHS framework is challenging due to its sheer

generality (see [72] for a review of models that fall within the SHS scope). However, SHS

models provide powerful tools for system analysis. In particular, SHS models describe the

evolution of moments of dynamic state variables. Moments provide useful descriptions of

dynamic state behavior in lieu of full state distributions.

Previous studies have used SHSmodels to describe power delivery systems. In [73],

the SHS framework was applied to a conventional power system. SHSmodels of microgrids

have been proposed for the purposes of simulation [74] and stability analysis [75]. Although

the application is different, the approach used here is heavily influenced by these previous

efforts, particularly [73]. The model in [73] consists of an affine power system model and

an input process described by a continuous-time Markov chain (CTMC). Key elements of

the SHS, namely test functions and reset maps, are defined in [73] such that the equations

which describe moment dynamics depend only moments of equal or lower order. The

same definitions are used here, and they affect the same simplification. Additionally, [73]

describes a general procedure for calculating moments of algebraic states. This procedure

forms the basis for a new set equations that encode ZVS conditions into the SHS model.

Paper IV describes an SHS model of a dc microgrid system. The model consists

of a CTMC, which is constructed from the stochastic load models in Paper III, and a

family of affine microgrid models, which are derived according to the methods in Paper II.

The SHS framework is applied according to [71] using the test function and reset maps

proposed in [73]. Since the objective of the paper is to provide an accessible tool for

practicing engineers, the general forms resulting from the methods of [71] and [73] are
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further simplified. In particular, closed-form expressions are derived for the systems of

equations that describe first and second moment dynamics. This simplification makes it

possible to construct the full SHS model through linear operations. The simplified form

also provides useful insights into the relationships between moments and load process

parameters.

Paper IV also considers the practical problem of assessing ZVS performance for

DAB converters in multi-converter systems. First, ZVS conditions are introduced in the

SHS model as functions of the stochastic dynamic state processes. Analytic expressions

for the moments of these functions are then derived. Moments of the ZVS condition

functions are used to approximate the probability of ZVS for a given set of loads. While

the expressions apply for moments of any order, low order moments provide sufficiently

accurate approximations in practice. First and second order moments provide enough

information to define upper and lower bounds on ZVS probability. The ZVS performance

analysis in Paper IV addresses a practical issue specific to single phase shift modulated

DAB converters. More importantly, though, the assessments serve as an example of the

more general applications of an SHS model.
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ABSTRACT

Improvements are proposed for generalized average models of dual active bridge (DAB)

converters. Generalized average modeling involves a trade-off between accuracy and trac-

tability. To maintain an acceptable level of complexity, existing DAB models are derived

using a first harmonic approximation. These models provide accurate small-signal repre-

sentations, but are limited as large-signal analysis tools due to persistent steady-state error.

This study proposes a modeling framework that provides accurate large and small-signal

models without significant increases in overall complexity. The framework describes DAB

operation with triple phase shift modulation, and is easily simplified for single, dual, or ex-

tended phase shift modulation schemes. The special case of single phase shift modulation,

which experiences the most significant large-signal error, is given additional consideration.

The framework is applied to open and closed-loop operation, and both large and small-signal

models are discussed. Models are validated in simulation and hardware experiments using

a small scale DAB prototype.
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1. INTRODUCTION

The dual active bridge (DAB) topology features desirable performance characteris-

tics including galvanic isolation, high power density, low device stresses, and bidirectional

operation [1, 2]. Many of these attributes are due to a high-frequency ac conversion stage.

However, the associated ac state variables present challenges when developingmodels of the

converter’s behavior. In particular, the transformer current state precludes the “small-ripple”

approximation commonly employed in traditional modeling approaches, e.g. state-space

averaging and average circuit modeling.

Previous studies have addressed the challenges of modeling DAB converters. The

most common strategy uses the sampled-data modeling procedure from [3] to develop

discrete-time models. This approach was used in [4] to develop an open-loop DAB model,

and again in [5] to develop a more detailed model consisting of a converter, EMI filters,

and control system. In these models, the converter transitions through discrete modes of

operation, each described by a set of linear time-invariant ordinary differential equations

(ODEs). The transition times are either explicitly controlled (e.g. by gate driver signals) or

implicitly determined by device thresholds (e.g. by diode current zero crossings). The state

solution within each mode is explicitly determined by initial conditions at transition times

and state transition matrices consisting of matrix exponentials. In [6], matrix exponential

calculations were avoided through the use of bilinear approximations, leading to a simplified

discrete-time DAB model.

The advantage of the discrete-time models in [4, 6, 5] is that they explicitly describe

state trajectories in all subintervals of converter operation, meaning they are capable of pro-

viding exact solutions for ac state variables. In the case of DAB converters, these models

are able to accurately predict transformer currents and, as in [4], the current zero crossings
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critical to zero voltage switching (ZVS) [7]. The capabilities of discrete-time representa-

tions notwithstanding, two factors motivate the development of accurate continuous-time

models. First, continuous-time models are still preferred for control design due to the

prevalence of simple and powerful design tools. Secondly, DAB converters are well-suited

to applications in multi-converter systems, such as solid state transformers [8], microgrids,

and dc distribution systems. The framework of [3] assumes cyclic transitions through fully

characterized modes of operation, and is not intended to produce models that are modular

elements of a larger system. Representing all possible switching modes at the system level

quickly becomes infeasible as the number of converters increases. Moreover, differences

in converter switching frequencies make it difficult to define a usable system-wide base

period. For the purposes of system-level analysis, more scalable alternatives are required.

Continuous-timeDABmodels have been proposed aswell. The simplestmodel, pro-

posed in [9], essentially results from the application of classical state-space averaging [10].

Since the dc average of transformer current is 0, the state is eliminated in the averaging

process, and its dynamics are lost in the final model. A more detailed approach was used

in [11] to derive both large and small-signal average models. The ac stage in these models

is represented by half period averages of the dc currents into and out of the H-bridges. This

allows the models to incorporate effects of transformer core and conduction losses, which

are omitted from the models in [9]. A similar procedure was used in [12] for the purposes

of steady-state analysis.

A continuous-time DAB model was derived using generalized average modeling

(GAM) in [13]. In GAM, state variables are expanded into Fourier series terms at multiples

of the converter switching frequency [14], providing straightforward representations of ac

states. However, theGAMframework involves a trade-off between accuracy and complexity.

Specifically, both accuracy and complexity increase with the number of Fourier series

terms included in the model. The model in [13] uses a first harmonic approximation, and

truncates the Fourier series at the first harmonic. When linearized, the model accurately
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predicts small-signal responses, but the large-signal model is inaccurate at steady-state. The

accuracy of the model increases when more Fourier series terms are included (see e.g. [15]),

but the number of model states increases rapidly with the number of Fourier series terms

considered, so even small accuracy gains require substantial penalties in terms of model

complexity.

This steady-state error was previously noted in [11], and a method of correcting the

error was proposed [16]. The approach in [16] consists of applying a multiplicative cor-

rection factor to the load and state variables. However, the correction factor is only derived

for single phase shift operation. Furthermore, the method assumes lossless operation, and

neglects the effect of transformer winding resistance, which may be significant in practice.

This copper loss is particularly important for single phase shift operation, which produces

large circulating currents, or when the ratio of winding resistance to leakage reactance is

high [12].

This study presents the following contributions:

• The DAB model from [13] is extended to more general modulation strategies, inclu-

ding dual, extended, and triple phase shift modulation. Both large and small-signal

models are described.

• A new method of eliminating the error caused by truncating the Fourier series at the

first harmonic is proposed. The method involves deriving the relationship between

the equilibrium solution to the model equations and exact steady-state expressions,

and then including those relationships in the model itself.

• An additional correction factor that includes copper losses in the transformer is

derived for the special case of single phase shift modulation.

The structure of the paper is as follows. Section 2 briefly reviews the DAB model

from [13] and describes the steady-state model error in precise terms. The improved

DAB model is given in Section 4, starting with the extension to more general modulation
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strategies, and then including the large-signal error correction. Model partial derivatives,

including those necessary to develop small-signal models, are given in Section 4. Special

consideration is given to the single phase shift case in Section 5, including the derivation

of a lossy correction factor. Verification experiments are described in Section 6.

2. BACKGROUND

This section reviews the DAB model from [13] to be improved in the following

section, establishes important terms and notation, and provides a mathematical description

of the steady-state error problem.

2.1. Original DABModel. The original DAB model proposed in [13] begins with

Ûvo =
−1

RshCo
vo +

1
Co

it s2(τ, d) −
1

Co
iL (1)

Ûit =
1
Lt
vins1(τ, d) −

1
Lt
vos2(τ, d) −

Rt

Lt
it (2)

where dot notation is used to indicate derivatives with respect to time. The signals and

parameters in these equations are identified in Fig. 1. All hardware parameters are referred

to the secondary side of the transformer. For simplicity, the derivation shown here assumes

a 1:1 turns ratio. The only modification necessary to include non-unity turns ratios in the

model is to replace all appearances of vin with n2
n1
vin. This is true for this model and for the

models proposed in the following section.

Switching signals s1(τ, d) and s2(τ, d) are the switching signals that drive the input

and output H-bridges, respectively. The model from [13] was derived for single phase shift

modulation. For time τ in a switching interval (0 ≤ τ < T) and phase shift argument d,

the single phase shift switching signals are

s1(τ, d) =


1, 0 ≤ τ < T
2

−1, T
2 ≤ τ < T

(3)
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s2(τ, d) =


1, dT
2 ≤ τ <

dT
2 +

T
2

−1, 0 ≤ τ < dT
2 or dT

2 +
T
2 ≤ τ < T

(4)

At this point the GAM framework and first harmonic approximation are applied.

The following equations include a critical change: the phase shift variable, represented as

d in the switching signal definitions, becomes a new variable d̂. The reasons for this are

discussed in the following subsection, but the change first appears here because it is a direct

consequence of the first harmonic approximation. The GAM state equations are

Û〈vo〉0 =
−1

RshCo
〈vo〉0 −

4 sin πd̂
Coπ

〈it〉R −
4 cos πd̂

Coπ
〈it〉I −

〈iL〉0
Co

(5)

Û〈it〉R =
2 sin πd̂

Ltπ
〈vo〉0 −

Rt

Lt
〈it〉R + ωs〈it〉I (6)

Û〈it〉I =
2 cos πd̂

Ltπ
〈vo〉0 − ωs〈it〉R −

Rt

Lt
〈it〉I −

2〈vin〉0
Ltπ

(7)

The states of the model are the dc average output capacitor voltage and the real/imaginary

components of the fundamental harmonic transformer current. The model inputs are the

source voltage, phase shift, and load current. A closed-loop voltage-controlled model,

described briefly in [17], includes two additional equations:

Û〈γ〉0 = ki
(
vre f − 〈vo〉0

)
(8)

d̂ = kp
(
vre f − 〈vo〉0

)
+ 〈γ〉0 (9)

In the closed-loop model, the phase shift is generated internally by (9) and the input is

replaced with voltage reference vre f .

2.2. Origin of Steady-State Error. This section describes the origin of the large-

signal modeling error. For simplicity, single phase shift modulation is considered in this

discussion, since only one control variable is involved. The analysis applies equally to other

modulation strategies.
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Figure 1. Dual active bridge topology.

The steady-state error manifests differently depending on how the model is used. If

a phase shift is specified as an exogenous input (as is the case with the open loop model) the

error will affect the output voltage. If an output voltage and load current are specified, the

error will affect the phase shift. Similarly, in closed-loop operation, if a voltage reference

and load current are specified, the phase shift will be affected.

For simplicity, consider a lossless closed-loop converter with current source load

(i.e. Rt → 0, Rsh →∞) in steady-state operation. The action of the controller forces output

voltage to the voltage reference at steady-state, so the error will be restricted to the phase

shift. The relationship in (7) reduces to 0 = it s2(τ, d) − iL , and the load current can be

expanded as an infinite Fourier series:

iL =

∞∑
k=−∞

〈it s2(τ, d)〉k =
∞∑

k=−∞

∞∑
i=−∞

〈s2(τ, d)〉k−i 〈it〉i (10)

Considering only the dc average current, the equation is

〈iL〉0 = 〈it s2(τ, d)〉0 =
∞∑

i=−∞

〈s2(τ, d)〉−i 〈it〉i (11)

Switching signal s2(τ, d) is a phase-shifted square wave, and only has nonzero Fourier series

coefficients at odd harmonics. The coefficients are functions of the phase shift, d.

〈s2(τ, d)〉k =
−2 sin πkd

kπ
+ j
−2 cos πkd

kπ
for k = 1, 3, . . . (12)
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with 〈s2(τ, d)〉−k = 〈s2(τ, d)〉∗k . Note that this equation involves functions of d rather than

d̂, since the first harmonic approximation has not been applied to (7).

Under the same operating conditions, the dc average load current may be determined

from the GAM state equations by simplifying and rearranging (5).

〈iL〉0 =
−4 sin πd̂

π
〈it〉R +

−4 cos πd̂
π

〈it〉I

= 〈s2(τ, d̂)〉−1〈it〉1 + 〈s2(τ, d̂)〉1〈it〉−1 (13)

This expression corresponds exactly to the summation from (11) truncated after i = ±1, i.e.

including the effect of the first harmonic approximation. The value of 〈iL〉0 must be the

same in both (11) and (13), since it is specified as a constant, exogenous input. Therefore,

the phase shift d̂ that satisfies the equilibrium solution of the truncated model equations

must be different from the real-world phase shift, d. This is consistent with the observations

in both [11] and [16].

The preceding analysis shows that when phase shift is treated as a free variable,

a quantifiable difference exists between solutions to the GAM equations and steady-state

expressions derived fromfirst principles. In short, the objective of Section 3.2 is to eliminate

steady-state error by identifying and correcting for this difference.

3. IMPROVED MODEL

This section describes the derivation of the improved DAB model, starting with an

extension tomore general modulation schemes. Following the derivation, Sec. 3.2 describes

the large-signal error correction. In the interest of notational clarity, the angle-brackets used

to denote averaging in the previous section are dropped for the remainder of the paper. The

dc average of generic variable x is therefore represented as x0 rather than 〈x〉0. Similarly,

real and imaginary components of the fundamental harmonic are xR = 〈x〉R and xI = 〈x〉I ,

respectively.



23

3.1. Modulation Scheme Extension. Applying the GAM framework to (7) and (2)

yields

Ûvo0 = −
1

RshCo
vo0 +

1
Co

it0s20 +
2

Co
itRs2R +

2
Co

it I s2I −
1

Co
iL0 (14)

ÛitR =
1
Lt
vin0s1R +

1
Lt
vinRs10 −

1
Lt
vo0s2R −

1
Lt
voRs20 −

Rt

Lt
itR + ωsit I (15)

Ûit I =
1
Lt
vin0s1I +

1
Lt
vinI s10 −

1
Lt
vo0s2I −

1
Lt
voI s20 − ωsitR −

Rt

Lt
it I . (16)

To prevent saturation of the transformer, switching signals are typically defined such that

their dc averages are zero, i.e. s10 = s20 = 0. Under this condition, the equations simplify:

Ûvo0 = −
1

RshCo
vo0 +

2
Co

itRs2R +
2

Co
it I s2I −

1
Co

iL0 (17)

ÛitR =
1
Lt
vin0s1R −

1
Lt
vo0s2R −

Rt

Lt
itR + ωsit I (18)

Ûit I =
1
Lt
vin0s1I −

1
Lt
vo0s2I − ωsitR −

Rt

Lt
it I (19)

The preceding equations are applicable to any modulation strategy, provided that the dc

average of the switching signals is zero. In the case of triple phase shift modulation, the

switching signals are functions of three control arguments: dφ, dp, and ds. These variables

are contained in vector D = [dφ dp ds]
T . The switching signals are:

s1(τ,D) =


1, 0 ≤ τ < dpTs

2

0, dpTs
2 ≤ τ <

Ts
2 or (1+dp)Ts

2 ≤ τ < Ts

−1, Ts
2 ≤ τ <

(1+dp)Ts
2

(20)

s2(τ,D) =


1, dφTs

2 ≤ τ <
(ds+dφ)Ts

2

0, 0 ≤ τ < dφTs
2 or (ds+dφ)Ts

2 ≤ τ <
(1+dφ)Ts

2 or (1+ds+dφ)Ts
2 ≤ τ < Ts

−1, (1+dφ)Ts
2 ≤ τ <

(1+ds+dφ)Ts
2

(21)
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This switching scheme is very general; single, dual, and extended phase shift are special

cases of triple phase shift modulation [18]. A visual representation of the triple phase shift

scheme is shown in Fig. 2. The three control variables describe the duty ratio of the voltages

applied to the primary winding (dp), secondary winding (ds), and the phase shift between

them (dφ). An additional phase shift defined by the distance between center points of the

primary and secondary voltage pulses is d. This is an important parameter for describing

triple phase shift operation [18], and is critical to the large-signal error correction method.

It may be be derived from the control variables as

d = dφ −
dp

2
+

ds

2
. (22)

Switching signals for dual phase shift modulation may be recovered by fixing dp = ds, and

single phase shift may be recovered by further constraining dp = ds = 1. In both of these

cases, it is clear from (22) that d = dφ.

Taking the Fourier series of these signals, the real and imaginary components of the

switching functions are:

s1R(D) =
sin(dpπ)

π
(23)

s1I(D) = −
2 sin

(
dp

π
2
)2

π
(24)

s2R(D) = −
sin(dφπ) − sin

( (
ds + dφ

)
π
)

π
(25)

s2I(D) = −
cos(dφπ) − cos

( (
ds + dφ

)
π
)

π
(26)

Substituting the switching signal harmonic components above into state equati-

ons (17)–(19) produces a generalized average model for a DAB with triple phase shift

modulation. Again, other modulation strategies can be recovered from these equations. For

instance, applying the single phase shift condition (dp = ds = 1) in the general equations

yields the original DAB model, i.e. (5)–(7).
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Figure 2. Triple phase shift modulation scheme. Vp and Vs denote voltages applied to the
primary and secondary windings of the transformer, respectively.

3.2. Correction of Large-Signal Error. The second improvement involves cor-

recting the large-signal modeling error due to the truncation of the Fourier series. In Sec.

2.2, the error was discussed in terms of a difference between the exact phase shift, d, and

the model phase shift, d̂. The objective of the correction method is to include a description

of the relationship between these two variables in the model framework, and use this ex-

pression to correct the large-signal error. This is done by introducing d̂ in the model as an

algebraic state. Adjusted control variables D̂ = [d̂φ d̂p d̂s]
T are derived from d̂, and are

used as arguments for the switching harmonic functions in (23)–(26). The evolution of d̂ is

governed by an algebraic equation that forces normalized power transfer expressions from

the model to equal corresponding expressions derived from first principles.

The correction procedure is presented as follows. First, an expression for normalized

power transfer (in terms of D̂) is derived from theGAMstate equations. Next, corresponding

expressions (in terms of D) from existing literature are discussed. The difference between

the two expressions is included in the final model as an algebraic constraint. Finally, the

actual construction of D̂ from d̂ is described.

The correction factor is derived from lossless model equations, i.e. state equations

with Rt → 0. There are two reasons for this. First, for a well-designed transformer, Rt is

small, and has little effect on the steady-state power transfer. An exception to this is the

case of single phase shift modulation, for which Rt plays a more significant role due to
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high circulating currents. This is considered in Section 5. Second, the objective is to relate

power relationships that are derived under the same conditions. Lossless power transfer

equations are simple, and are readily available in the literature. Including the effect of Rt

would involve a substantial increase in complexity, with only marginal benefit in terms of

accuracy.

With Rt → 0, a general power transfer expression is easily determined from the

steady-state equations of the model. Equations (18) and (19) may be rearranged for it I and

itR, respectively, and substituted into (17). The substitution results in

iL0 =
2vin0

Xt
(s2Rs1I − s1Rs2I) (27)

where Xt = ωsLt is the transformer reactance. All switching signal harmonics in (27)–and

in all equations henceforth–are functions of D̂. The transferred power is then

P = vo0iL0 =
vin0vo0

Xt
PN (28)

where PN is the normalized power, and can be expressed as

PN = 2 (s2Rs1I − s1Rs2I) (29)

Note that this formulation assumes a current source load, i.e. Rsh → ∞, such that the dc

average current through the secondaryH-bridge is equal to the load current. This assumption

serves only to prevent the need for an additional current term definition; including a finite

resistive load term does not change the power transfer analysis.

Next, a steady-state power transfer equation must be determined using a method

that does not include the first harmonic approximation. Suitable expressions are readily

available in the literature, since power transfer equations are central to converter analysis.
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For instance, [18], [19], and [20] provide appropriate equations for triple, dual, and extended

phase shift modulation, respectively. This function for power transfer is referred to as P∗,

to distinguish from the expression determined from model equations.

Because of the wide range of operating cases that occur in triple phase shift modu-

lation, no single expression for P∗ is sufficient. In [18], five separate modes of operation are

defined, each with their own power transfer expression. For full generality, P∗ is defined as

a piecewise function that selects between components according to the control inputs of the

model. Table 1 shows the five power transfer equations and the operating conditions under

which each is active. The active mode is determined by d, and is easily identified from the

control inputs.

The expressions in Table 1 are the same as those in [18], but are given in the

terminology used in this study, and are normalized as:

P∗ =
vin0vo0

Xt
P∗N (30)

The reason for this normalization is to simplify expressions when relating P∗ to P. Clearly,

when P∗ and P are set equal, the leading fractional terms cancel out.

Table 1. Triple Phase Shift Operating Modes and Power Transfer Equations

Mode Operating Region Normalized Power Expression
I 0 ≤ d ≤ ds

2 −
dp

2 P∗N = πdp

(
dφ −

dp

2 −
ds
2

)
II 0 ≤ d ≤ dp

2 −
ds
2 P∗N = πds

(
dφ −

dp

2 −
ds
2

)
III

��� dp
2 −

ds
2

��� ≤ d ≤ min
{

dp

2 +
ds
2 , 1 −

dp

2 −
ds
2

}
P∗N =

π
2

(
dp(ds + 2dφ) − d2

p − d2
φ

)
IV 1 − dp

2 −
ds
2 ≤ d ≤ dp

2 +
ds
2

P∗N =
π
2
[
2dφ(1 − dφ − ds + dp)

+ ds(2 + dp − ds) − d2
p − 1

]
V dp

2 +
ds
2 ≤ d ≤ 1 − dp

2 −
ds
2 P∗N =

π
2 dpds
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The final part of the correction procedure is determining how D̂ is generated from

d̂. Because of the multiple degrees of freedom involved in triple phase shift modulation,

there are several viable ways to do this. The simplest method is to adjust only d̂φ. The

control variables are then

d̂φ = d̂ +
dp

2
−

ds

2
(31)

d̂p = dp (32)

d̂s = ds (33)

This approach is sufficient for correcting error over the full possible range of control inputs

for both single and dual phase shift modulation.

For triple phase shift modulation, an additional adjustment scheme is needed to

ensure that a solution to the algebraic power equation exists over the entire operating space.

For a solution to exist, the maximum normalized power transfer over the possible range of

d̂ must exceed the corresponding value of P∗. In addition to the correction applied to dφ,

an adjustment can be applied to dp as

d̂φ = dφ (34)

d̂p = 2dφ − 2d̂ + ds (35)

d̂s = ds (36)

For a given set of control inputs, the correction should be applied to either dφ or dp. The

selection is made according to which choice produces the larger maximum normalized

power transfer. This can be determined by the following condition:

sin
(

dpπ

2

)
> sin2

(
π

2

(
ds

2
+ dφ

))
(37)
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If this condition is true, the correction should be applied to dφ. If not, the correction should

be applied to dp. This condition may be derived as follows. First, analytical expressions for

PN as functions of d̂ are determined for each of the correction schemes. This is done by

substituting either (31), (32), and (33) or (34), (35), and (36) into (29). Next, the maximum

values of the expressions for PN are determined by setting derivatives with respect to d̂ equal

to 0, solving for d̂, and substituting the results back into the PN expressions. The right and

left sides of (37) correpond to the two resultant expressions after common coefficients have

been eliminated. Therefore, when the inequality is true, applying the correction through dφ

yields the highermaximumnormalized power. This provides a simplemethod of identifying

the the proper correction scheme using only the control inputs to the model.

3.3. Model Organization. The structure of the proposed model framework is

Ûx = f (x, d̂, u) (38)

0 = g(x, d̂, u) (39)

where x is the state vector, u is the input vector, and d̂ is an algebraic state variable. The

model state equations are contained in vector-valued function f (·). The scalar function g(·)

is defined as

g(x, d̂, u) , P∗ − P (40)

Together, f (·) and g(·) define a semi-explicit (or type 1) system of differential

algebraic equations (DAEs).

The state equations, state vector, and input vector differ according to whether an

open or closed-loop system is being modeled. Both are discussed below. Subscripts ‘o’

and ‘c’ are used to denote whether model elements (namely f (·), x, and u) pertain to the

open-loop or closed-loop systems, respectively.
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The state and input vectors of the open-loop model are

xo = [vo0 itR it I]
T (41)

uo = [vin0 iL0 dφ dp ds]
T . (42)

The state equations in fo(·) are exactly those of the original DABmodel, shown in Section 2

as (5), (6), and (7). With respect to large-signal error correction, the critical point of

difference between this model and the model in [13] is that d, rather than d̂, is defined as

an input.

Triple phase shift modulation includes three control variables, and a wide variety of

control structures and feedback mechanisms are possible. To limit scope, the closed-loop

formulation in the present study considers a single controller that regulates output voltage

through the phase shift control variable, dφ. The state and input vectors of the closed-loop

model are

xc = [vo0 itR it I γ0]
T (43)

uc = [vin0 iL0 vre f dp ds]
T . (44)

The additional state, γ0, is contributed by the integral of a PI controller. In addition to the

open-loop state equations, fc(·) contains (8), which describes γ0. In the original model,

controller output was defined to be d̂φ (or, equivalently d̂), as shown in (9). In contrast,

controller output is defined in the present model as

dφ = kp
(
vre f − vo0

)
+ γ0. (45)

3.4. Discussion. The system defined by (38) and (39) is a large-signal generalized

average model that is accurate in both transient and steady-state conditions. The model is

a semi-explicit DAE system. Models of this type are commonly used for describing power
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systems [21] and are suitable for all applications expected of power electronics models. In

particular, they may be used for time-domain simulations, stability analyses, or linearized

to provide small-signal representations.

Both of the model improvements proposed here generalize the original DAB model

from [13]. Extension to more advanced modulation strategies is a fairly straightforward

improvement, but the inclusion of g(·), too, is a generalization of the original model. The

model from [13] implicitly assumes that d̂ = d. This assumption may be included in the

proposed modeling framework by defining g(·) as 0 = d̂ − d. The resulting structure, when

used with single phase shift modulation, is identical to the model in [13].

While the general model is a DAE system, in some operating cases (namely single

phase shift modulation) it is possible to define d̂ as an explicit function of d, i.e. by solving

g(·) directly for d̂. When an explicit solution is possible, the model may be converted into

an equivalent system of ODEs.

In comparison to alternative continuous-time DAB modeling approaches, the pri-

mary advantage of the proposed modeling framework is flexibility. The most closely related

methods, i.e. [11] and [16], consider only single phase shift modulation. The method in [11]

is not affected by large-signal error, but its derivation is inherently tied to the modulation

strategy, meaning new modulation schemes would require a full rederivation. In contrast,

the proposed method is derived for general switching functions, so different modulation

schemes are be included by changing modular elements of the base model. Additionally,

the method in [11] models the ac stage by deriving averaged equations for the dc currents

into and out of the H-bridge circuits, effectively consolidating the switching circuit as a

single averaged element. As a result, frequency domain accuracy is limited to 1/10 the

switching frequency. In contrast, the original DAB model from [13] is accurate up to 1/3

of the switching frequency. The upper frequency bound is, in general, imposed by the

eigenvalues of the dynamic model [10, 22]. The proposed model maintains the small-signal
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accuracy of the model from [13]; when linearized, the eigenvalues of the proposed model

are very close to those of the original model, meaning their upper-limits are similar as well.

This is further illustrated in Sec. 6.

The method from [16] is more closely related to the proposed framework than [11],

but differs in how the correction factor is applied. The correction factor in [16] modifies the

load and state variables directly, and the modifications required are different for each of the

state variables. In this study, error correction is applied through an algebraic equation rather

than through the model state variables, so modifications to the correction factor equation

do not change the base model. This makes it possible to include more general modulation

strategies or lossy correction factors within the same modeling framework.

4. PARTIAL DERIVATIVES AND SMALL-SIGNAL MODELS

Partial derivatives are central to many modeling applications. Partial derivatives are

used for calculating steady-state solutions to model equations, time-domain simulation via

numerical integration, and linearization for small-signal analysis. The partial derivatives of

the models under consideration are given in this section.

4.1. Open-Loop System. The partial derivatives of the open-loop model equations

are with respect to converter states are:

∂ fo
∂xo
=


−1

RshCo

2
Co

s2R
2

Co
s2I

−1
Lt

s2R
−Rt

Lt
ωs

−1
Lt

s2I −ωs
−Rt

Lt


(46)

∂ fo
∂ d̂
=


2

Co

(
itR

∂s2R
∂ d̂
+ it I

∂s2I
∂ d̂

)
1
Lt

(
vin0

∂s1R
∂ d̂
− vo0

∂s2R
∂ d̂

)
1
Lt

(
vin0

∂s1I
∂ d̂
− vo0

∂s2I
∂ d̂

)


(47)
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∂ fo
∂uo
= (48)

0 −1
Co

2
Co

(
itR

∂s2R
∂dφ
+ it I

∂s2I
∂dφ

)
2

Co

(
itR

∂s2R
∂dp
+ it I

∂s2I
∂dp

)
2

Co

(
itR

∂s2R
∂ds
+ it I

∂s2I
∂ds

)
1
Lt

s1R 0 1
Lt

(
vin0

∂s1R
∂dφ
− vo0

∂s2R
∂dφ

)
1
Lt

(
vin0

∂s1R
∂dp
− vo0

∂s2R
∂dp

)
1
Lt

(
vin0

∂s1R
∂ds
− vo0

∂s2R
∂ds

)
1
Lt

s1I 0 1
Lt

(
vin0

∂s1I
∂dφ
− vo0

∂s2I
∂dφ

)
1
Lt

(
vin0

∂s1I
∂dp
− vo0

∂s2I
∂dp

)
1
Lt

(
vin0

∂s1I
∂ds
− vo0

∂s2I
∂ds

)


The switching signal derivatives are shown in general form in these equations. The specific

derivatives for triple phase shift modulation are given in Sec. 4.3.

The partial derivatives of the algebraic function g(·) are

∂g

∂xo
=

[
0 0 0

]
(49)

∂g

∂ d̂
= 2

(
s1R

∂s2I

∂ d̂
+ s2I

∂s1R

∂ d̂

)
− 2

(
s2R

∂s1I

∂ d̂
+ s1I

∂s2R

∂ d̂

)
(50)

∂g

∂uo
=

[
0 0 ∂g

∂dφ
∂g
∂dp

∂g
∂ds

]
(51)

where ∂g
∂dφ

, ∂g
∂dp

and ∂g
∂ds

are given by

∂g

∂dφ
=
∂P∗N
∂dφ
+ 2

(
s1R

∂s2I

∂dφ
+ s2I

∂s1R

∂dφ

)
− 2

(
s2R

∂s1I

∂dφ
+ s1I

∂s2R

∂dφ

)
(52)

∂g

∂dp
=
∂P∗N
∂dp
+ 2

(
s1R

∂s2I

∂dp
+ s2I

∂s1R

∂dp

)
− 2

(
s2R

∂s1I

∂dp
+ s1I

∂s2R

∂dp

)
(53)

∂g

∂ds
=
∂P∗N
∂ds
+ 2

(
s1R

∂s2I

∂ds
+ s2I

∂s1R

∂ds

)
− 2

(
s2R

∂s1I

∂ds
+ s1I

∂s2R

∂ds

)
(54)

The derivatives of P∗N with respect to control inputs depend on the operational mode. For

all of the cases shown in Table 1, these terms are straightforward derivatives of polynomial

functions.
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4.2. Closed-Loop System. The partial derivatives of the closed-loop model equa-

tions are:

∂ fc
∂xc
=



−1
RshCo

2
Co

s2R
2

Co
s2I 0

−1
Lt

s2R
−Rt

Lt
ωs 0

−1
Lt

s2I −ωs
−Rt

Lt
0

−ki 0 0 0


(55)

∂ fc
∂ d̂φ
=


∂ fo
∂ d̂φ

0

 (56)

where ∂ fo
∂ d̂φ

is given in (47), and

∂ fc
∂uc
=



0 −1
Co

0 2
Co

(
itR

∂s2R
∂dp
+ it I

∂s2I
∂dp

)
2

Co

(
itR

∂s2R
∂ds
+ it I

∂s2I
∂ds

)
1
Lt

s1R 0 0 1
Lt

(
vin0

∂s1R
∂dp
− vo0

∂s2R
∂dp

)
1
Lt

(
vin0

∂s1R
∂ds
− vo0

∂s2R
∂ds

)
1
Lt

s1I 0 0 1
Lt

(
vin0

∂s1I
∂dp
− vo0

∂s2I
∂dp

)
1
Lt

(
vin0

∂s1I
∂ds
− vo0

∂s2I
∂ds

)
0 0 ki 0 0


(57)

∂g

∂xc
=

[
−kp

∂P∗N
∂dφ

0 0 ∂P∗N
∂dφ

]
(58)

The derivative ∂g

∂ d̂φ
is the same as for the open loop system, as shown in (50). Finally,

∂g

∂uc
=

[
0 0 kp

∂g
∂dφ

∂g
∂dp

∂g
∂ds

]
(59)

where ∂g
∂dφ

, ∂g
∂dp

and ∂g
∂ds

are given (52), (53) and (54), respectively.

4.3. Switching Signal Derivatives. When the correction factor is applied through

dφ, switching function s1 is only a function of control variable dp. Therefore, the partial

derivatives of s1R and s1I with respect to d̂, dφ, and ds are 0. The derivatives with respect

to dp are
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∂s1R

∂dp
= cos(dpπ) (60)

∂s1I

∂dp
= − sin(dpπ) (61)

Switching function s2 is a function of variables d̂ (through d̂φ), dp, and ds. Since dφ is

replaced, the derivatives with respect to dφ are 0. The remaining derivatives are

∂s2R

∂dp
=

1
2

(
cos((ds + d̂φ)π) − cos(d̂φπ)

)
(62)

∂s2I

∂dp
=

1
2

(
sin(d̂φπ) − sin((ds + d̂φ)π)

)
(63)

∂s2R

∂ds
=

1
2

(
cos((ds + d̂φ)π) + cos(d̂φπ)

)
(64)

∂s2I

∂ds
=
−1
2

(
sin(d̂φπ) + sin((ds + d̂φ)π)

)
(65)

∂s2R

∂ d̂
= cos((ds + d̂φ)π) − cos(d̂φπ) (66)

∂s2I

∂ d̂
= sin(d̂φπ) − sin((ds + d̂φ)π) (67)

When the correction factor is applied through dp, switching function s1 depends on

d̂ (through d̂p), ds, and dφ. Input d1 is replaced, so derivatives with respect to d1 are 0.

∂s1R

∂dφ
= cos(d̂pπ) (68)

∂s1I

∂dφ
= − sin(d̂pπ) (69)

∂s1R

∂ds
= 2 cos(d̂pπ) (70)

∂s1I

∂ds
= −2 sin(d̂pπ) (71)
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∂s1R

∂ d̂
= −2 cos(d̂pπ) (72)

∂s1I

∂ d̂
= 2 sin(d̂pπ) (73)

Lastly, switching function s2 depends only on dφ and ds, so derivatives with respect to dp

and d̂ are zero.
∂s2R

∂dφ
= cos((ds + dφ)π) (74)

∂s2I

∂dφ
= − sin((ds + dφ)π) (75)

∂s2R

∂ds
= cos((ds + dφ)π) − cos(dφπ) (76)

∂s2I

∂ds
= sin(dφπ) − sin((ds + dφ)π) (77)

4.4. Small-Signal Models. For all models under consideration, the small-signal

models have the form

Û̃x = Ax̃ + Bũ (78)

where x̃ is a vector of small-signal deviations around a steady-state operating point. Matrices

A and B are calculated using matrix operations, give here in terms of generic functions f (·)

and g(·).

A =
∂ f
∂x
−
∂ f

∂ d̂

(
∂g

∂ d̂

)−1
∂g

∂x
(79)

B =
∂ f
∂u
−
∂ f

∂ d̂

(
∂g

∂ d̂

)−1
∂g

∂u
(80)

The derivation for these linearized matrices is given in the Appendix.
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5. CONSIDERATIONS FOR SINGLE PHASE SHIFT MODULATION

Although single phase shift modulation has several performance deficiencies, it is

still commonly used in DAB literature due to its overall simplicity. In particular, single

phase shift is commonly used in studies that include DAB converters as elements of a larger

system [15, 23]. In light of this, a more detailed consideration of the single phase shift case

is given here. As a secondary benefit, this section provides a simple illustration of how the

general framework outlined in Section 4 may be applied to a specific modulation scheme.

5.1. Model Simplifications. Single phase shift modulation is a subset of triple

phase shift, and corresponds to the case in which dp and ds are constant and equal to 1. This

condition simplifies the model. With dp and ds fixed, it is not necessary to include these

variables as model inputs, and dφ = d.

The first harmonic components of switching functions for single phase shift modu-

lation may be recovered by fixing dp = ds = 1 in (23)–(26).

s1R(d̂) = 0 (81)

s1I(d̂) = −
2
π

(82)

s2R(d̂) = −
2 sin(d̂π)

π
(83)

s2I(d̂) = −
2 cos(d̂π)

π
(84)

Furthermore, single phase shift modulation restricts the operating region of the

converter. According to Table 1, single phase shift modulation is entirely contained in

Mode IV, so only one power transfer equation is necessary.

5.2. Lossless Case. Without including Rt , the procedure begins directly with nor-

malized power:

PN = 2(s2Rs1I − s1Rs2I) =
8 sin(d̂π)

π2 (85)
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Next, the power transfer equation from Table 1 is reduced using the same condi-

tions on dp and ds. These conditions restrict the operating region to Mode IV, and the

corresponding equation simplifies to

P∗N = πd(1 − d). (86)

Therefore, the equation that relates d̂ to d is

g(x, d̂, u) =
π3d(1 − d)

8
− sin πd̂ (87)

5.3. Lossy Case. In the lossy case, Rt is nonzero. The parameter Rt is represents

winding losses in the transformer, but it can also be used as a lumped-element parameter to

represent conduction losses in the semiconductors as well. Including Rt in the large-signal

error correction requires a substantial increase in complexity, and is only necessary when

the losses modeled by Rt become significant. One case in which Rt plays an important role

is single phase shift modulation with high phase shift values. Under these conditions, the

transformer will experience high circulating currents, and conduction losses will be larger.

While this issue may be addressed through the use of more advanced modulation schemes,

there is still a need to accurately represent converter behavior under these conditions when

single phase shift modulation is used. The problem with including Rt in the error correction

is that the power transfer equations become dependent on state variables and hardware

parameters. In the previous cases, g(·) was only dependent on control variables. This is

not the case when Rt is included. Nevertheless, the procedure for deriving the correction

equation remains the same. The expression for iL0 in terms of d̂ given in (27) was derived

with Rt → 0. When Rt included in the derivation, the resulting expression is

iL0 =
2
(
(s2RRt − s2I Xt) (vin0s1R − vo0s2R)

)
R2

t + X2
t

+
2
(
(s2I Rt + s2RXt) (vin0s1I − vo0s2I)

)
R2

t + X2
t

(88)
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After applying the simplifications for single phase shift modulation, this may be

more conveniently written as

iL0 =
2Xt

πR2
t K
(vin0Rt cos πd̂ + vin0Xt sin πd̂ − vo0Rt) (89)

where K is a hardware constant given by

K =
π

4
Xt(R2

t + X2
t )

R2
t

. (90)

The definition of K is arbitrary at this point, but substantially simplifies derivative terms

when linearizing the model.

The next step is to determine a corresponding expression in terms of d. Average

output current equations have previously been derived in the literature. One such equation

is used by the average value model proposed in [11]. However, the equation in question

(Eq. (19) in [11]) is valid only for unidirectional power flow, i.e. d > 0. A more suitable

equation is derived in [12] by integrating the instantaneous current terms, which are piece-

wise exponential, over the switching period. This expression (originally Eq. (6) in [12]) is

cumbersome; the authors of [12] spend considerable effort obtaining a more manageable

approximation. In this study, we use a simplified form of the exact equation:

i∗L0 =
(vin0 − vo0)

Rt
+

vo0
θRt

tanh θ +
d
|d |

(
vin0
θRt

) [
1 − 2θd − sech θ exp

(
d
|d |
θ − 2θd

)]
(91)

where θ is a hardware constant.

θ =
πRt

2Xt
(92)

The expression in (91) is mathematically equivalent to Eq. (6) in [12]. The only

differences are that notational conventions have been changed (e.g. phase shift is defined as a

fraction of the switching period rather than an angle) and simplifications have been applied

using hyperbolic function identities. The exact conversion consists entirely of standard
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algebraic manipulations, and the result is easily verified using a computer algebra system.

The final form of (91) is relatively simple. The arguments of hyperbolic functions tanh and

sech are hardware constants, so they have very little impact on complexity when applied

in the model. Furthermore, the sign factors d
|d | are only necessary to support bidirectional

operation. For the unidirectional power flow case these may be eliminated entirely.

The final step is to form the algebraic correction equation. Since P = vo0iL0 and

P∗ = vo0i∗L0, the equation may be defined as

g(x, d̂, u) = i∗L0 − iL0

= −vin0Rt cos πd̂ − vin0Xt sin πd̂ + vo0Rt

+ K (vin0 − vo0) θ + Kvo0 tanh θ

+ Kvin0
d
|d |

(
1 − 2θd − sech θ exp

(
d
|d |
θ − 2θd

))
(93)

Since (19) includes vo0 and vin0, some of the derivatives from Section 4 must be

changed. For the open-loop system, the derivatives of g(·) are

∂g

∂xo
=

[
Rt − K (θ − tanh θ) 0 0

]
(94)

∂g

∂ d̂
= πvin0

(
Rt sin πd̂ − Xt cos πd̂

)
(95)

∂g

∂uo
=

[
∂g
∂vin0

0 ∂g
∂d

]
(96)

where elements ∂g
∂vin0

and ∂g
∂d are given by

∂g

∂vin0
= Kθ − Rt cos πd̂ − Xt sin πd̂ + K

d
|d |

(
1 − 2θd − sech θ exp

(
d
|d |
θ − 2θd

))
(97)

∂g

∂d
=

(
2dθKvin0
|d |

) (
sech θ exp

(
d
|d |
θ − 2θd

)
− 1

)
(98)
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For the closed-loop system, the derivatives of g(·) are

∂g

∂xc
=

[
Rt − K (θ − tanh θ) 0 0 ∂g

∂d

]
(99)

∂g

∂uc
=

[
∂g
∂vin0

0 kp
∂g
∂d

]
(100)

where the elements ∂g
∂vin0

and ∂g
∂d are given in (97) and (98), respectively.

6. VERIFICATION

To validate the proposed models, experiments were performed to verify model accu-

racy both at steady-state and during transient response. The experiments were conducted

using a small-scale DAB prototype, shown in Fig. 3. Switching simulations performed in

PLECS supplement the hardware results. The prototype converter is controlled by a Texas

Instruments TMS320F28377S digital signal processor (DSP). Both the sampling rate and

switching frequency of the converter were 80 kHz. Switching dead time was td = 300 ns.

These and other important parameters are given in Table 2.

The effect of switching dead time on converter behavior is significant in practice.

Dead time introduces conduction modes that are not explicitly included in the model

derivation, and effectively changes the control inputs dφ, dp, and ds [24]. Including

conduction modes related to dead time in the model would require a substantial increase

in complexity. Alternatively, dead time compensation strategies may be employed in the

control system. The latter approach is used here: dead time is compensated in the controller

by applying phase shift corrections according to [25].

6.1. Steady-State Accuracy. The first test considers steady-state accuracy. The

converter output voltage is measured while varying dφ. A resistive load is used and input

voltage is fixed at 10 V throughout. Results for triple and dual phase shift modulation are

shown in Fig. 4 and Fig. 5, respectively. For these results, and the dual and triple phase shift
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Figure 3. Prototype DAB converter.

Table 2. Control and Hardware Parameters

Parameter Value Parameter Value
Cin 40 µF Co 40 µF
Lt 5.53 µH Rt 0.55 Ω

n1 : n2 1 : 0.85 Rsh 6.667 Ω
kp 0.01 ki 25

dynamic results in the following subsection, lossless model correction factors have been

used. Two combinations of dp and ds are considered in each plot. Fig. 4 shows results with

dp = 0.5, ds = 0.75 and dp = 0.75, ds = 0.5. Fig. 4 shows results with dp = ds = 0.5 and

dp = ds = 0.75. In all cases, dφ is varied over the operating range for which 0 < d < 0.5.

The results indicate that the large-signal model accurately predicts the steady-state response

of the converter.

Results for single phase shift modulation are shown in Fig. 6. In this case, the

hardware results are compared to the uncorrected model and to the corrected model using

both lossless and lossy correction factors. As expected, the lossy variant is more accurate

for larger phase shifts, since the effects of converter loss become more significant.
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Figure 4. Comparison of relationships between phase shift inputs and output voltage for
triple phase shift modulation.
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Figure 5. Comparison of relationships between phase shift inputs and output voltage for
dual phase shift modulation.
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Figure 6. Comparison of relationships between phase shift and output voltage for single
phase shift modulation.
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6.2. Dynamic Accuracy. The second set of tests consider dynamic response, na-

mely the output voltage transients for step changes in phase shift inputs. The experiment

uses same resistive load and 10 V input voltage as in the previous test. For triple phase shift

modulation, step changes to dp and ds are considered. The results are shown in Fig. 7. At

the start of the experiment, both dp and ds are 0.5; at t = 0 ms, ds steps from 0.5 to 0.75.

At t = 2 ms, dp steps from 0.5 to 0.75. The model predictions and experimental results are

consistent for both transients.

In dual phase shift modulation, dp and ds are equal, so only one step change is

considered. The results for dual phase shift modulation are shown in Fig. 8. At time

t = 0 ms, both dp and ds change from 0.5 to 0.75. Again, the model accurately predicts the

response.

For single phase shift, step changes in dφ are considered. As in the steady-state

experiments, hardware measurements are compared to the uncorrected model and to both

lossless and lossy variants of the corrected model. The results are shown in Fig. 9. In the

top plot, dφ steps from 0.15 to 0.3 at t = 0 ms; in the bottom plot dφ steps from 0.3 to

0.4. The plots show both the raw hardware measurements and dc sliding averages of the

measurements, taken over a single switching period. These averages are, by definition, the

experimental vo0.

The top plots of Fig. 9 show that if large phase shifts are avoided, the difference in

accuracy between the lossless and lossy model variants is negligible. However, the bottom

plots show a situation in which the lossy correction equation is measurably superior. This

is particularly clear when comparing model predictions to the dc average output voltage

measurements. In both cases, the inclusion of either correction factor consistently improves

accuracy with respect to the uncorrected model.

The results in Fig. 9 show that the proposed modeling framework improves on the

accuracy of the original model. However, these results use large-signal model predictions.

To assess the small-signal accuracy of the models, frequency-domain predictions are com-
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Figure 7. Open-loop voltage transient response for step changes in control inputs for triple
phase shift modulation. At t = 0 ms ds changes from 0.5 to 0.75; at t = 2 ms, and dp
changes from 0.5 to 0.75.
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Figure 8. Open-loop voltage transient response for step changes in control inputs for dual
phase shift modulation. At t = 0 ms dp (and ds) changes from 0.5 to 0.75.

pared to ac sweep analyses from switching simulations. The focus of the assessment is

control-to-output transfer functions. In triple phase shift modulation there are three relevant

control-to-output transfer functions, representing the effect of perturbations in each of the

three control inputs on the output voltage. Similarly, there are two relevant control-to-output

transfer functions for dual phase shift modulation, and one for single phase shift modula-

tion. Magnitude plots of the frequency responses for each modulation strategy are shown

in Fig. 10. Parameters used in the switching simulation are shown in Table 1. Simulations

include nonideal behaviors such as dead time, control delays, and converter lossess. The

control inputs for each modulation strategy were chosen such that the steady-state output

voltage would be approximately 28 V in all three cases. For the triple phase shift case, the
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Figure 9. Open-loop voltage transient response for step changes in phase shift. At t = 0 ms,
d changes from 0.15 to 0.3 (top) and from 0.3 to 0.4 (bottom). Experimental results are
shown as raw measurements and the dc average over a single switching period.

inputs were dφ = 0.25, dp = 0.435, and ds = 0.85. For the dual phase shift case, the inputs

were dφ = 0.25, dp = ds = 0.775. For the single phase shift case, the inputs were dφ = 0.2,

dp = ds = 1.

The final validation experiment considers the closed-loop transient response during

a step change in voltage reference. The results are measured by logging data from the DSP

during the experiment. This allows the sampled voltage and internal control variables to be

observed experimentally. Data is logged from theDSP at a rate of 8 kHz. Load and hardware

parameters are the same as those used in the previous tests, but the input voltage is fixed

at 17 V. Results are shown in Fig. 11. The top plot shows sampled voltage and the bottom

shows the phase shift calculated by the controller. Because a closed-loop system is used,

the phase shift is not specified as an exogenous input. Instead, it is calculated internally as

the output of the voltage controller. The action of the controller ensures that in steady-state,
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Table 3. Simulation Parameters

Parameter Value Parameter Value
Cin 40 µF Co 200 µF
Lt 4 µH Rt 0.01 Ω

n1 : n2 1 : 1 Rsh 5 Ω
vin 30 V iL0 2 A

the output voltage is equal to the voltage reference. In terms of the model equations, the

steady-state condition vo0 = vre f allows even the original model to predict output voltage

with zero steady-state error. This is shown in the top plot of Fig. 11. However, in order to

satisfy this relationship, all of the error due to the first harmonic approximation is confined to

the phase shift. In contrast, the proposed modeling framework is able to predict both phase

shift and output voltage accurately. This is a significant advantage in analyzing converter

behavior. For instance, ZVS conditions for DAB converters are typically specified in terms

of phase shift and voltage conversion ratio. The improved model is therefore capable of

identifying ZVS operation, whereas the large-signal error of the original model precludes

this type of analysis.

7. CONCLUSION

The modeling framework proposed in this study extends the functionality of existing

GAM-based DABmodels without significantly increasing complexity. The new framework

improves on the original model by including more general modulation strategies and by

eliminating steady-state errors caused by the truncation of the Fourier series. This produces

fully continuous-time models that are accurate over a wide range of converter operating

conditions. The framework is proposed as a general tool: it is applicable to both open and

closed-loop operation and supports both large and small-signal model development.
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Figure 10. Magnitude responses of control-to-output transfer functions. Model predictions
are shown as solid lines, dots indicate results of switching simulations.

While the methods proposed here are useful for modeling a single converter, one of

the motivations driving this line of research is the development of computationally efficient

models for multi-converter systems. The large-signal accuracy of the proposed framework

opens the door for system-level applications, and methods for semi-explicit DAEmodels are

already well established in traditional power system analysis. Future work in this study will
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vre f changes from 18 V to 20 V. Plots show output voltage (top) and closed-loop phase shift
(bottom).

continue to explore the challenges of system-level model construction, with the objective

of identifying methods and models that are accessible to both power electronics and power

systems research communities.

APPENDIX

Consider the linearization of f (x, y, u) and g(x, y, u). Large-signal states/inputs

(x, y, u) can be broken into steady-state operating points (denoted by capital letters) and

small-signal deviations.

x = X + x̃, y = Y + ỹ, u = U + ũ (101)
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The first order Taylor series expansion of f (·) is

Ûx = ÛX + Û̃x ≈ f (X,Y,U) +
∂ f
∂x

x̃ +
∂ f
∂y

ỹ +
∂ f
∂u

ũ (102)

where ∂ f
∂x ,

∂ f
∂y , and

∂ f
∂u are evaluated at (X,Y,U). By definition, ÛX = f (X,Y,U) = 0, so

Û̃x =
∂ f
∂x

x̃ +
∂ f
∂y

ỹ +
∂ f
∂u

ũ (103)

Similarly, the Taylor series expansions of g(·) is

0 = g(X,Y,U) +
∂g

∂x
x̃ +

∂g

∂y
ỹ +

∂g

∂u
ũ (104)

Again, derivatives are evaluated at (X,Y,U), and 0 = g(X,Y,U). An expression for ỹ may

be found by rearranging this equation.

ỹ =

(
∂g

∂y

)−1 (
−
∂g

∂x
x̃ −

∂g

∂u
ũ
)

(105)

Substituting this expression into (103) eliminates ỹ. The resulting equation is

Û̃x =
∂ f
∂x

x̃ −
∂ f
∂y

(
∂g

∂y

)−1 (
∂g

∂x
x̃ +

∂g

∂u
ũ
)
+
∂ f
∂u

ũ (106)

= Ax̃ + Bũ (107)

where A and B correspond to the expressions in (79) and (80), respectively.
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ABSTRACT

Modeling improvements are proposed for systems containing dual active bridge (DAB)

converters. First, a systematic approach to constructing models of multi-converter systems

is described. The method generates continuous-time large-signal average models that are

suitable for system-level analysis and efficient time-domain simulation. Although the base

DAB models are derived using generalized average modeling (GAM), the system-level

construction does not require the specification of a base period. Secondly, a method of

reconstructing currents in the high-frequency DAB transformer is proposed. This method

significantly improves accuracy in modeling transformer current, which is a critical we-

akness of DAB models derived using GAM. Furthermore, the method is applied offline

as needed, so it does not affect the computational complexity of time-domain simulation.

Both the system-level model construction procedure and harmonic reconstruction method

are validated in switching simulations and hardware experiments.

Keywords: average modeling, dual active bridge converter, generalized average model,

phase shift modulation
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1. INTRODUCTION

Dual active bridge (DAB) converters are well-suited to applications in power distri-

bution systems due to their high power density, low device stresses, galvanic isolation, and

bidirectional operation [1, 2]. DAB converters have been considered as a candidate topology

for solid-state transformers [3, 4] and have been studied in the context of automotive [5],

aerospace [6], and marine power systems [7, 8]. In all of these applications, the ability

to accurately describe the behavior of the DAB converter–and its interactions with other

converters in the system–is of critical importance. System-level analyses, such as stability

assessments and time-domain simulation, depend on models that are both accurate and

scalable. This study is concerned with the development of models that meet these criteria.

Modeling DAB converters is difficult due to the presence of a high-frequency ac

conversion stage and ac state variables. The most popular strategy for dealing with this

challenge is to employ the sampled-data modeling method from [9]. This method produces

discrete-time models that provide exact state solutions for each sub-interval within the base

switching period. Models of this type are described in [10, 11, 5], among others. However,

this modeling approach assumes that the system cycles through a set of switching modes at

some base period, and requires explicit descriptions of each mode. These requirements are

trivial for a single converter, but more complicated when the system consists of multiple

converters, particularly when converters operate at different switching frequencies.

Continuous-time DAB models have been proposed as well, using both state-space

averaging and generalized averaging methods. Those derived using classical state-space

averaging either eliminate the ac transformer current state during the averaging process

(as in [12]), or represent the transformer by averaging the current into and out of the dual

H-bridge circuits [13, 14]. The disadvantage of these models is inherited from the basic

averaging framework: the models are derived by calculating the dc average over each

switching period and are therefore limited in their ability to represent dynamics at higher

frequencies [13].
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Generalized average modeling (GAM) provides fully continuous-time representati-

ons that are capable of describing ac state variables [15]. This is accomplished by expanding

state variables into Fourier series components. A DABmodel derived using GAMwas pro-

posed in [16]. To achieve a balance of accuracy and complexity, this model was derived

under a first harmonic approximation, i.e. with the Fourier series truncated at the first har-

monic. The resulting model was accurate for small-signal disturbances, but inaccurate at

steady-state due to the first harmonic approximation. A corrective modification was propo-

sed in [17], leading to an improved large-signal model that is accurate in both transient and

steady-state operation. While the new model addresses large-signal error, it is still subject

to limitations of the first harmonic approximation. In particular, the transformer current

state is represented using only the first harmonic of its Fourier series, i.e. as a sinusoid at

the converter switching frequency.

Of the modeling approaches described here, the GAM framework is the most ap-

propriate for developing system-level models. GAM methods for constructing models of

multi-converter systems are available in existing literature [18]. In general, GAM com-

plexity scales poorly with system size [19], and the foremost challenge is preserving model

tractability. For instance, in [7], both state-space averaging and GAM were used to de-

rive large-signal models of a shipboard power system. The authors conclude that, despite

greater accuracy, the model derived using GAM is less suitable for efficient time-domain

simulation due to high computational complexity. However, in the case of a DAB converter

it is possible to mitigate scalability issues using structural properties of the model. In parti-

cular, the state equations of the original model in [16] are decoupled along lines of physical

relevance, making it possible to consider only the states of interest in the final model. The

same decoupling effect exists for systems of multiple DAB converters as well [20].

This study presents two contributions. The first is a method of constructing accurate

and scalable models of systems containing multiple DAB converters. Models generated

using this method are suitable for fast time-domain simulation or linearization for small-
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signal stability analysis. The method is presented in the context of a dc distribution system

that contains only DAB converters, though the modeling approach itself does not preclude

other converter topologies. The second contribution is a procedure for reconstructing exact

transformer currents (and the currents in other converter elements) from the simplified first

harmonic representation. The reconstruction process is applied offline, so it improves the

fidelity of time-domain state solutions without affecting computational complexity. Both

contributions support the development of accurate and efficient representations of DAB

converters in multi-converter systems.

The structure of the paper is as follows. Section 2 describes the large-signal DAB

model, which is used as a modular element of the system-level model. Section 3 discusses

the model construction procedure. The method of reconstructing transformer currents is

proposed in Section 4. Verification experiments are discussed in Section 5.

2. BASE DAB CONVERTER MODEL

2.1. GAM Framework. The GAM approach begins with the Fourier series repre-

sentation of a state variable. For generic state variable z(t), the Fourier series representation

is

z(t) =
∞∑

k=−∞

〈z〉k(t)e jωkt (1)

where fs is the converter switching frequency and ω = 2π fs. The angle-bracket term

〈z〉k(t) is the k th harmonic coefficient, and is defined by a sliding average over the switching

period, T .

〈z〉k(t) =
1
T

∫ t

t−T
z(τ)e− jωkτdτ (2)

These are the generalized averaging operations that define GAM. Classical state-space

averaging may be viewed as a special case of the GAM framework, in which only k = 0

terms are considered. The dc average component 〈z〉0(t) is equivalent to the representation

of z(t) in a model derived using classical state space averaging.
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Two additional relationships are used in the application of GAM [15, 21]. The

derivative of the harmonic coefficients is given by

d
dt
〈z〉k(t) =

〈
d
dt

z
〉

k
(t) − jωk 〈z〉k(t). (3)

The product of coefficients is

〈z · y〉k(t) =
∞∑

i=−∞

〈z〉k−i(t) · 〈y〉i(t). (4)

Under a first harmonic approximation, (k = 0, ±1) the time-domain state may be

recovered from the harmonic components as

z(t) = 〈z〉1(t)e jωt + 〈z〉−1(t)e− jωt + 〈z〉0(t)

= 2
(
〈z〉R(t) cosωt − 〈z〉I(t) sinωt

)
+ 〈z〉0(t) (5)

where 〈z〉R(t) = <[〈z〉1(t)] and 〈z〉I(t) = =[〈z〉1(t)] are the real and imaginary components

of the first harmonic coefficient. This approximation limits both the complexity and large-

signal accuracy of the final model, since higher-order terms are neglected. However, in

the case of a DAB converter, the large-signal error may be corrected through the use of an

algebraic correction factor [17].

2.2. Single ConverterModel. This study uses the improved DABmodel from [17]

as a fundamental building block for the construction of a system level model. The model

in [17] is based on [16], but includes a correction factor to eliminate large-signal errors

introduced by the first harmonic approximation. The correction equation does not change

the model state equations, so the original formulation in [16] is relevant to the present

discussion. Since the objective is to analyze the converter behavior in a full system, the

closed-loop formulation is used. A diagram of the converter and control system is shown

in Fig. 1.
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Figure 1. Voltage-controlled DAB converter and control system

Before applying the GAM framework, the state equations are:

Ûvc =
1

Cin
iin −

1
Cin

s1it (6)

Ûvo =
−1

RshCo
vo +

1
Co

it s2 −
1

Co
iL (7)

Ûit =
1
Lt
vins1 −

1
Lt
vos2 −

Rt

Lt
it (8)

Dot notation is used in these equations to denote time derivatives, and hardware and control

parameters are identified in Fig. 1. When a voltage source is used instead of a current

source, vc is simply replaced by vin, and (6) is eliminated. Switching functions s1 and s2 are

s1 =


1, 0 ≤ τ < T

2

−1, T
2 ≤ τ < T

(9)

s2 =


1, dT

2 ≤ τ <
dT
2 +

T
2

−1, 0 ≤ τ < dT
2 or dT

2 +
T
2 ≤ τ < T

(10)

where τ is the time within a single switching period and d is the converter phase shift.

Next the GAM framework is applied. In the following equations, angle brackets

for GAM states are dropped in the interest of readability, and states are identified using

subscripts. For example, the dc average of generic state z is denoted z0; real and imaginary
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components of the first harmonic component are denoted zR and zI , respectively. This

notation is used for the remainder of the paper. To further simplify notation, transformers

are assumed to have a 1 : 1 turns ratio throughout.

The state and input vectors of the model are

x = [vc0 vo0 itR it I γ0]
T (11)

u = [iin0 iL0 vre f ]
T (12)

The GAM state equations are:

Ûvc0 =
1

Cin
iin0 +

4
Cinπ

it I (13)

Ûvo0 =
−1

RshCo
vo0 −

4 sin πd̂
Coπ

itR −
4 cos πd̂

Coπ
it I −

1
Co

iL0 (14)

ÛitR =
2 sin πd̂

Ltπ
vo0 −

Rt

Lt
itR + ωit I (15)

Ûit I =
2 cos πd̂

Ltπ
vo0 − ωitR −

Rt

Lt
it I −

2
Ltπ

vc0 (16)

Ûγ0 = ki
(
vre f − vo0

)
(17)

Again, in the case of a voltage source, vc0 is replaced by vin0 in (16), iin0 is replaced by vin0

in (12), and state equation (13) becomes unnecessary.

Note that the phase shift arguments in (13)–(17) appear as d̂, whereas phase shift

appears as d in (9), (10), and Fig. 1. This difference is intentional: for a given input

voltage/current and load, the phase shift value that satisfies the equilibrium solution of the

model equations (d̂) is not the same as the corresponding phase shift observed in switching

simulations or hardware experiments (d). If the two are assumed to be equal, the state

equations above will be affected by persistent steady-state error, and the large-signal model

will be inaccurate [13, 22].
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A correction factor was proposed in [17] as an algebraic function of the two phase

shift variables. The actual phase shift, d, is the output of the voltage controller.

d = kp(vre f − vo0) + γ0 (18)

The model equilibrium phase shift, d̂, is represented internally as an algebraic state. The

relationship between d̂ and the rest of the model is described by

0 = g(x, d̂, u) = − vc0Rt cos πd̂ − vc0Xt sin πd̂ + vo0Rt + K (vc0 − vo0) θ + Kvo0 tanh θ

+ Kvc0
d
|d |

(
1 − 2θd − sech θ exp

(
d
|d |
θ − 2θd

))
(19)

where Xt = ωLt is transformer reactance and K and θ are the following hardware constants.

K =
π

4
Xt(R2

t + X2
t )

R2
t

(20)

θ =
πRt

2Xt
(21)

The full large-signal model is a system of differential algebraic equations with the

form

Ûx = f (x, d̂, u) (22)

0 =g(x, d̂, u), (23)

where f (·) contains (13)–(17) and g(·) is defined in (19).

2.3. DecouplingEffect and SelectiveAveraging. Under the first harmonic approx-

imation, each variable z is broken into three components corresponding to the k = 0,±1

averages or, equivalently, z0, zR, and zI . However, only a subset of these appear in the

state and input vectors (11). Namely, the dc states (capacitor voltages and integrator) are

represented only be dc average (k = 0) terms, while the ac transformer currents are repre-
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sented by the k = ±1 terms. This is because the remaining terms are decoupled from states

the in (11) [16]. Furthermore, the influence of ac inputs (namely iinR, iinI , ioR, and ioI) is

entirely confined to the decoupled states.

In previous studies, the number of Fourier series terms used to represent each state

variable was selected according to the dominant dynamics of that state [18]. This is referred

to as “selective averaging,” and it assumes some a priori knowledge of system dynamics. If

this process were applied to the DABmodel, only the transformer current would be modeled

by k = ±1 terms, since it is the only ac state. Conveniently, the structural properties of the

DABmodel provide this exact result without the use of assumptions to selectively eliminate

undesirable terms.

The real importance of the decoupling effect is that the terminal characteristics of

each converter may be represented by dc average terms only without sacrificing model

validity. This has significant implications for the system-level model. Interactions between

each converter and the rest of the system may be described using dc average states and

equations. The k = ±1 components of these interactions, which are frequency dependent,

may be safely ignored. More precisely, when included in the derivation of the system-level

model, the k = ±1 components of terminal voltages and line currents are contained in a

subsystem that is decoupled from the dc average line currents and the states in (11). This

was shown in [20], an earlier version of this study. Modeling the frequency dependent

interactions of this subsystem would require the specification of a system-wide base period,

and would undercut the scalability and modularity objectives of the model construction

process. Since it is possible to neglect these interactions from the model with no ill effect,

the methods shown here focus on dc average interactions and states in (11). The following

section describes a procedure that operates directly on the models in (22). The method

results in the same final model as the derivation shown in [20], but is simpler and more

concise.
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3. SYSTEM-LEVEL MODEL

The model construction procedure described in this section uses the large-signal

converter model as a modular building block. The system under consideration consists of

N converters and M buses. An example system with N = 5 and M = 7 is shown in Fig. 2

for the purpose of converter and bus numbering schemes. All converters are bidirectional

and may connect to the system through the controlled output terminal, uncontrolled input

terminal, or both. Superscripts are used to identify states, inputs, and parameters pertaining

to each converter, e.g. xn refers to the state vector of converter n.

3.1. Model Combination. The system has M buses, where M ≥ N . Each bus may

correspond to a converter input or output terminal or to a structural node with no converter

present (e.g. bus 5 in Fig. 2). The lines in the system may be resistive or resistive/inductive.

The latter is described, since it is more general. The line current between buses i and j is

described by

Ûii j
`0 =

1
Li j
(vi

b0 − v
j
b0) −

Ri j

Li j
ii j
`0 (24)

where vi
b0 and v

j
b0 are the dc average voltages at buses i and j, Ri j and Li j are the resistance

and inductance of the line, and i < j by convention.

To construct the system-level model, the points of interaction between the converters

and the rest of the system must be expressed in terms of state variables. Specifically, the

system-level model must incorporate self-contained descriptions of the output currents for

all converters connected by output terminal, input currents of all converters connected by

input terminal, and all bus voltages. This is done on a bus-by-bus basis. When bus m

corresponds to the output terminal of converter n, the converter output current is:

in
L0 = −

m−1∑
i=1

imi
`0 +

M∑
j=m+1

imj
`0 (25)
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Figure 2. Five-converter example system. Each converter is shown a two-port element, with
the (controlled) output port denoted by a dot. Encircled integers are system bus numbers.
The dotted line indicates the scope of the system-level model.

This follows from the application of KCL at bus m. Trivially, the bus voltage is equal to

the converter output voltage, i.e. vm
b0 = vn

o0. Similarly, when bus m corresponds to the input

terminal of converter n, the converter input current is:

in
in0 =

m−1∑
i=1

imi
`0 −

M∑
j=m+1

imj
`0 , (26)

In this case, the bus voltage is equal to the input capacitor voltage (vm
b0 = vn

c0).

In the final case, bus m is not connected to a converter. Bus 5 in Fig. 2 is an example

of this case. By KCL, the current at this node is:

0 =
m−1∑
i=1

imi
`0 −

M∑
j=m+1

imj
`0 (27)

Even though no converter is present, it is still necessary to represent the bus voltages in the

model, since they are used in the line current equations. These bus voltages are included

as algebraic state variables. For each bus m with no converter, the model contains both the

voltage at the bus and the corresponding node current expression.

3.2. System-Level Organization. The full system-level model has the form

Ûxsys = fsys(xsys, ysys, usys) (28)

0 = gsys(xsys, ysys, usys) (29)
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The state vector xsys is

xsys = [x1 x2 · · · xN xline]
T (30)

where each xn is a converter state vector and xline is a vector containing all line current

states. The algebraic state vector ysys contains all internal phase shift variables and all bus

voltages that are not already states in xsys. The vector is

ysys = [d̂1 d̂2 · · · d̂N ybus]
T (31)

where ybus contains the voltage vm
b0 of each bus m that does not correspond to the output

terminal of a source converter or input terminal of a load converter.

The system-level input vector usys contains all N control inputs and all current inputs

that are external to the system, i.e. all in
in0 and in

L0 not described by equations (25) and (26).

The number of external connections depends on the topology of the system. For example,

the input vector for the system shown in Fig. 2 is

usys = [i1in0 v1
re f v2

re f i3L0 v3
re f i4L0 v4

re f i5L0 v5
re f ]

T (32)

The four current terms in this vector correspond to the four external connections shown in

Fig. 2.

The system equations fsys(·) are (13)–(17) for each converter and (24) for each line

current. Likewise, the equations in gsys(·) are (19) for each converter and (27) for each

voltage in ybus.

To use the system-level model, partial derivative matrices are needed. For con-

venience, define function Ûxline = fline(·) to include all line current state equations and

0 = gline(·) to include all algebraic KCL equations for buses not connected to converters.
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The partial derivative matrices may then be described in terms of block submatrices.

∂ fsys

∂xsys
=



∂ f 1

∂x1 · · · 0 ∂ f 1

∂xline
...

. . .
...

...

0 · · ·
∂ f N

∂xN

∂ f N

∂xline
∂ fline
∂x1 · · ·

∂ fline
∂xN

∂ fline
∂xline


(33)

∂ fsys

∂ysys
=



∂ f 1

∂ d̂1 · · · 0 0
...

. . .
...

...

0 · · ·
∂ f N

∂ d̂N
0

0 · · · 0 ∂ fline
∂ybus


(34)

∂gsys

∂xsys
=



∂g1

∂x1 · · · 0 0
...

. . .
...

...

0 · · ·
∂gN

∂xN 0

0 · · · 0 ∂gline
∂xline


(35)

∂gsys

∂ysys
=



∂g1

∂ d̂1 · · · 0 0
...

. . .
...

...

0 · · ·
∂gN

∂ d̂N
0

0 · · · 0 0


(36)

Each ∂ f n

∂xn submatrix is the state matrix of converter n:

∂ f n

∂xn =



0 0 0 4
πCn

in
0

0 −1
Rn
sh

Cn
o

−4 sin πd̂n

πCn
o

−4 cos πd̂n

πCn
o

0

0 2 sin πd̂n

πLn
t

−Rn
t

Ln
t

ωn 0
−2
πLn

t

2 cos πd̂n

πLn
t

−ωn −Rn
t

Ln
t

0

0 −kn
i 0 0 0


(37)
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The columns of ∂ f n

∂xline
and rows of ∂ fline

∂xn are

∂ f n

∂ii j
`0

=

[
∂(Ûvn

c0)

∂ii j
`0

∂(Ûvn
o0)

∂ii j
`0

0 0 0
]T

(38)

∂(Ûii j
`0)

∂xn =

[
∂(Ûii j

`0)

∂vn
c0

∂(Ûii j
`0)

∂vn
o0

0 0 0
]

(39)

The elements of these vectors depend on how converter n connects to the system. For

generality, let the input and output terminals of converter n correspond to buses p and q,

respectively. Then v
p
b0 = vn

c0 and v
q
b0 = vn

o0, and the partial derivative elements are:

∂(Ûvn
c0)

∂ii j
`0

=


−1
Cn
in
, p = i

1
Cn
in
, p = j

0, else

∂(Ûvn
o0)

∂ii j
`0

=


1

Cn
o
, q = i

−1
Cn
o
, q = j

0, else

∂(Ûii j
`0)

∂vn
c0
=


1

Li j
, i = p

−1
Li j
, j = p

0, else

∂(Ûii j
`0)

∂vn
o0
=


1

Li j
, i = q

−1
Li j
, j = q

0, else

Finally, submatrix ∂ fline
∂xline

is diagonal with elements

∂(Ûii j
`0)

∂ii j
`0

= −
Ri j

Li j
. (40)

The nonzero submatrices of ∂ fsys
∂ysys

are ∂ f n

∂ d̂n
and ∂ fline

∂ybus
. Each ∂ f n

∂ d̂n
is a column:

∂ f n

∂ d̂n
=



0
4

Cn
o

(
in
tI sin πd̂n − in

tR cos πd̂n
)

2vn
o0 cos πd̂n

Ln
t

−2vn
o0 sin πd̂n

Ln
t


(41)
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Submatrix ∂ fline
∂ybus

consists of elements ∂(Ûii j
`0)

∂vm
b0

for each line current ii j
`0 ∈ xline and bus voltage

vm
b0 ∈ ybus. These elements are:

∂(Ûii j
`0)

∂vm
b0
=


1

Li j
, i = m

−1
Li j
, j = m

0, else

(42)

Matrix ∂gsys
∂xsys

is a block diagonal combination of submatrices ∂gn

∂xn and ∂gm
line

∂xline
. The

former is
∂gn

∂xn =

[
∂gn

∂vn
c0

Rn
t − Kn (θn − tanh θn) 0 0 ∂gn

∂dn

]
(43)

where ∂gn

∂vn
c0
and ∂gn

∂dn are

∂gn

∂vn
c0
= Knθn − Rn

t cos πd̂n − Xn
t sin πd̂n

+ Kn dn

|dn |

(
1 − 2θndn − sech θn exp

(
dn

|dn |
θn − 2θndn

))
(44)

∂gn

∂dn =
2dnθKnvn

c0
|dn |

(
sech θn exp

(
dn

|dn |
θn − 2θndn

)
− 1

)
(45)

Submatrix ∂gm
line

∂xline
has elements ∂g

m
line

∂ii j
`0

, where gm
line(·) denotes the KCL equation applied

at bus m. These elements are:

∂gm
line

∂ii j
`0

=


1, m = i

−1, m = j

0, else

(46)

The last matrix ∂gsys
∂ysys

has only diagonal elements ∂gn

∂ d̂n
, which are:

∂gn

∂ d̂n
= πvn

c0

(
Rn

t sin πd̂n − Xn
t cos πd̂n

)
(47)
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4. TRANSFORMER CURRENT RECONSTRUCTION

The preceding sections have described a general-purpose large-signal model. This

section is concerned with improving the fidelity of the time-domain transformer current

representations. The following analysis is applicable to any converter in the system; su-

perscript n is dropped for readability. Let vc, vo, it , and d be state trajectories resulting a

time-domain simulation of the proposed model. The voltages and phase shift are dc average

variables, so the state trajectories are give trivially by the states of the proposed model.

The transformer current is calculated from states itR and it I according to (5). The result

is a sinusoidal approximation of the transformer current. This approximation is suitable

for efficient small-signal analyses, but for many other purposes, such as evaluating device

current stresses or analyzing ZVS conditions, more accurate current representations are

required. As a direct consequence of the correction factor equations used in the proposed

model, it is possible to obtain accurate representations by reconstructing the full Fourier

series for the transformer currents.

Let vp = s1vc and vs = s2vo be the voltages across the primary and secondary

of the high frequency transformer. To simplify equations, assume that vc and vo may be

approximated as constant during a single switching period. This scenario would result from

sampling the continuous-time state trajectories at multiples of the switching period with a

zero-order hold. The transformer current is the solution to the forced differential equation:

Lt Ûit = vp − vs − it Rt (48)

The voltages can be expanded as Fourier series:

vp(τ) =

∞∑
k=1

ap
k cosωkτ + bp

k sinωkτ (49)

vs(τ) =

∞∑
k=1

as
k cosωkτ + bs

k sinωkτ (50)
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The coefficients are known, and equal to the Fourier series coefficients of s1 and s2 scaled

by vc and vo, respectively. The coefficients are:

ap
k = 0 bp

k =


4vc
kπ k odd

0 k even

as
k =


−4vo sin dkπ

kπ k odd

0 k even
bs

k =


4vo cos dkπ

kπ k odd

0 k even

For any given k, the corresponding current solution may be determined using

Laplace transforms:

it(s)(Lt s + Rt) =
(ap

k − as
k)s

s2 + (ωk)2
+
(bp

k − bs
k)ωk

s2 + (ωk)2
(51)

Alternatively, this may be written as

it(s) =
(

1
Lt s + Rt

) (av
k s + bvkωk

s2 + (ωk)2

)
, (52)

where av
k = ap

k − as
k and bvk = bp

k − bs
k . The partial fraction decomposition of this equation

is:

it(s) =
1
Lt

(
bvkωk − av

k(
Rt

Lt
)

(ωk)2 + (Rt

Lt
)2

) (
1

s + (Rt

Lt
)
−

s
s2 + (ωk)2

)
+

1
ωkLt

[
av

k +
Rt

Lt

(
bvkωk − av

k(
Rt

Lt
)

(ωk)2 + (Rt

Lt
)2

)] (
ωk

s2 + (ωk)2

)
(53)

Taking the inverse Laplace transform yields the time-domain current solution.

it(τ) =
1
Lt

(
bvkωk − av

k(
Rt

Lt
)

(ωk)2 + (Rt

Lt
)2

) (
e
−Rt
Lt

τ
− cosωkτ

)
+

1
ωkLt

[
av

k +
Rt

Lt

(
bvkωk − av

k(
Rt

Lt
)

(ωk)2 + (Rt

Lt
)2

)]
sinωkτ (54)
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The quantity of interest is the periodic solution, so the decaying exponential term

may be discarded. The full current solution is the summation

it(τ) =
1
Lt

∞∑
k=1

ai
k cosωkτ + bi

k sinωkτ, (55)

where ai
k and bi

k are the Fourier series coefficients of the transformer current, given by

ai
k = −

(
bvkωk − av

k(
Rt

Lt
)

(ωk)2 + (Rt

Lt
)2

)
(56)

bi
k =

1
ωk

(
av

k +
Rt

Lt

(
bvkωk − av

k(
Rt

Lt
)

(ωk)2 + (Rt

Lt
)2

))
. (57)

The harmonic reconstruction method may be used in steady-state analysis or as a

postprocessing method for time-domain simulations. In the latter case, the reconstruction

is applied to state trajectories generated through numerical integration of the large-signal

model. Since the method is applied offline, the currents for each converter in a given system

and each time range of interest may be calculated separately. Moreover, the zero-order-hold

approximation allows each switching period to be treated independently. This means that

every combination of converter, harmonic number, and switching period in the time range

of interest may be considered as an independent, parallel computation.

5. VERIFICATION

Simulations and hardware experiments were used to validate the proposed methods.

The objective of the simulation experiments is to show that, in both transient and steady-

state conditions, the proposed model and harmonic reconstruction method provide accuracy

equivalent to switching simulations with significantly reduced computation time. The

objective of the hardware validation is to show the accuracy of the proposed methods with

respect to real-world converters.
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Table 1. Control and Hardware Parameters for 7-Bus System

Parameter Value Parameter Value
C1

in, C2
in, C3

in 200 µF C4
in, C5

in 40 µF
C1

o , C2
o , C3

o 200 µF C4
o , C5

o 40 µF
f 1
s 40 kHz k1

p / k1
i 0.01 / 15

f 2
s 60 kHz k2

p / k2
i 0.01 / 10

f 3
s 75 kHz k3

p / k3
i 0.01 / 25

f 4
s 100 kHz k4

p / k4
i 0.001 / 25

f 5
s 90 kHz k5

p / k5
i 0.005 / 25

5.1. 7-Bus Simulation. One of the key applications of the proposed model is effi-

cient and accurate time-domain simulation. To assess model performance in this capacity,

results of system-level simulations performed in PLECS are compared with results obtained

through numerical integration of the model equations. Switching simulations are highly

accurate but become computationally inefficient as the number of converters in the system

increases due to the increased burden of zero-crossing detection.

The system shown in Fig. 2 is considered as a case study. The system is organized as

follows. Converter 1 regulates a nominal voltage of 48V at bus 1. Converter 2 serves bus 4, a

subordinate distribution bus, and regulates a nominal voltage of 42 V. Converters 3, 4, and 5

serve bidirectional current source loads. The system may be understood as two subsystems,

divided across converter 2. Buses 1, 2, and 3 comprise the 48 V subsystem; buses 4,

5, 6, and 7 comprise the 42 V subsystem. All lines have resistance Ri j = 0.001 Ω and

inductance Li j = 0.1 mH. All high-frequency transformers have 1:1 turns ratios, winding

resistance Rn
t = 0.4Ω, and leakage inductance Ln

t = 4 µH. Additional hardware and control

parameters are given in Table 1.

Comparisons of switching simulation and model results for a load disturbance

transient are shown in Fig. 3 and Fig. 4. The disturbance consists of a step change in the

load current of converter 4 at time t = 0 s, from i4L0 = 2 A to i4L0 = −2 A. The load currents
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for converters 3 and 5 remain fixed at i3L0 = 4 A and i5L0 = 2 A throughout. A selection of

bus voltage responses are shown in Fig. 3; line current responses are shown in Fig. 4. The

figures show that the model and switching simulation are consistent in both transient and

steady-state response. The states not shown in these figures match with similar accuracy.

The foremost advantage of using the model for time-domain simulation is execution time.

All simulations were performed for a time range of 0.05 s and error tolerance of 10−5.

Using a standard explicit solver, the 5-converter switching simulation takes 61.67 s, while

integration of the large-signal model completes in 4.11 s. Since the large-signal model is a

DAE system, numerical integration using an explicit solver consists of two separate steps:

solving dynamic states at the next time step, and then solving the algebraic constraints.

Alternatively, the differential and algebraic equations may be solved simultaneously [23].

When this approach is used, numerical integration of the large-signal model completes in

0.466 s.

Despite the accuracy of the dc average states, the transformer currents predicted

by the base model are only sinusoidal approximations of the actual transformer current.

However, using the harmonic reconstruction method, the actual transformer currents may be

calculatedwith high accuracy aswell. A comparison of the transformer current for converter

2 from simulation, from the base model, and from the proposed harmonic reconstruction

method is shown in Fig. 5. The reconstruction includes up to the 35th harmonic of

the switching frequency. Since only odd harmonics are nonzero, this corresponds to 18

harmonic components.

5.2. Hardware Experiment. The hardware testbed is shown in Fig. 6. The testbed

consists of two DAB converters connected in series: the output of converter 1 is connected

to the input of converter 2 through a line impedance. The line impedance has both resistive

(0.25 Ω) and inductive (100 µH) components. The output of converter 2 is connected to a

current source load, which steps from 3 A to 3.5 A during the experiment. Both converters

regulate output voltages of 18 V, and operate with switching frequencies of 80 kHz and
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Figure 3. Load disturbance responses of selected system bus voltages. Voltages v1
b0 and v

2
b0

are shown in (a), voltages v4
b0 and v

6
b0 are shown in (b), and v

5
b0 is shown in (c). Voltage v

5
b0

is shown separately since it is the only algebraic bus voltage state.
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Figure 4. Load disturbance responses of selected system line currents. Line currents i12
`0

and i13
`0 are shown in (a), line currents i56

`0 and i57
`0 are shown in (b).
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Figure 5. Comparison of converter 2 transformer currents from simulation, results calcula-
ted using the proposed harmonic reconstruction method, and first harmonic approximations
from the base model.

Figure 6. Hardware testbed.

74.074 kHz, respectively. Control systems run independently on two TMS320F28377S

digital signal processors (DSPs). Voltages and currents are logged externally during the

test; internal state variables are logged through directly through the DSPs.

Comparisons of large-signal model predictions and experimental results are shown

in Fig. 7 and Fig. 8. Bus voltage and line current states are shown in Fig. 7, internal integrator

states are shown in Fig. 8. The results indicate that the proposedmethod accurately describes

both the transient and steady-state response of the system, despite the difference in switching

frequencies between converters. The significance of accurate integrator states is that they

allow phase shift values to be determined accurately using (18). This is a distinct advantage

over the earlier model in [20], which was affected by large-signal error.
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Figure 7. Comparison of hardware measurements and model predictions for bus voltage
and line current states.

To verify the functionality of the proposed harmonic reconstruction method, the

transformer current of converter 2 is reconstructed and compared to measurements from

the experiment. The comparison is shown in Fig. 9. These results demonstrate that

the harmonic reconstruction approach accurately describes the real-world behavior of the

transformer current.

6. CONCLUSION

This study presents two contributions that support the development of accurate

representations of DAB converters in multi-converter systems. First, a modular approach

to constructing system-level models is described. The model construction process does

not require the specification of a base period, despite the use of GAM to derive the base

converter models. This makes it possible to generate models of large systems quickly
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Figure 9. Comparison of converter 2 transformer currents from hardware measurements
and harmonic reconstruction.

and easily. The system-level models are fully continuous in time, and provide efficient

alternatives to switching simulations for time-domain analysis. Moreover, the models may

be linearized for small-signal stability analyses that include the dynamic effects of the

high-frequency transformer parameters.

The second contribution of this study is a harmonic reconstruction method that in-

creases the fidelity of high-frequency transformer current representationswithout increasing

model complexity. This reconstruction addresses one of the most important disadvantages

of using GAM. The method calculates higher order harmonic components of the transfor-
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mer current without including these components as states of the GAM. Furthermore, since

the method is applied offline, it does not contribute additional computational complexity

when using the system-level model for time-domain simulations.
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ABSTRACT

This study presents a method of nonintrusive loadmonitoring (NILM) for electrical systems

consisting of a fixed and known set of devices. This constraint is inherently met by

embedded and mobile power systems, and is also commonly satisfied in industrial settings.

The proposed NILM method provides time-accurate profiles of device behavior using only

probabilistic device models and system-level measurements. The full method consists of

model training, construction of a system-level model, and prediction of device-level energy

use. Energy use estimations are determined by maximizing the probability of the predicted

behavior given the system-level measurements, and are calculated online at each sampling

instant. Themethod is validated using test data from public databases, and its performance is

assessed using standard NILM accuracy metrics. The intended application of the proposed

method is to support system status assessments and to provide early indications of potential

equipment damage through identification of atypical device behavior.

Keywords: nonintrusive load monitoring, load disaggregation, device modeling, hidden

Markov models



82

1. INTRODUCTION

The objective of NILM is to determine individual contributions to combined energy

use in an electric system. This breakdown provides a detailed understanding of the active

devices in a system from measurements of its composite energy use profile. In a residential

setting, this profile can be a set of meter or main-breaker-level measurements. The disag-

gregated contributions to the total load provide a wealth of knowledge that would otherwise

be impractical to attain. This information has a wide variety of applications. For the

consumer, it informs decisions on appliance purchases or upgrades [1]. For governments

and utilities, disaggregated load profiles may be used to design and assess the efficacy of

energy conservation policies, such as conservation voltage reduction or dynamic pricing

structures [2, 3].

Many electrical characteristics have been used to identify andmodel devices [4, 5, 6].

Among these, some of the most successful approaches have used high frequency or transient

features. These include harmonics in current waveforms [7] or edge detection methods [8],

which identify devices by changes in power when turning on or off. One of the earliest

NILM approaches distinguished devices by grouping power changes by location on the P-Q

plane [2]. These high frequency characteristics require high sampling rates to accurately

record. As a result, models based on these characteristics require large volumes of data.

For practical reasons, large storage space requirements and high frequency sampling are

undesirable.

Recent research efforts have focused onNILMmethods using hiddenMarkovmodels

(HMMs) to describe electrical systems [9, 10, 11, 12, 13]. Interest in HMMs is motivated by

the simplicity with which they accomplish basic modeling functions. Namely, they support

an efficient means of parameter estimation (Baum-Welch method) and a straightforward

inference algorithm (the Viterbi algorithm) [14]. The general idea behind HMM-based

NILM methods is that device behavior can be represented by a latent state variable and an

observable output, which is commonly taken as active power or energy. Trained device
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models are used to infer the most likely sequence of device states for a given set of

measurements. In this capacity, HMMs have been shown to accurately predict device

behavior using low frequency (≤1 Hz) measurements. This flexibility with respect to

sampling frequency is significant because it allows HMM-based NILM methods to be

implemented using existing instrumentation, such as power qualitymonitors or conventional

smartmeter products [12].

Methods of NILM based on HMMs have primarily been studied in the context of

residential applications [11, 13, 15]. The main objectives for these applications are to

generate cumulative energy usage and time-of-use profiles for each of the devices in the

electrical system. This information is not time critical, so offline methods are commonly

employed. A fundamental challenge for NILM in residential settings is that the set of

devices is continually changing as new devices are acquired and old devices are replaced.

This difficulty in handling unmodeled loads has motivated research in unsupervised model

training methods, which determine the number and nature of devices in the system and

adjust model parameters automatically.

The electrical systems under consideration in this study are assumed to be composed

of a fixed and known set of devices. While this assumption limits the applicability of the

proposed method in residential contexts, it is commonly met by a variety of pre-designed

electrical systems, including factories, data centers, satellites, and electric vehicles of all

kinds. Both the challenges and objectives of NILM in these settings are distinct from those

of traditional residential applications. The systems of interest serve specific purposes, rather

supporting the varied activities of occupants or customers. Because these systems are the

result of a premeditated design process, extensive device-level information is known a priori.

In addition to traditional NILMbenefits, such as increased energy efficiency and noninvasive

data collection, NILM methods in industrial and vehicular power systems provide a means

to assess system health and performance. By detecting and identifying anomalous device

behaviors, an industrial NILM system may provide early warnings of impending equipment
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failure, preventing damage and reducing downtime. However, conventional HMM-based

NILM approaches are unable to support these time-sensitive applications, because their core

prediction algorithms operate on full sequences of data. These algorithms may only begin

execution after the full length of the sequence has been observed, fundamentally limiting

their response times.

The contribution of this study is a NILM procedure for closed electrical systems

that provides time-accurate descriptions of device behavior. By eliminating the possibility

of unmodeled loads in the system, device behavior in time may be characterized with high

precision [16]. The procedure shares some elements with existing NILM methods, such as

the supervised training process and use of the Viterbi algorithm (and its variants). However,

novel approaches to system-level modeling and energy use prediction are employed. The

construction of the system-level model allows independently generated device models to

be combined as necessary without requiring aggregate or simultaneous data collection.

The energy prediction method maximizes the probability of the predicted device outputs

at each sampling instant, and contributes only minimally to overall algorithm complexity.

While the proposed method shares the same scalability issues as other HMM-based NILM

approaches, recent sparsity exploitation methods may be utilized to mitigate the effects of

these issues without degradation of accuracy. The following sections include a discussion

of the proposed method and a verification of the method’s functionality using a test system

of data from public NILM databases.

2. BACKGROUND

An HMM is a tool for describing time series data. Measured data are assumed

to be generated by a discrete stochastic process, which itself cannot be directly observed.

The observed outputs are assumed to follow a probability distribution conditional on the
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current state. Both the probability of the hidden process transitioning to a new state and the

probability of a given output being observed satisfy aMarkov property: they are conditional

only on the current state and are independent of states and outputs at all other times [17].

2.1. Device Modeling. Consider a process being observed at sampling intervals

of length TS. The discrete sample indices are t ∈ {1, · · · ,T}. The resulting sequence of

observations is

O = {O1, · · · , OT }. (1)

Each Ot may be real-valued or chosen from a discrete set of symbols. The sequence of

process states that is assumed to generate these observations is

Q = {Q1, · · · , QT }, Qt ∈ S = {S1, · · · , SN }, (2)

where S is the set of N possible states the process may occupy. The HMM itself consists

of three components. The transition matrix, A, contains the probabilities of transitioning to

another state given the current state. A ∈ RN×N with elements Ai j where

Ai j = P[Qt+1 = Sj |Qt = Si]. (3)

The observation probabilities for each state are defined by φ, where

φi(Ot) = P[Ot |Qt = Si]. (4)

In (4), φi(Ot) is a density function and Ot may take on any real number. When observations

are discrete-valued, Ot ∈ {v1, · · · , vM} where v1 through vM are discrete output symbols.

In this case, observation probabilities are discrete in nature, and are contained in a matrix

Φ ∈ RN×M with elements Φi j , where

Φi j = P[Ot = v j |Qt = Si]. (5)
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Finally, initial state occupation probabilities are contained in vector π ∈ RN , where

πi = P[Q1 = Si]. (6)

The structure of a hidden Markov model for a 3-state device is shown in Fig. 1, along with

its associated parameters.

In modeling a device with an HMM, the first step is to define the states and observa-

tions. In this study, HMM states represent different operational modes of the device. Each

mode is associated with a subset of elements within the device whose power consumption

is approximately Gaussian distributed. States are integer valued, so Si = i and Q is a se-

quence of integers in range [1, N]. Observations are defined as active power consumption.

Devices are assumed to be loads, so observations are nonnegative and additive for multiple

devices. Since the sampling period is fixed, the energy used by the device since the last

sampling instant is the observation scaled by the sampling time. This approximates the

power consumption in time using a zero order hold for the sampled measurements. Because

of this relationship, the terms power and energy are used somewhat interchangeably when

referring to a single sample.

The assumption of Gaussian distributed observations is common in HMM-based

NILM [10, 9, 15, 18, 11, 19]. The power measurement of a given device state is subject to

a large number of uncertainties including component tolerances, thermal noise, variations

Figure 1. Example of a hidden Markov model structure for a 3-state device.
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in grid voltage, and other physical factors. Provided that the sources of uncertainty are

independent with finite variance, the central limit theorem states that the observations of

the given device state converge in distribution to the Gaussian distribution. In practice, a

simpler justification is provided by visual inspection. In Fig. 2, normalized histograms are

shown for dryer, stove, and dishwasher devices. Each bar of the histogram represents a bin of

10W, while the y-axis indicates the relative frequency of observations in the corresponding

bin. The data in these plots were collected over a period of 10 days with sampling period

of 5 seconds.

While the assumption of Gaussian observation distributions is well-founded formost

devices, there are some exceptions. Devices with continuously variable power consumption

use any amount of power in a limited range with equal probability, and are best represented

by a uniform observation distribution. An example of this kind of device is a light with

a dimmer switch. Fortuitously, these types of devices are relatively rare. When devices

require a continuous range of power utilization, a more common strategy is to transition

actively between high and lowpower states, producing an intermediate power use on average.

Additional modeling assumptions are inherited from the HMM framework. Namely,

devices are assumed to be independent and their transition probabilities are assumed to be

conditional only on the current device state. A direct consequence of this latter assumption

is that the dwell times, or times spent between transitions, are exponentially distributed.

These assumptions clearly represent idealized device behavior. However, the cost of refi-

ning the models to include more realistic descriptions is high. In [9], models that include

device dependencies and more realistic dwell times were proposed. Although these featu-

res increase model accuracy, their training and inference algorithms are computationally

intractable. For the purposes of this study, the benefit of eliminating errors introduced by

simplified modeling assumptions is not worth the accompanying loss of tractability.
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2.2. Model Training. Because the composition of the system is assumed to be

known a priori, a supervised training approach is sufficient. In supervised training methods,

devicemodels are trained from previously recorded observation data. The devices contained

in the system are expected to behave in a consistent way. Consequently, any unexpected

observations may be interpreted as changes in device status due to damage or malfunction.

In this way, the proposed method provides a characterization of the health of the network

based on how closely the observations match expectations. This characterization can be

used to detect anomalous behaviors resulting from damaged equipment or system faults.

The training process begins with collections of raw device device power measu-

rements. Since training occurs offline, and these observation sequences are gathered for

the specific purpose of device training, it can be assumed that they are recorded with high

enough resolution to be considered continuous. State sequences for this preliminary data
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Figure 2. Normalized histogram of observations from dryer (a), stove (b), and dishwasher
(c) devices over a period of 10 days. Each bar of the histogram corresponds to a bin of 10W.
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are chosen according to the selected state labeling scheme. The preliminary data is then

in the form of a state sequence Q and a raw sequence of observations, O. Elements of the

transition matrix and the initial state vector are determined from Q as maximum likelihood

estimates (MLE):

Ai j =

∑T−1
t=1 [I(Qt = i) · I(Qt+1 = j)]∑T−1

t=1 I(Qt = i)
(7)

πi =
1

T − 1

T−1∑
t=1

I(Qt = i) (8)

where I(·) is the indicator function.

Observation distributions for each state are trained from the observation sequence.

The procedure depends on the state labeling scheme. For the selected state definition

approach, observation probabilities are Gaussian distributed. Each state of the device has

corresponding mean and variance parameters, µ and σ2. These are taken as the sample

means and sample variances of the raw power measurements:

µi =

∑T
t=1[Ot · I(Qt = i)]∑T

t=1 I(Qt = i)
(9)

σ2
i =

∑T
t=1[(Ot − µi)

2 · I(Qt = i)]∑T
t=1 I(Qt = i)

(10)

Again I(·) is the indicator function, and is used to attribute parameters to the correct

states while setting others to 0. The observation probabilities are now in the form of N

Gaussian distributions, or φi ∼ N(µi, σ
2
i ).

2.3. Scalability andState Inference. Despite the accuracy andflexibility ofHMM-

based NILM approaches, their underlying algorithms are subject to severe scalability issues.

The simplest device model, representing a binary on/off device, has two states. If an HMM

is used to represent N of these devices, the total number of states in the system is 2N . This
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exponential scaling in N is a problem on its own, but the more critical limiting influence

is the Viterbi algorithm, which has time complexity O(N2T), where T is the length of the

sequence of observations.

The proposed strategies for handling this fundamental limitation have split the field

of HMM-based NILM into two groups. The first approach is to use generalizations of

HMMs, such as factorial hidden Markov models (FHMMs), which describe multiple devi-

ces individually in a distributed state representation [20]. FHMMs have been successfully

applied to NILM [19, 9, 18, 21]. A variety of modified FHMM structures are proposed

and compared in [9]. The drawback to all of these methods is that exact inference is com-

putationally intractable, and approximate methods must be used. In [15], an approximate

inference method motivated by the NILM problem was proposed. The second group of

approaches uses the basic HMM structure and relies on the sparsity of matrices that com-

prise the system-level model to reduce the complexity of the problem. This approach relies

on alternative formulations of the Viterbi algorithm, such as those proposed in [22, 23].

One such method, the sparse Viterbi algorithm, was applied in [13] to a NILM system

consisting of over 109 states with high accuracy and dramatic reductions in execution time.

This greedy variant of the Viterbi algorithm maximizes the probability of each individual

state sequence transition, allowing online operation.

The NILM procedure proposed in this study uses the traditional HMM structure

and is compatible with any state inference method intended for basic HMMs. Since the

target applications of this method favor online disaggregation, the sparse Viterbi algorithm

is given particular consideration. In preparing the experimental results for this study, both

the standard Viterbi algorithm and the sparse Viterbi algorithm were used. For the sake

of completeness, a general review of the two algorithms is repeated in this section. More

detailed information is available in the accompanying references.
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TheViterbi algorithm iswell known and is a common element ofHMM-basedNILM

procedures. In the standard Viterbi algorithm, the inferred state sequence Q̂ is the sequence

of states that maximizes the total probability of the complete sequence of observations. This

is done in two steps. First, the algorithm iterates forward in time through the observation

sequence. For each state Sj , the algorithm calculates the best possible sequence of previous

states ending in state Sj . The probability δt( j) of the best state sequence ending in Sj is

calculated recursively. The value of δt( j) depends on a value δt−1(i) of state Si during the

previous instant and the probability of transition from state Si to state Sj . The state Si that

maximizes δt( j) is saved as ψt( j).

δ0( j) = π jφ j(O0) (11)

δt( j) = max
i∈S

(
δt−1(i)Ai j

)
φ j(Ot) (12)

ψt( j) = argmax
i∈S

(
δt−1(i)Ai j

)
(13)

Since the observation probabilities of the system-level model are discrete, the φ j(Ot) terms

in these equations will simply index the appropriate elements of the observation matrix.

The forward step of the algorithm continues until t = T . The second step iterates

backward in time, constructing the predicted sequence of states from the values of ψt .

Beginning with Q̂T = max(δT ), the predicted states are

Q̂t = ψt+1(Q̂t+1). (14)

The backward step continues until t = 0.

The sparse Viterbi algorithm was proposed in [23], and was applied to a large-scale

NILM problem in [13]. Two factors contribute to the reduction in execution time provided

by the sparse Viterbi algorithm. First, the model transition and observation parameters

are stored and referenced using sparse matrix storage techniques. Secondly, the algorithm
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is designed to find the most probable state transition at each instant, rather than the most

probable full sequence of states. To begin each iteration, the algorithm calculates a state

occupation probability for the previous time instant. For each state, ρt−1( j) is the probability

of state Sj at the previous time instant given the previous observation. Using these values,

the algorithm then finds the probabilities of the current state, ρt( j), given the possible past

states, transition probabilities, and current observation data. The state that maximizes ρt( j)

is the predicted state.

ρt−1( j) = π jφ j(Ot−1) (15)

ρt( j) = max
i∈S

ρt−1(i)Ai jφ j(Ot) (16)

Q̂t = argmax
j∈S

(
ρt( j)

)
(17)

The sparse Viterbi algorithm provides a state prediction for each observation sample,

and requires no backtracking step. By using sparse matrix format for the transition matrix,

observation matrix, and state occupation vectors, the algorithm is able to automatically

ignore any calculations involving zero-probability terms.

The standard Viterbi algorithm executes over a fixed-length sequence of past obser-

vations, so a full sequence must be collected before the algorithm can begin execution. This

limits the algorithm’s ability to provide timely feedback. As a greedy variant, the sparse

Viterbi algorithm calculates the most likely state transition for each individual sample. This

enables the algorithm–and the proposed energy prediction method–to provide outputs on a

sample-by-sample basis, significantly reducing response time.

In addition to online operation, the sparse Viterbi algorithm provides modest scala-

bility benefits. The algorithm effectively ignores transition and observation elements with

zero probability, decreasing the computational complexity of the state inference process.

The scalability increases offered by this algorithm are maximized when the composite sy-

stem transition and observation matrices are sparse. The sparsity of the observation matrix
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is controlled by parameter BS and a minimum probability threshold, ε . The sparsity of the

transition matrix varies with the type of devices included in the model. A general approach

to increasing the sparsity of the transitionmatrix is not available in the literature, but system-

specific solutions may be achieved by relaxing the assumption of device independence. For

example, in [13] aggregate observation data was used to train device dependence into the

system-level model. Further research is needed to identify general methods of reducing the

complexity of the state disaggregation process.

3. METHODOLOGY

In this section, an innovative model combination and state disaggregation method

is described, and a novel, highly-accurate energy reconstruction algorithm is applied to find

instantaneous power consumption of each device.

3.1. Model Combination. For a given electrical network, the models of system

devices can be combined into a single composite model that represents the behavior of the

system as a whole. The composite model is the base of the NILM implementation. Combi-

ning the individual HMMs involves combining the transition matrices and the observation

distributions.

3.1.1. TransitionMatrix. The combination of transition matrices is accomplished

using the Kronecker product. Devices are combined sequentially, so the order in which

they are incorporated into the model is important. To distinguish the composite transition

matrix from those of the individual models, composite matrices are referred to by A, while

the transition matrices of the devices will be identified with a superscript. The same scheme

will apply for the observation distributions, state sequences, and observation sequences,

and will be used for the remainder of the paper. For a set of K devices, the transition matrix

of the composite system after incorporating the K th device is:

A =
(
(A(1) ⊗ A(2)) · · · ⊗ A(K)

)
(18)
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where⊗ denotes theKronecker product. Models are combined upwards from the first device,

and the order in which they are incorporated, k, is used to identify their parameters in the

disaggregation process. Alternatively, the composite matrix may be defined recursively as

A = A⊗ A(k), k = 1, 2, . . . ,K , where A is initialized as A = 1. The initial probability vector

of the combined system is calculated using (18) as well, the only difference being that the

result will remain a vector rather than a matrix.

To illustrate the combination process, consider a simplified example system of two

devices. Transition diagrams are shown for the devices in Fig. 3, with self-transitions

excluded for clarity. Device 1 consists of two states and device 2 consists of three states.

The directions on the edges of the graph indicate the possible transition directions. For

example, device 2 may transition freely between states 1 and 3, but may not transition to

state 2 from state 3. This is reflected in the transition matrix by a 0 element in column 3,

row 2. Possible transition matrices for these devices are

A(1) =


0.9 0.1

0.2 0.8

 , A(2) =


0.8 0.1 0.1

0 0.4 0.6

0.5 0 0.5


.

These probabilities are simplified for the sake of illustration. When the two devices

are represented as a system, all possible transitions must be represented. This is shown

in Fig. 4. The system-level state, Q, is encircled in the nodes of the graph while the

Figure 3. Directed graph representation of two example devices and their potential transi-
tions.
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Figure 4. Directed graph representation of a two-device example system. Dotted lines
indicate transitions in which both devices change state simultaneously.

corresponding device-level states are shown in the margins. The edges again indicate

potential transitions. Since device 2 is unable to transition from state 3 to state 2 at the

device level, the combined system is likewise unable to transition from states 3 or 6 to states

2 or 5. This restriction is again represented in the transition matrix.

A(1) ⊗ A(2) =



0.72 0.09 0.09 0.08 0.01 0.01

0 0.36 0.54 0 0.04 0.06

0.45 0 0.45 0.05 0 0.05

0.16 0.02 0.02 0.64 0.08 0.08

0 0.08 0.12 0 0.32 0.48

0.1 0 0.1 0.4 0 0.4


3.1.2. ObservationMatrix. To simplify the combination of observation probabili-

ties, the individual devices’ observation distributions are converted into discrete probability

mass functions, such that they may be described in matrix form. To convert the continuous
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distributions into a discrete representation, an appropriate bin size, BS, is selected for the

desired application. The bins form an ordered partition of the range of possible power

use, indexed from 1 to M . The largest bin index, M , is determined by the capacity of the

line and is therefore bounded by physical constraints. In this way, BS determines the size

of the individual device observation matrices and, by extension, the size of the composite

observation matrix. In reference to the sensor apparatus used to collect the aggregate obser-

vations during the NILM system deployment, BS represents an important design parameter

connecting the minimum sensor resolution to model size and complexity.

The discrete elements of the observation matrix Φ(k) for device k are then calculated

by integrating the observation density functions over the set of bins.

Φ(k)i j =

∫ ( j)BS

( j−1)BS

φ
(k)
i (Ot)dOt, j = 1, 2, · · · , M (19)

Integrating over the bins ensures that no bin contains a zero observation probability,

which could result from incomplete training data if the observation matrix were taken

directly from the sequence of binned observations. However, for sparsity exploitation

methods, it is desirable to have as few nonzero elements as possible. Elements with very

low probability may be neglected by setting a minimum probability threshold, ε , such that

observation matrix elements are fixed to 0 if their calculated values are less than ε . For this

study, ε = 10−9 was used. Once these low-probability elements are eliminated, the rows

of Φ(k) are normalized such that they form valid probability mass functions, i.e. each row

sums to 1.

The observationmatrix for the combined system is produced by taking theKronecker

product of the individual matrices and summing columns that correspond to equal total

observations. This sum results from the fact that power contributions from each device
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are additive. When BS is small, the observation matrices may be very large in size, and

calculation of the Kronecker product will be slow. For this case, it is easier to find the

combined observation matrix by column.

Φ =
[
Φ∗,1

�� Φ∗,2
�� · · ·

�� Φ∗,m
]

(20)

Φ∗,c =
c−1∑
a=1

c−1∑
b=1

(
I(a + b − 1 = c)

(
Φ∗,a ⊗ Φ(k)

∗,b

))
(21)

This process is repeated for each k, in the same order in which the devices’ transition

matrices were combined. Once an individual device’s observation matrix has been included

in the combined system model, it may be discarded. Only the parameters of the continuous

observation distributions need to be retained, so it is not necessary to store full matrices for

each device.

Returning to the example system, let the bin size be BS = 5W and suppose the

devices may only use 0W, 5W, or 10W at any given instant. In this way, an observation

O(1) = 1 corresponds to device 1 using 0W, O(2) = 2 to device 2 using 5W, and so on. The

observations occur according to the following probabilities:

Φ(1) =


1 0 0

0 0.2 0.8

 , Φ(2) =


1 0 0

0 0.9 0.1

0 0.3 0.7


.

Again, these values are used to simplify the demonstration of the combination

process. Normally, the discrete elements would result from the integration of continuous

observation distributions as shown in (19). The system-level observation matrix for these

devices is



98

Φ =



1 0 0 0 0

0 0.9 0.1 0 0

0 0.3 0.7 0 0

0 0.2 0.8 0 0

0 0 0.18 0.74 0.08

0 0 0.06 0.38 0.56



.

Element Φ54 is the conditional probability that the system consumes 15W (O = 4)

given that the system state is Q = 5. From Fig. 4, system state 5 corresponds to Q(1) = 2 and

Q(2) = 2. Given these states, system power consumption of 15W may occur either when

O(1) = 2 and O(2) = 3, or when O(1) = 3 and O(2) = 2. The value of Φ54 is then:

Φ54 = P [O = 4|Q = 5]

= P
[
O(1) = 2

��Q(1) = 2
]
P
[
O(2) = 3

��Q(2) = 2
]

+ P
[
O(1) = 3

��Q(1) = 2
]
P
[
O(2) = 2

��Q(2) = 2
]

= Φ(1)23 Φ(2)22 + Φ(1)22 Φ(2)23

= (0.8)(0.9) + (0.2)(0.1) = 0.74

The calculation of this element illustrates how the system-level observation probabilities

are related to the probabilities of observations at the device level. Equation (21) applies

this same operation to column vectors from the device matrices and produces the columns

of system-level observation matrix.

The training and model combination process need only occur once, offline. The

following sections discuss the online operations of the NILM system, including state disag-

gregation and energy use prediction.
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3.2. State Disaggregation. The system model represents K devices and consists

of transition matrix A and observation matrix Φ. A sequence of observations O is measured

for the full system. From the assumption of a closed system of known devices, it follows

that

O =
K∑

k=1
O(k), (22)

where O(k) is the unknown energy contribution of device k. The objective of the NILM

system is to find the best possible estimate of these contributions. The first step towards

this goal is to determine the composite sequence of states Q̂ that is most likely to result in

the composite observation sequence O. The inferred state sequence Q̂ is calculated from

the composite matrices A and Φ, and represents the most likely behavior of all devices

considered as a single system. Since the system model is itself an HMM, this may be

accomplished using the Viterbi algorithm [24, 14] or a variant of the Viterbi algorithm, as

discussed in Section 2.3.

Once the composite sequence Q̂ has been calculated, the next task is to determine

the most likely state sequence for each individual device. Because of the use of the

Kronecker product in constructing the composite model, the device states are interleaved in

the system model. The correspondence of individual device states to composite model state

is dependent on the order in which their individual models were included in the composite

model. From the set of K devices, let Nk be the number of states in the k th device, numbered

in order of incorporation in (18). The generalized disaggregation algorithm is then

Q̂(k)t = mod

(
ceil

(
Q̂t∏K

j=k+1 Nj

)
− 1, Nk

)
+ 1, (23)

where Q̂(k)t is the Viterbi path for the k th device at instant t, and mod and ceil are the modulo

and ceiling functions, respectively.
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For device K , the last included in the composite model, the form of (23) reduces to

Q̂(K)t = mod
(
Q̂t − 1, NK

)
+ 1. (24)

The graph in Fig. 4 provides a visual representation of equations (23) and (24) for the

two-device example system. It is clear from the graph that system state Q = 5 corresponds

to device states Q(1) = 2 and Q(2) = 2. Equivalently, Q̂ = 5 corresponds to Q̂(1) = 2

and Q̂(2) = 2 at any given instant. The disaggregation equations produce the same results.

Equation (23) must be used to calculate Q̂(1), while the reduced form in (24) may be used

to calculate Q̂(2). For this system, K = 2, N1 = 2, and N2 = 3.

Q̂(1) = mod

(
ceil

(
5
3

)
− 1, 2

)
+ 1 = 2

Q̂(2) = mod

(
5 − 1, 2

)
+ 1 = 2

3.3. Prediction of Energy Use. Once the estimated state sequences for the indi-

vidual devices have been found, it remains to predict the energy use of each device. The

simplest approach to this prediction is to use the best possible constant estimator. This is

given by the expected value of the observation, conditional on the current state.

Ô(k)t = E
[
O(k)t

��Q(k)t = j
]
= µ

(k)
j (25)

The total energy use predicted for device n is then

Ŵ (k) = TS

T∑
t=1

Ô(k)t . (26)



101

This conventional method is useful in estimating cumulative energy use over a period of

time, but provides only a rough approximation of actual device behavior. The number of

possible observation predictions is limited to the number ofmodel states, and the predictions

of observations in time are constant when the state is not changing.

When the set of devices contained in the system is known and unchanging, a more

detailed estimate of the energy contributions from each device may be achieved by breaking

down the composite energy use according to the devices’ conditional observation distribu-

tions. The calculation of these predictions may be framed as a constrained optimization

problem, maximizing the total probability of the observations while constraining their sum

to equal the measured aggregate observation.

Let Ô be aK-vector of observation predictions for theK system devices. Because the

devices are assumed to operate independently, the probability of Ô given the disaggregated

state sequence is determined by

P[Ô] =
K∏

k=1
P

[
Ô(k)

��Q̂(k) = j
]
=

K∏
k=1

φ
(k)
j

(
Ô(k)

)
. (27)

To simplify notation, time indices t have been dropped in (27), and will be omitted for

the remainder of this section. Working in logspace, the product term in (27) becomes a

summation of terms, but the locations of critical points remain the same. The objective

function f is defined as

f (Ô) = ln
(
P[Ô]

)
=

K∑
k=1

ln

(
φ
(k)
j

(
Ô(k)

))
. (28)

The equality constraint, g, is given by the assumption of known system composition and

additive observations.

g(Ô) =
K∑

k=1
Ô(k) −O = 0 (29)
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Using Lagrange multipliers, ∇ f = λ∇g. The k th summation term of (28) depends

only on the k th element of Ô. For Q̂(i) = j, the partial derivative is then

∂ f (Ô)

∂Ô(k)
=

∂

∂Ô(k)
ln

(
φ
(k)
j

(
Ô(k)

) )
=

(
µ
(k)
j − Ô(k)

)(
σ
(k)
j

)2 . (30)

The convenient linear form of this equation results from the assumption of Gaussian obser-

vation distributions. The k th term of λ∇g is

λ
∂g(Ô)

∂Ô(k)
= λ. (31)

Equating the derivatives in (30) and (31),

(
µ
(k)
j − Ô(k)

)(
σ
(k)
j

)2 = λ. (32)

By rearranging this equation, each Ô(k) may be expressed in terms of λ and mean and

variance parameters, which are known.

Ô(k) = µ(k)j − λ
(
σ
(k)
j

)2
(33)

Substituting these terms into (29) yields an expression for λ in terms of the aggregate

observation and the sums of the means and variances of the appropriate device states.

λ =

(∑K
k=1 µ

(k)
Q̂(k)

)
−O∑K

k=1

(
σ
(k)
Q̂(k)

)2 (34)

Finally, the individual observation predictions are then calculated by substituting λ back

into (33) for each device.
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The final equations (33) and (34) are used to predict the device-level observations at

each time sample. This adds little in terms of computational complexity, as the summations

in (34) contain K terms, and only change when disaggregated state changes.

3.4. Discussion. In the context of HMM-based NILM procedures, the proposed

method features novel approaches to system-level modeling and energy use prediction.

The basic HMM framework is used at both the device and system level, allowing simple

and well-known methods to be used for training and state inference. The combination

process is modular in that devices may be modeled individually and used later to build

system-level models. A conceptually similar model combination process was employed

for two devices in [10], but was presented without the necessary mathematical framework,

and without the ability to break system-level states into individual device states. Methods

in other studies, such as [13], require system-specific training data. Beyond knowledge

of the devices contained in a system, the proposed method requires no system-specific

information. That is, the system-level model can be constructed without composite or

simultaneous submetered data collection.

In the process of combining device models, continuous observation distribution

parameters are converted into discrete probabilities. This allows sparsity exploitation

methods, i.e. the sparse Viterbi algorithm, to be employed in the state inference stage.

However, the continuous parameters are preserved, and are used after the state has been

disaggregated to provide more accurate energy use predictions.

Themost important element of the proposedmethod is the energy prediction process.

Other HMM-based NILM studies typically stop at state disaggregation, and provide energy

predictions as constant, one-to-onemappings between state and observation. This limitation

is dictated by application context; almost all other methods are intended for residential

systems in which unmodeled loads are likely present. The uncertainty introduced by

unknown devices prevents more refined predictions. For the applications of the proposed
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method, it is assumed that all loads are known, and the equality constraint in (29) may safely

be applied. The key benefit of this arrangement is that transient and high-variance features

in device behavior are accurately recognized.

Separating energy prediction from state inference also allows an additional degree

of freedom in system time scale. For existing HMM-based NILM methods, the time scale

of the state disaggregation and energy use prediction are the same, and are set by the

observation sequence sampling time. Unless the predicted state changes, the observation

prediction cannot change. In the proposed method, it is possible to execute the more

computationally expensive state prediction on a slower time scale and allow the energy use

prediction to iterate more quickly. This functionality provides additional time resolution to

the observation predictions at a low computational cost.

Table 1. Device-Level Accuracy Results from Disaggregation Tests

Standard Viterbi Algorithm

Device States State Estimation Acc. Estimation Acc.
Accuracy Proposed Method Expect. Method

Stove 2 0.9553 0.9644 0.9608
Dryer 3 0.9834 0.9953 0.9925

Dishwasher 3 0.5081 0.9674 0.9651
Microwave 2 0.7221 0.8743 0.8732
Refrigerator 3 0.8754 0.9185 0.9080
LCD TV 2 0.9011 0.9088 0.8943

Sparse Viterbi Algorithm
Stove 2 0.9511 0.9596 0.9561
Dryer 3 0.9782 0.9951 0.9919

Dishwasher 3 0.5007 0.9107 0.9080
Microwave 2 0.7953 0.7348 0.7323
Refrigerator 3 0.8208 0.9157 0.8623
LCD TV 2 0.9309 0.9350 0.9226
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4. EXPERIMENTAL VERIFICATION

The objectives of the verification experiments were to demonstrate the functionality

of the NILM system and assess its performance. Specific performance metrics of interest

are how closely the system outputs (Q̂(k)t and Ô(k)t ) match the corresponding ground truth

sequences (Q(k)t and O(k)t ), which are unknown to the model during the system tests. For the

same test data, results are collected using the standard Viterbi algorithm and using the sparse

Viterbi algorithm. This allows the impact of the replacing the standard Viterbi algorithm to

be quantified in terms of system performance. Energy use estimations calculated using the

expected value and the method proposed in Section 3 are compared as well. Additionally,

energy predictions are calculated both when using the disaggregated states and when using

the ground truth states. This latter case represents an idealized situation in which no

errors are made in state disaggregation, i.e. Q̂ = Q. While this is an unrealistic scenario

in practice, it effectively decouples the performance of the energy prediction methods

from errors introduced in state disaggregation, allowing fair comparison of the estimation

methods.

The experiments were conducted using individual appliance data from public data-

bases intended for NILM research. The resources used include the ECO [25], Smart∗ [26],

and GREEND [27] datasets. The datasets contain high quality data at the aggregate and

submetered level over a period of a few months. Although these datasets contain data from

residential systems, it was possible to generate test cases that meet the assumption of known

and fixed system composition by extracting device data from the datasets and summing

their measurements to construct an aggregate observation sequence. Since the experiment

is intended to assess the performance of the algorithms in systems with known composition,

rather than their ability to recognize specific types of devices, the actual devices used in

the tests is immaterial. The test systems contain residential devices simply because the

available public NILM databases that contain the amount of data required come exclusively

from residential settings.
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For the full experiment, a 10-fold cross validation was used. For each monitored

device, 10 days of measurements were extracted from the datasets, ensuring that the device

in question was active on each day. From this collection, one day of data was selected

for each device and included in a composite test sequence. This was repeated 10 times,

such that 10 test sequences were created and each day of device data was included once.

For each test sequence, the 9 remaining days served as training data for the device models

used. The model was not trained on the data used in the test. This full procedure was

repeated 10 times, with randomly generated time shifts for each device, so that 10 different

aggregate test sequences were generated for each set of test devices. The sampling time

was set at 5 seconds for training and testing. For simplicity, the same time scale used for

the state disaggregation and energy use prediction functions. The time scale was limited

by the time resolution of the available device data. Setting the sampling time lower than

5 seconds would have required reconstruction of missing samples for some devices, which

would introduce bias in the experimental results.

4.1. Performance Assessments. Standard NILM performance metrics were used

to assess the accuracy of the methods. These methods are summarized in [28], and were

gathered from a variety of NILM studies. The state sequence accuracy of two-state devices

was assessed using F-Score. For devices with more than two states, the modified F-Score

proposed in [28] was used. This modified version is referred to as finite state F-score or FS-

Score, and is intended for finite state machine devices. For all devices, the energy accuracy

was assessed using estimation accuracy, proposed in [21]. To quantify the difference

between the energy prediction methods, root mean square error (RMSE) was calculated for

the predicted values as well. This metric was used in [11] for assessment at the device level.

Here, RMSE values are calculated by state:

RMSE (k)j =

(
1
Tj

∑
t:Q(k)t = j

(
Ô(k) −O(k)

)2
)1/2

(35)
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Here, RMSE (k)j is the RMSE for state j of device k, and Tj is the total number of sample

times for which Q(k) = j.

4.2. Results. The results of the disaggregation experiments are summarized in

Table 1. The state accuracies of the standard Viterbi algorithm and the sparse Viterbi

algorithm are very similar on average. Despite being a greedy variant of its predecessor,

the sparse Viterbi algorithm performs comparably for all devices. The significance of this

similarity is that the disaggregated states calculated by the sparse Viterbi algorithm at each

sampling instant are nearly as accurate as those calculated by the standard Viterbi algorithm,

which are only available after the entire sequence of observation data has been recorded. The

sparse Viterbi algorithm provides online operation with almost no degradation in accuracy.

The energy accuracy results at the device level are similar as well. The estimation

accuracy metric provides an indication of how well the total energy used by the device is

estimated by the predictions, characterizing long-term predictive accuracy. The expectation

method is designed for long-term accuracy. The expected value is the best constant estimator

of a sequence of random variables. The observation sequence of an N-state device can be

split into N subsequences, one for each state, of independent and identically distributed

random variables. The distributions of these subsequences are the conditional observation

distributions. By the strong law of large numbers, the sample averages of the subsequences
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Figure 5. Average estimation accuracy by length of observation sequence.
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Figure 6. State RMSE of predicted observations plotted against the standard deviation
of their observation distribution. All predictions used in this figure were calculated with
ground-truth states.

converge to the expected values of their observation distributions as the length of the

observation sequence increases. As a result, the accuracy of the expectation method

increases with the length of the observation sequence under consideration. In other words,

the contributions of behaviors that deviate from the expected value become smaller with

respect to the cumulative energy of the observation sequence. The difference between the

two methods is that the proposed method is capable of predicting these behaviors, which

include transient features and deviations within states with high observation variance. The

results in Table 1 show that the long-term accuracy of the proposedmethod is strictly greater

than that of the expectationmethod. Themagnitude of the difference between themethods is

small, consistent with the decreasing energy contributions from transient and high-variance

observations. As the time scale considered is shortened, the contributions from transient

and variant behaviors become more significant, and the accuracy of the expectation method

decreases. The accuracy of the proposed method, however, remains nearly constant. This

is illustrated in Fig. 5, which shows the average predictive accuracy as the observation

sequence length varies. The results in Fig. 5 were taken from the predictions based on

ground truth states, to ensure fair comparison between methods.
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The real performance advantages of the proposedmethod are its short-term accuracy

characteristics. The estimation accuracies in Table 1 show that the proposed method

maintains the long-term accuracy of the expectation method, but provide no insight into the

predictive accuracies of the two methods at a given sampling instant. To characterize short

time scale accuracy, the RMSE is calculated for each state. In Fig. 6, the RMSE values

for each device state are plotted against the standard deviation of the state’s observation

distribution. These results correspond to tests using ground truth states, removing the effects

of state errors. For the expectation method, error scales linearly with standard deviation.

This matches intuition: the expected value is a poorer estimation of a random variable with

higher variance. In contrast, the proposed method maintains low error for states with high

variance. This relationship holds true when disaggregated states are used as well. Fig. 7

shows the difference in RMSE between the two methods both when using disaggregated

states and when using ground truth states. In all cases, the RMSE of the proposed method

is lower than that of the expectation method.

A comparison of the ground truth observations and actual predictions of the two

methods for the refrigerator and TV are shown in Fig. 8 and Fig. 9, respectively. The

refrigerator’s behavior is characterized by transient spikes in active power corresponding

to the inrush current of the starting compressor. The transient is consistent enough to

require its own dedicated state. The TV is an electronic device, and experiences small

variations in power as the image on the screen changes. These variations are not large

enough to necessitate their own states, but are an immediately recognizable feature in the

device’s energy use profile. The proposed method is much more capable of predicting these

transient effects, while the expectation method provides only a rough approximation. The

performance difference shown in these plots is indicative of the overall improvement offered

by the proposed method. For a 24 hour observation sequence (the same used to collect

the results in Table 1), the predictions shown in Fig. 8 and Fig. 9 represent an increase in

estimation accuracy of 1.75% for the refrigerator and 1.36% for the TV.
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Figure 7. Difference in state RMSE values for predictions of the proposed method and
expectation method. Predictions calculated from both disaggregated states and ground
truth states are shown.

Figure 8. Comparison of ground truth and predicted observations for the refrigerator. All
x-axis units shown in minutes.

These two appliances represent critical areas in the space of electrical devices. The

transient behavior of the refrigerator is typical of devices with inductive or capacitive load

characteristics, while the TV’s power variations due to operational changes are typical of
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Figure 9. Comparison of ground truth and predicted observations for the LCD TV. All
x-axis units shown in minutes.

electronic loads. While the total energy use during these transients and variations is small

compared to the devices’ cumulative energies, their recognition is of critical importance to

applications involving the identification of atypical device behaviors.

5. CONCLUSION

The method proposed in this study provides accurate estimates of device activity for

systems with known sets of devices. By removing the possibility of unknown devices, the

optimal device-level predictions for the system-level measurements may be calculated at

each instant. This method maintains the long-term accuracy of the conventional expectation

method and significantly reduces the predictive error at any given instant. The increase

in performance is greatest for states whose observation distributions have large variances,
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since the proposed method is capable of predicting transients and deviations from the mean,

while the expectation method ignores these features. Future work in this study will explore

new methods of state sequence determination. The state inference calculations are the

dominant limiting factors for both the accuracy and scalability of the method as a whole.

A more scalable means of calculating states would extend the applicability of the NILM

algorithm to much larger systems.
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ABSTRACT

This study proposes a method of predicting the influence of random load behavior on the

dynamics of dc microgrids and distribution systems. This is accomplished by combining

stochastic load models and deterministic microgrid models. Together, these elements con-

stitute a stochastic hybrid system. The resulting model enables straightforward calculation

of dynamic state moments, which are used to assess the probability of desirable operating

conditions. Specific consideration is given to systems based on the dual active bridge

(DAB) topology. Bounds are derived for the probability of zero voltage switching (ZVS)

in DAB converters. A simple example is presented to demonstrate how these bounds may

be used to improve ZVS performance as an optimization problem. Predictions of state

moment dynamics and ZVS probability assessments are verified through comparisons to

Monte Carlo simulations.

Keywords: Stochastic hybrid system, dual active bridge converter, generalized average

model, zero voltage switching
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1. INTRODUCTION

Randomness and uncertainty are unavoidable in practical power systems. Rand-

omness is introduced by generation sources, loads, and even by tolerances of the passive

elements that make up the system. It is difficult, if not impossible, to include all sources of

uncertainty in system-level design and analysis. Often the most practical solution is to make

conservative simplifying assumptions and analyze for the worst possible cases of operation.

This is a common strategy when modeling loads in systems of power electronic converters.

In describing load behavior, simple specifications are useful for evaluating boundary cases

of operation (e.g. maximum/minimum power ratings), which are typically the most relevant

to stability and efficiency constraints.

However, this approach offers no insight into how operating conditions evolve within

conservative limits. While a system may be stable over a wide range of operation, certain

regions within the operating space are likely more desirable than others. For instance,

soft-switching significantly improves converter efficiency and reliability, but is typically

only possible for a subset of operating conditions. It is preferable to either operate the

converter in its soft-switching range as often as possible, or to design the soft-switching

range around the typical system operating conditions. In either case, there is a need for

quantitative descriptions of typical operating conditions as a function of the behavior of

loads within the system. This study proposes a method of obtaining these descriptions by

modeling converter and load behavior as a stochastic hybrid system (SHS).

The SHS framework is a powerful modeling tool that includes continuous dynamics,

instantaneous events, and a variety of random effects [1]. The framework is challenging

due to its sheer generality but offers powerful machinery for system analysis. In particular,

it is possible to describe the evolution of moments of dynamic states as a system of ordinary

differential equations (ODEs). In [2], a conventional power system was modeled as an SHS.
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A similar approach was employed in [3] to analyze the stability of ac microgrid systems.

The procedure for applying the SHS framework here is heavily influenced by the methods

in [2], though the treatment of load behavior is different.

A central component of this study is the representation of practical loads. Practical

loads are a combination of multiple independent devices. The devices in a given load behave

randomly, and their cumulative current requirement is a function of their individual beha-

viors. A similar load modeling problem exists in the field of nonintrusive load monitoring

(NILM). The objective of NILM is to obtain a detailed description of the behavior of devices

in a system without monitoring each device individually [4, 5]. This is accomplished using

probabilistic models of device behavior. A successful subset of NILM methods employs

hidden Markov models (HMMs) to describe devices [6, 7, 8, 9]. The advantage of HMMs

is that they can be trained to represent individual device behavior and then combined as

needed to construct models of composite multi-device loads. This advantage is particularly

useful when modeling multiple devices at different locations in a distribution system. The

methods for constructing and manipulating device models proposed in [9] are the basis for

the load representation in this study.

This study presents two contributions. The first is a new method of characterizing

the dynamic behavior of dc microgrids and distribution systems as a function of random

load influences. This includes a systematic approach to modeling load behavior, generating

the SHS model, and solving for the important descriptors of system dynamics (namely

low order moments). The second contribution is a method of assessing the probability

of soft-switching for each of the converters in the system. In particular, the Cantelli

inequality is used to determine upper and lower bounds on the probability of zero voltage

switching (ZVS). While the tightness of the bounds depends on the combined influence of

loads throughout the system, the bounds provide a useful mechanism for improving ZVS

performance. The first contribution is applicable regardless of converter topology; the

second is specific to the ZVS conditions of dual active bridge (DAB) converters.
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The paper is structured as follows. Section 2 reviews relevant aspects of the SHS

framework. Section 3 describes the representation of system loads and connection to the

deterministic dynamic model. The SHS model is described in Section 4. ZVS probability

assessments in DAB converters are discussed in Section 5. Verification experiments are

described in Section 6, including an example of how the ZVS assessments can be used to

improve soft-switching performance as an optimization problem.

2. BACKGROUND

The SHS framework is extremely general, and only a limited subset of its descriptive

capability is used in this study. This section reviews fundamentals of the SHS approach that

are relevant to the proposed method. A more comprehensive review of SHS formalisms

can be found in [10].

Consider a dynamic model with the form

Ûx = f (x, y, u) (1)

0 = g(x, y, u), (2)

where x, y, and u are vectors denoting dynamic states, algebraic states, and inputs, re-

spectively. For a given operating point, there is a corresponding affine model defined

by

Ûx = Ax + Bu + C (3)

y = Dx + Eu + F . (4)

Let Q(t) be a homogenous continuous-time Markov chain (CTMC) that transitions

between a set of discrete modesS according to a transition rate matrix λ. At some time t, the

occupation probabilities for each mode q ∈ S are denoted πq(t). Each mode corresponds to
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a set of inputs uq. The SHS model consists of a family of affine models linearized at each

uq. The model is

ÛX(t) = Aq X(t) + Bquq + Cq, (5)

where X(t) is a stochastic process that describes the dynamic state. The transition rate

matrix λ fully determines mode transitions. That is, mode transitions are not explicitly time

or state-dependent. A reset map defines how states and modes change on each transition.

The reset map is denoted φi j , where i, j ∈ S are the modes before and after the transition,

respectively. In this case, the function of the reset map is to avoid any discontinuities in the

dynamic state. Therefore, φi j is defined as

φi j(q, x) = ( j, x). (6)

The benefit of the SHS framework is the ability to quantify how dynamic states

evolve over time. Specifically, it possible to derive a set of ODEs that characterize the

evolution of moments of X(t). The derivation begins with the extended generator for the

SHS, which is the operator

(Lψ)(q, x) =
∂

∂x
ψ(q, x) · (Aq x + Bquq + Cq)

+
∑
i, j∈S

λi j
(
(ψ(φi j(q, x)) − ψ(q, x))

)
, (7)

where ψ(q, x) is a suitably smooth test function and each λi j is an element of matrix λ.

For the generator form shown in (7), which assumes that inputs are constant between mode

transitions, ψ(q, x)must be bounded and continuously differentiable with respect to x. More

stringent requirements apply when the inputs are assumed to be stochastic. If inputs contain

white noise components, φ(q, x) must be twice continuously differentiable with respect to

x [1].
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The generator becomes useful in Dynkin’s formula, which describes the evolution

of the expected value of the test function.

d
dt
E [ψ(Q(t), X(t))] = E [(Lψ)(Q(t), X(t))] (8)

To extract conditional moments of X(t), the test function is defined as

ψ
(m)
i (q, x) = δi(q)x(m), (9)

where δi(q) is the Kronecker delta function and m is a vector of moment orders [2]. For a

system with N dynamic states, m is an N-element row vector and x(m) defined as

x(m) =
N∏

i=1
xmi

i . (10)

For a given mode i, the expected value of ψ(q, x) is equal to the conditional moments

of X(t).

E
[
ψ
(m)
i (q, x)

]
= E

[
X (m)(t)

��Q(t) = i
]
πi(t) (11)

The unconditional moments of X(t) may then be computed by the law of total expectation.

E
[
X (m)(t)

]
=

∑
i∈S

E
[
ψ
(m)
i (q, x)

]
(12)

Therefore, the evolution of the dynamic state moments is described by the set of ODEs

corresponding to time derivatives of E
[
ψ
(m)
i (q, x)

]
. To simplify notation, let the conditional

moments be denoted by

µ
(m)
i (t) = E

[
ψ
(m)
i (q, x)

]
(13)

Then according to (8), the ODEs of interest are

Ûµ
(m)
i (t) = E

[
(Lψ(m)i )(Q(t), X(t))

]
(14)
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Conditional moments of algebraic states may be computed from the conditional moments of

X(t). Let conditional moments of the process Y (t) be denoted ζ (m)(t). Then the conditional

moments are

ζ
(m)
i (t) = E

[
(Di X(t) + Eiui + Fi)

(m)
��Q(t) = i

]
πi(t) (15)

Much of the practical difficulty in applying the SHS framework lies in computing

usable expressions for the right-hand sides of (14) and (15). An expression for the right-hand

side of (14) is given below, slightly modified from the form given in [2].

Ûµ
(m)
i (t) =

N∑
p=1

mp

(
N∑

r=1
a(i)pr µ

(m−ep+er )
i (t) + µ(m−ep)

i (t)vi,p

)
+

∑
j∈S−i

λ jiµ
(m)
j (t) −

∑
k∈S+i

λik µ
(m)
i (t) (16)

In this equation, a(i)pr is the pth row, r th column element of Ai, vi,p is the pth element of

vector vi = Biui +Ci, ep and er are elementary row vectors, and S−i and S+i denote the sets

of modes that transition into and out of mode i, respectively.

3. DYNAMIC MODEL AND LOAD PROCESS

The dynamicmodel used in this study describes a dcmicrogrid or distribution system

consisting of loads, sources, and DAB converters. The deterministic model is constructed

according to the procedure in [11]. In principle, the SHS microgrid model described

in Sec. 4 is compatible with any system-level dynamic model that can be linearized and

expressed in the form of (3) and (4), regardless of the topology of the converters in the

system. The prediction of ZVS probabilities in Sec. 5, however, is specific to the DAB

topology.

In the simplest case, the dynamic model describes a single voltage-controlled DAB

with a current-source load. This is shown in Fig. 1. The inputs to the system-level model

are source voltages/currents, load currents, and voltage reference commands for closed-loop
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Figure 1. Single DAB converter and two-mode load process.

voltage controllers. Each mode of the process Q(t) corresponds to a set of inputs. Since the

present focus is on modeling load behavior, source parameters and voltage references are

assumed to be constant, and differences between inputs are restricted to load current values.

The load process Q(t) represents the influence of random loads on the system. The

load modeling objective is to identify parameters that accurately describe Q(t), namely the

transition rate matrix λ. Each converter regulates a local bus voltage, which may supply

power to multiple individual devices. When multiple devices are present, the total load

seen by the system is a combination of the individual device requirements. The approach

taken here involves modeling each device individually, and combining device-level models

to construct a model of the total load behavior.

Each individual device model is a discrete-time Markov chain. The Markov chain

consists of a set of modes, mode transition probabilities, and possible output values. Device

i is represented by Mi modes. At each discrete instant, the probability of transitioning from

mode j to mode k is represented by element p j k of transition matrix Pi ∈ R
Mi×Mi . In the

present study, the output for each mode is a single, constant value of load current, as shown

in Fig. 1. Load currents of device i are contained in vector iLi ∈ R
1×Mi . Markov chains are

easily trained using maximum likelihood estimation. The only information required to train

the device model is a sequence of observations (either power or current measurements),

recorded with a known sampling period, TS. A simple model training procedure is given

in [9].



124

Individual device models are combined to generate models of composite loads. Let

M , P, and iL (with no subscripts) denote the parameters of the combined model. When

the first device is included in the composite model, M = M1, P = P1, and iL = iL1. For

including all other devices i > 1, the model combination equations are defined recursively:

P = P ⊗ Pi (17)

iL = iL ⊗ 1(Mi) + 1(M) ⊗ iLi (18)

M = M Mi, (19)

where ⊗ denotes the Kronecker product and 1(M) is a row vector of M elements equal

to 1. This combination process follows the procedure in [9], with small modifications for

constant load current outputs.

For the conceptual diagram in Fig. 1, which involves only one load, each mode

corresponds to a single scalar value. In the more general case, where loads exist at multiple

points in the system, each mode corresponds to a vector of load currents. The combination

in (18) applies regardless of the locations of loads in the system.

Once all individual devices have been included in the composite model, the M

modes of the Markov chain are exactly the modes of Q(t). However, Q(t) is continuous in

time, whereas the P defines a discrete-time Markov chain. In general, it is not possible to

convert a discrete-time Markov chain into a CTMC. However, since the device models are

trained using a known sampling time, it is possible to approximate the parameters of the

CTMC. The elements of the transition rate matrix λ can be determined from P as:

λii = −
1 − pii

TS
(20)

λi j = −
λii pi j

1 − pii
. (21)
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4. SHS MICROGRID MODEL

4.1. SHS Model. Let µ|n|i (t) denote the set of all nth moments of X(t) conditional

on mode i. That is, µ|n|i (t) is a column vector of all moments defined in (13) for which the

one-norm of m is equal to n. In terms of the dynamic states, µ|n|i (t) can be understood as

µ
|n|
i (t) = E

[(
n∏

k=0
X(t)

) ����Q(t) = i

]
πi(t), (22)

where the product symbol denotes the Kronecker product, such that the term in parentheses

is the Kronecker product of the state vector and itself n times. By convention, this term is

simply 1 for n = 0. In this way, the 0th ordermoments are themode occupation probabilities:

µ
|0|
i (t) = E

[
1
����Q(t) = i

]
πi(t) = πi(t). (23)

First and second order moments are

µ
|1|
i (t) = E

[
X(t)

����Q(t) = i
]
πi(t) (24)

µ
|2|
i (t) = E

[
X(t) ⊗ X(t)

��Q(t) = i
]
πi(t), (25)

where ⊗ is the Kronecker product. To represent moments for all modes, let vector µ|n|(t)

be defined as

µ|n|(t) =


µ
|n|
1 (t)
...

µ
|n|
M (t)


. (26)

In this way, µ|0|(t) ∈ RM×1 contains mode occupation probabilities, µ|1|(t) ∈ RN M×1

contains all first order moments, µ|2|(t) ∈ RN2M×1, contains all second order moments, and

so on.
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Note that this formulation draws a distinction between correlations e.g. E[X1(t)X2(t)]

and E[X2(t)X1(t)], while these two quantities are actually the same. For a system with N

dynamic states, the number of unique nth order moments is

Nu(n) =
©­­«
N + n − 1

n

ª®®¬ . (27)

The reason for this construction is to facilitate a simplified method of obtaining the set of

moment ODEs. Once the full linear system has been obtained, redundant moments are

eliminated through basic matrix operations. To distinguish between moment vectors, the

sets of unique moments are denoted µ̂|n|i (t). In the present study, this difference in notation

is only necessary for the second order moments, since µ̂|n|i (t) = µ
|n|
i (t) for n < 2.

For the SHS formulation used in this study, moment dynamic equations depend only

on moments of equal or lower order, avoiding the need for moment-closure methods [2].

In fact, (16) reveals that the dynamics of moments of order n are only directly dependent

on moments of order n and n − 1. For a given moment characterized by m, (16) shows

that Ûµ(m)i (t) depends on µ
(m−ep+er )
i (t), µ(m−ep)

i (t), µ(m)i (t), and µ
(m)
j (t) for other modes j ∈ S.

Recall that the order of moment µ(m)i (t) is equal to the one-norm of m. Trivially, µ(m)i (t) and

µ
(m)
j (t) have the same order. If the order of µ(m)i (t) is n, then since ep and er are unit vectors,

the orders of µ(m−ep+er )
i (t) and µ(m−ep)

i (t) must be n and n − 1, respectively.

Consequently, it is possible to express the system of ODEs for nth order moments as

Ûµ|n|(t) = G(n)µ|n|(t) + H(n)µ|n−1|(t) (28)

Matrices G(n) and H(n) follow from (16), but provide a more manageable structure to the

definition of the SHS model.
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Simplified expressions for G(n) and H(n) are given here for low-order moments. The

0th order moments are the mode occupation probabilities of the CTMC. Therefore H(0) = 0

and G(0) = λT , where the transpose is due to the fact µ|0|(t) is a column vector. For first and

second order moments, both G(n) and H(n) may be constructed primarily as block diagonal

combinations of submatrices for each mode:

G(n) =



G(n)1 0 · · · 0

0 G(n)2 · · · 0
...

...
. . .

...

0 0 · · · G(n)M


+

(
λT ⊗ I(Nn)

)
(29)

H(n) =



H(n)1 0 · · · 0

0 H(n)2 · · · 0
...

...
. . .

...

0 0 · · · H(n)M ,


(30)

where I(Nn) is the Nn-dimensional identity matrix. In the case of first order moments, the

submatrices for each mode are

G(1)i = Ai (31)

H(1)i = vi . (32)

For second order moments, the submatrices are calculated using a transformation

matrix, Wm, which is constant for all modes.

G(2)i = Wm (I(N) ⊗ Ai) (33)

H(2)i = Wm (I(N) ⊗ vi) . (34)
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Figure 2. Example of transformation matrix Wm for a 3-state system.

The role of Wm is to describe the structure of the moments. Each row of Wm

corresponds to the dynamic equation for a particular conditional second order moment. The

elements ofWm are equivalent to the values of the coefficient mp in (16). SinceWm describes

second order moments, all rows and columns sum to 2. Note that a transformation appears

in the equations for second order moments, but not in equations for first-order moments

(i.e. (31) and (32)). The same connection to values of mp in (16) applies to these equations,

but if a transformation was defined it would simply be the identity matrix.

The sparsity pattern of Wm for a simple system with N = 3 states is shown in

Fig. 2. To illustrate howWm corresponds to moment relationships, conditional second order

moments are shown on the horizontal and vertical axes. For legibility, time dependence

and conditioning are omitted from the notation used in the figure.

Matrix Wm can be interpreted as a representation of how second order moments

relate to each other. Since moments E[X1(t)X2(t)|Q(t) = q] and E[X2(t)X1(t)|Q(t) = q] are

the same, the equations that govern their dynamics must both depend on exactly the same

two moments. Furthermore, moments whose dynamics depend on E[X1(t)X2(t)|Q(t) = q]

must also depend on E[X2(t)X1(t)|Q(t) = q]. Fig. 2 shows that this is the case.
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Figure 3. Decomposition of Wm into Ws, Wc, and I(N2) for a 3-state system.

A convenient way to decompose the structure ofWm is to separate eachmoment’s de-

pendencies into self-dependence and dependence on its equivalent moment. This separation

may be accomplished as

Wm = Ws +Wc + I(N2), (35)

where the identity matrix describes each moment’s self-dependence and Wc describes

dependence on the equivalent moment. The last matrix, Ws, describes an additional self

dependence for moments of the form E[Xi(t)Xi(t)|Q(t) = q]. The decomposition is shown

graphically in Fig. 3. The nonzero elements Ws and Wc are:

Wc
(
N(i − 1) + j, N( j − 1) + i

)
= 1, ∀i, j ∈ {1, · · · , N}, i , j (36)

Ws
(
N(i − 1) + i, N(i − 1) + i

)
= 1, ∀i ∈ {1, · · · , N} (37)

4.2. Elimination of Redundant Second Order Moments. The equivalent mo-

ments contained in µ|2|i (t) decrease the computational efficiency of the SHS model. More-

over, matrix G(2)i will be rank deficient unless redundant moments are eliminated, meaning

stationary moment solutions cannot be calculated through linear equations. However, re-



130

dundant moments may be eliminated from the system using the transformation matrix Wm

and its decomposed forms Wc and Ws. Redundant moments are eliminated at the sub-

matrix level, such that the reduced system is constructed through the same block-diagonal

procedure. Considering only unique second order moments, the reduced system is

Û̂µ|2|(t) = Ĝ(2) µ̂|2|(t) + Ĥ(2)µ|1|(t) (38)

Ĝ(2) =



Ĝ(2)1 0 · · · 0

0 Ĝ(2)2 · · · 0
...

...
. . .

...

0 0 · · · Ĝ(2)M


+

(
λT ⊗ I(Nu(2))

)
(39)

Ĥ(2) =



Ĥ(2)1 0 · · · 0

0 Ĥ(2)2 · · · 0
...

...
. . .

...

0 0 · · · Ĥ(2)M


. (40)

The process of eliminating redundant moments consists of two linear transformati-

ons. First, rows of G(2)i that describe dynamics of redundant moments must be eliminated.

Second, columns of G(2)i corresponding to dependence on equivalent moments must be

summed together. One additional matrix, denoted R, is needed to derive these transformati-

ons. Let µ̂|2|i (t) = Rµ|2|i (t), where R eliminates all redundant moments from µ
|2|
i (t). Matrix

R is easily specified from the locations of unique moments in µ|2|i (t). The indices of the

unique moments are an ordered set of Nu(2) integers, defined by:

Su =

N⋃
i=1
{(i − 1)N + i, · · · , iN} . (41)

Then the Nu(2) rows of R are the rows of the N2 identity matrix that correspond to unique

moments: if j is the ith element of Su, the ith row of R is the j th row of I(N2).
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Figure 4. Specification of R from indicies of unique moments.

In the case of the simplified 3-moment system, the indicies of unique moments are:

Su = {1, 2, 3} ∪ {5, 6} ∪ {7} . (42)

For this system, the 4th element of Su is 5. Therefore, the 4th row, 5th column element of R

is equal to 1. This is shown graphically in Fig. 4.

Matrix R is exactly the transformation needed to eliminate redundant moment equa-

tions from the model. Premultiplying G(2)i and H(2)i by R eliminates rows that describe

dynamics of redundant moments. This is all that is needed to determine Ĥ(2)i from H(2)i . To

complete the definition of Ĝ(2)i , columns ofG(2)i that correspond to dependence on equivalent

moments must be summed. Relationships between equivalent moments are contained in

Wm. The relevant information is in Wc and I(N2); the additional self-dependence described

by Ws is irrelevant to moment equivalence. Postmultiplying G(2)i by
(
Wc + I(N2)

)T sums

the necessary columns. The full transformation is

Ĝ(2)i = RG(2)i

[
R(Wc + I(N2))

]T (43)

Ĥ(2)i = RH(2)i . (44)
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Figure 5. Sparsity pattern of final transformation matrices used to calculate reduced subsy-
stem matrices.

In comparison to the submatrices in (33) and (34), these definitions produce a second order

system with significantly reduced size. More importantly, matrix Ĝ(2) will always have full

rank, making it possible to solve for stationary moments.

A more efficient alternative to (43) and (44) is to directly calculate Ĝ(2)i and Ĥ(2)i ,

rather than reducing them from G(2)i and H(2)i . Let two new transformations, Wx and Wy, be

defined as

Wx = R
(
Wc + I(N2)

)
(45)

Wy = RWs . (46)

Sparsity patterns for these matrices are shown in Fig. 5. The reduced subsystem matrices

may be calculated from Wx and Wy as

Ĝ(2)i =
(
Wx +Wy

)
(I(N) ⊗ Ai)

(
WT

x

)
(47)

Ĥ(2)i =
(
Wx +Wy

)
(I(N) ⊗ vi) . (48)
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1: Wx ← [0]Nu(2),N2 , Wy ← [0]Nu(2),N2

2: k ← 1
3: for i ← 1, · · · , N do
4: Wy(k, N(i − 1) + i) ← 1
5: for j ← i, · · · , N do
6: Wx(k, N(i − 1) + j) ← 1
7: Wx(k, N( j − 1) + i) ← 1
8: k ← k + 1
9: end for
10: end for

Figure 6. Pseudocode for construction of Wx and Wy.

The definitions in (45) and (45) are only given for clarity of derivation. In practice,

Wx and Wy are more efficiently constructed through simple algorithmic specifications.

Pseudocode for generating these matrices is shown in Fig. 6. Wx and Wy are the only

transformations required to calculate the reduced subsystem matrices, so the ability to

specify them directly is a significant advantage. WhenWx andWy are constructed according

to the pseudocode in Fig. 6, the final SHS model may be formed without calculating R, Wm,

Ws, or Wc.

4.3. Final Model and Steady-State Moments. After reducing the second order

system, the final model for low order moments is

Ûµ|0|(t) = G(0)µ|0|(t) (49)

Ûµ|1|(t) = G(1)µ|1|(t) + H(1)µ|0|(t) (50)

Û̂µ|2|(t) = Ĝ(2) µ̂|2|(t) + Ĥ(2)µ|1|(t) (51)

whereG(0) = λT andG(1), H(1), Ĝ(2), and Ĥ(2) are specified by submatrices in (31), (32), (47),

and (48), respectively. Noting that µ̂|n|(t) = µ̂|n|(t), Ĝ(n) = G(n), and Ĥ(n) = H(n) for n = 0

and n = 1, the general form of an nth order SHS model may be expressed as

Û̂µ|n|(t) = Ĝ(n) µ̂|n|(t) + Ĥ(n) µ̂|n−1|(t) (52)
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Ĝ(n) =



Ĝ(n)1 0 · · · 0

0 Ĝ(n)2 · · · 0
...

...
. . .

...

0 0 · · · Ĝ(n)M


+

(
λT ⊗ I(Nu(n))

)
(53)

Ĥ(n) =



Ĥ(n)1 0 · · · 0

0 Ĥ(n)2 · · · 0
...

...
. . .

...

0 0 · · · Ĥ(n)M


. (54)

Submatrices Ĝ(n)i and Ĥ(n)i are

Ĝ(n)i = R(n)W (n)m

(
I(Nn−1) ⊗ Ai

) [
R(n)

(
W (n)c + I(Nn)

)]
(55)

Ĥ(n)i = R(n)W (n)m

(
I(Nn−1) ⊗ vi

) [
R(n−1)

(
W (n−1)

c + I(Nn−1)
)]

(56)

where R(n), W (n)m , and W (n)c are transformation matrices for the nth order moments.

This system is suitable for predicting moment dynamics. In some cases, however, it

may be desirable to simply compute the moments for steady-state behavior. Let tF represent

some final time at which the stationary distribution has been reached, and the left-hand

side of (52) is 0. The 0th moments are the stationary distribution of the CTMC, or π(tF).

Therefore, µ|0|(tF) may be determined by solving 0 = λT µ|0|(tF) with the constraint

M∑
i=1

µ
|0|
i (tF) = 1. (57)

The rest of the stationary moments are then:

µ̂|n|(tF) =
(
Ĝ(n)

)−1 (
−Ĥ(1) µ̂|n−1|(tF)

)
. (58)
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5. ANALYSIS OF ZVS PERFORMANCE

5.1. ZVS Conditions. In single phase shift modulation, the conditions for ZVS

may be expressed in terms of phase shift and voltage gain [12, 13, 14]. Assuming forward

power transfer, ZVS occurs in both H-bridges when the following inequalities are satisfied:

d ≥
1
2
−

vo

2vc
(59)

d ≥
1
2
−

vc

2vo
. (60)

Since both vo and vc can be assumed to be strictly positive, these inequalities may be

rearranged as

2dvc + vo − vc ≥ 0 (61)

2dvo + vc − vo ≥ 0. (62)

Further, since d is a function of the controller states, these conditions may be expressed

entirely in terms of the states and inputs of the DAB model. The resulting expressions are

denoted hd(x, u) and hu(x, u), with subscripts indicating that they pertain to the conditions

for voltage step-down and step-up operation, respectively.

hd(x, u) , 2vc
(
kp(vre f − vo) + γ

)
+ vo − vc (63)

hu(x, u) , 2vo
(
kp(vre f − vo) + γ

)
+ vc − vo (64)

In the context of the deterministic model, ZVS operation in a given converter may be

determined by checking whether hd(x, u) ≥ 0 and hu(x, u) ≥ 0.

5.2. ZVS Moments and Bounds. In the SHS model, ZVS conditions are treated

similarly to algebraic states. That is, hd(x, u) and hu(x, u) are put into the linearized form

of (4), and their moments are computed according to (15). The following discussion
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considers a generic scalar-valued function h(x, u), which may represent either of the two

ZVS condition equations. If xq is the deterministic steady-state corresponding to input uq,

the linear approximation of h(x, u) is

h(x, u) ≈ Dq x + Equq + fq, (65)

where Dq and Eq are derivative vectors and fq is a constant scalar offset.

Dq =
∂h(x, u)
∂x

����
x=xq
u=uq

(66)

Eq =
∂h(x, u)
∂u

����
x=xq
u=uq

(67)

fq = h(xq, uq) − Dq xq − Equq (68)

Since h(x, u) is a scalar, (15) can be simplified. Let the conditional moments of

h(x, u) in mode i be denoted ξ(n)i (t). Then each ξ
(n)
i (t) can be computed from dynamic state

moments as

ξ
(n)
i (t) = rn

i µ
|0|
i (t) +

n∑
k=1

©­­«
n

k

ª®®¬ rn−k
i

©­«
k∏

j=1
Di

ª®¬ µ|n|i (t), (69)

where the Kronecker product is used for the products of vector Di, and ri is defined as

ri = Eiui + fi . (70)

The first few moments of ξ(n)i (t) are

ξ
(1)
i (t) = riµ

|0|
i (t) + Diµ

|1|
i (t) (71)

ξ
(2)
i (t) = r2

i µ
|0|
i (t) + 2riDiµ

|1|
i (t) + (Di ⊗ Di) µ

|2|
i (t) (72)
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The second order moment can alternatively be expressed as a function of unique second

order dynamic state moments using the transformation from the previous section.

ξ
(2)
i (t) = r2

i µ
|0|
i (t)+2riDiµ

|1|
i (t)

+ (Di ⊗ Di)

(
WT

x

)
µ̂
|2|
i (t) (73)

Finally, the unconditional moments are the sum of each the conditional moments for each

mode.

E [h(x, u)n] ≈ ξ(n)(t) =
M∑

i=1
ξ
(n)
i (t) (74)

The moments of hd(x, u) and hu(x, u) make it possible to assess the probability of

ZVS. The probability of ZVS corresponds to the probability these functions are greater than

zero, according to the ZVS condition equations. Using the Cantelli inequality, a bounds on

the probability of ZVS can be defined in terms of first and second moments. For generic

random variable X and constant a, the Cantelli inequality is [15]:

P [X − µX ≥ a]


≤

σ2
X

σ2
X+a2 a ≥ 0

≥ 1 − σ2
X

σ2
X+a2 a < 0

, (75)

where µX and σ2
X are the first and second central moments of X . Letting a = −µX the

inequality is

P [X ≥ 0]


≤

σ2
X

σ2
X+µ

2
X

µX < 0

≥ 1 − σ2
X

σ2
X+µ

2
X

µX ≥ 0
. (76)

Applying this inequality to h(x, u), and substituting raw moments for central moments, the

upper limits and lower limits on the probability P[h(x, u) ≥ 0] are:
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P [h(x, u) ≥ 0] ≥

(ξ(1)(t))2

ξ(2)(t) , ξ(1)(t) ≥ 0

0, ξ(1)(t) < 0
(77)

P [h(x, u) ≥ 0] ≤


1, ξ(1)(t) ≥ 0

1 − (ξ
(1)(t))2

ξ(2)(t) , ξ(1)(t) < 0
(78)

These expressions are valid for hd(x, u), hu(x, u), and for any other functions that encode

operating conditions as scalar comparisons to zero.

6. VERIFICATION

The verification experiments for this study consider a 7-bus test system. The system

contains 5 DAB converters and is structured as shown in Fig. 7. All DAB converters are

closed-loop, voltage-controlled. The converter output terminals are indicated with a dot in

Fig. 7. Hardware and control parameters are given in Table 1. Randomness is introduced

through the loads of converters 3, 4, and 5. Markov chains that describe the individual

devices in these three loads are shown in Fig. 8.

Table 1. Control and Hardware Parameters for 7-Bus System

Parameter Value Parameter Value
C1

in, C2
in, C3

in, C1
o , C2

o , C3
o 200 µF v1

re f 48 V
C4

in, C5
in, C4

o , C5
o 40 µF v2

re f , v
3
re f 42 V

L1
t , L2

t , L3
t , L4

t , L5
t 4 µH v4

re f , v
5
re f 36 V

f 1
s 40 kHz k1

p / k1
i 0.01 / 15

f 2
s 60 kHz k2

p / k2
i 0.01 / 10

f 3
s 75 kHz k3

p / k3
i 0.01 / 25

f 4
s 100 kHz k4

p / k4
i 0.001 / 25

f 5
s 90 kHz k5

p / k5
i 0.005 / 25
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Figure 7. 7-Bus Test System.
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Figure 8. Markov chains for loads in 7-bus system experiments.

Performance is assessed through comparisons of Monte Carlo simulations to pre-

dictions from the SHS model. The Monte Carlo analysis consists of 1000 independent

simulations of a period of 15 ms. In all cases, the load devices begin mode 1 at t = 0 s,

corresponding to the leftmost modes of the Markov chains shown in Fig. 8. The system

experiences a transient response as the mode occupation probabilities approach the statio-

nary distribution of the CTMC. The simulations use a discrete sample time of 1 µs. Unless

otherwise specified, Monte Carlo results are shown as averages over the independent trials

on a sample-by-sample basis.
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6.1. Moment Dynamics of X(t). The primary function of the SHS model is to

accurately predict the dynamics of moments of system state variables. Comparisons of

SHS model predictions to moment dynamics obtained from Monte Carlo simulations are

shown in Fig. 9 and Fig. 10. First moments are shown in Fig. 9 for selected bus voltage and

line current states. Second order moments are shown in Fig. 10. The figures show that the

SHS predictions match Monte Carlo simulations both in transient response and steady-state

behavior. Similarly matching plots may be shown for all other system state variables.

6.2. Moment Dynamics of ZVS Conditions. In addition to state moment dyna-

mics, the SHS model correctly predicts the evolution of moments of ZVS conditions. This

is shown for DAB 3 and 4 in Fig. 11. For these converters, output voltage is always less than

input voltage, and the existence of ZVS is therefore governed by hd(x, u). Fig. 11 shows
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Figure 9. Comparison of first moment dynamics obtained fromMonte Carlo simulations to
SHS model predictions.
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Figure 10. Comparison of secondmoment dynamics obtained fromMonteCarlo simulations
to SHS model predictions.

comparisons of first and second moments of hd(x, u) observed in Monte Carlo simulations

to SHS model predictions. These results indicate that the SHS framework is capable of

accurately predicting the moments of nonlinear algebraic functions of system states and

inputs.

The purpose of computing moments of ZVS conditions is to obtain approximate

bounds on the probability of ZVS. Fig. 12 shows ZVS probability bounds calculated

using (77) and (78). The point of comparison in this case is the relative frequency of

ZVS in Monte Carlo simulations. For each trial, a sequence of binary variables is defined

according to whether ZVS occurs at each time sample. The average of these sequences

indicates the relative frequency of ZVS in simulation.



142

0 5 10 15

Time (ms)

-4

-2

0

2

4

6

8
DAB 3 Monte Carlo DAB 3 SHS

DAB 5 Monte Carlo DAB 5 SHS

(a) First Moment of hd(x, u)

0 5 10 15

Time (ms)

0

20

40

60

80
DAB 3 Monte Carlo DAB 3 SHS

DAB 5 Monte Carlo DAB 5 SHS

(b) Second Moment of hd(x, u)

Figure 11. Comparison of E [hd(x, u)] and E
[
(hd(x, u))2

]
obtained from Monte Carlo

simulations to SHS model predictions. Results are shown for converters 3 and 5.

The results in Fig. 12 show that the tightness of the bound varies for each converter.

For instance, the upper bound shown in Fig. 12(a) for DAB 3 is loose in comparison to the

lower bound for DAB 5, shown in Fig. 12(c). Fig. 11 indicates the reason for this difference.

For DAB 3, the first moment of hd(x, u) is close to zero. As a result, the tail probability

assessed in (77) and (78) is a significant fraction of the overall distribution, and the bound

given by the Cantelli inequality is conservative. In contrast, the first moment of hd(x, u) for

DAB 5 is further from zero, and the tail probability is more accurately assessed.

6.3. Improving ZVS Performance. In addition to predicting ZVS behavior, the

SHS model and ZVS condition functions may be used to improve soft-switching perfor-

mance. A simple example is given here, in which the proportional gain of a voltage

controller is adjusted to maximize the probability of ZVS. Fig. 13 shows the ZVS condition
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Figure 12. Comparison of ZVS probability bounds from SHS to results from Monte Carlo
simulations.

equation for a DAB converter in step-down operation. The x and y axes of the plot are

phase shift and voltage gain, respectively, and input voltage is assumed constant. This is a

simple way of visualizing ZVS limits: ZVS occurs in all operating points above the limit



144

0 0.05 0.1 0.15 0.2 0.25

Phase Shift

0.4

0.6

0.8

1

1.2

V
o
lt

ag
e 

G
ai

n

ZVS Limit

Steady State OPs
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line. Superimposed on the plot are three steady-state operating points which correspond

to three modes of a load process. In this case, each mode is characterized by a different

voltage reference and load current.

All three operating points are above the converter’s ZVS limit. A steady-state

analysis would therefore conclude that this converter always experiences ZVS. In practice,

however, transient conditions when transitioning between modes cause the converter to exit

the ZVS region. The SHS model is capable of identifying this behavior provides a means

for mitigating its effect. The objective in this example is to maximize ZVS probability by

changing controller gain. The function to be maximized is then

F(ξ, kp) =
(ξ(1)(t))2

ξ(2)(t)
. (79)

A simple iterative approach to this maximization is steepest descent. Since the

proportional gain kp is to be adjusted, the iteration is

kp = kp + ε
∂F(ξ, kp)

∂kp
(80)

where ε is the step-size parameter, and is small (10−4 in this example). This iteration

continues until the derivative term in (80) drops below a predetermined threshold. Fig. 14(a)

shows the change in F(ξ, kp) and kp over 600 steepest descent iterations. The initial value
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Figure 14. Maximization of ZVS probability using steepest descent on proportional gain
parameter.

of kp is 0.01; after 600 iterations the gain is kp = 0.0402. Fig. 14(b) shows results of Monte

Carlo simulations before and after tuning the controller gain. These results clearly show the

improvement in ZVS performance due to the gain adjustments.

7. CONCLUSION

This study presents two contributions. The first is a method of predicting the

influence of random load behavior on dc microgrids and distribution systems. At the

core of this method is a stochastic process that represents the combined behavior of loads

throughout the system. The model that governs load process is constructed from individual

device models, which are trained using simple parameter estimation algorithms. Using the
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SHS framework, the load process is combined with deterministic system-level models. The

resulting SHS model provides the tools necessary to analyze the effects of load behavior on

system dynamics.

The second contribution is a method of assessing the probability of ZVS in DAB

converters for a given set of load devices. ZVS conditions are encoded as a function of

dynamic state moments. Leveraging the functionality of the SHS model, moments of the

ZVS condition functions are obtained. These moments are used in Cantelli’s inequality

to produce a set of bounds on ZVS probability. While the proposed method of ZVS

assessment is specific to the DAB topology, it represents an example of how desirable

operating conditions may be represented in the SHS model.
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SECTION

2. CONCLUSION

The objective of this dissertation is to provide an accuratemodeling framework for dc

microgrids and distribution systems. The proposed framework is intended for time-domain

simulation, stability assessment, and performance optimization. Systems based on the

DAB topology are the primary focus of this research. The challenge of constructing multi-

converter system models is managing the tradeoff between accuracy and complexity. This

is true regardless of converter topology, but the DAB converter represents an extreme case.

Both the algebraic correction factor proposed in Paper I and the harmonic reconstruction of

transformer currents in Paper II improve model accuracy without significantly increasing

complexity. These improvements are specific to the DAB topology, but may serve to inform

similar average model solutions for converters with high-frequency ac conversion stages.

The most immediate possible extension is ac-ac DAB converters, for which no accurate

large-signal average model has yet been reported.

While aspects of the proposed methodology related to accuracy improvements are

specific to the DAB topology, the general model construction strategies are more widely

applicable without modification. The system-level model’s standardized form and modular

construction is specifically intended to facilitate different converter topologies without

adjustments to themodeling procedure. The loadmodels in Paper III are similarly extensible.

When combined with dynamic models in Paper IV, loads appear as controlled current

sources connected to output terminals of dedicated converters. However, this is just one

possible configuration. The methodology in Paper IV requires only that the load appear as
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an exogenous input in the dynamic model, and is otherwise unaffected by changes in load

configuration. The load models could, for example, be used to represent the changes in

voltage and current set-points of photovoltaic sources with maximum power point trackers.

Of all the methods and models proposed in this dissertation, the SHSmodel presents

the most abundant avenues for future work. The modeling framework described in Paper IV

is intended for analysis and design, but potential applications also exist for online energy

management and supervisory control. The SHS model describes conditional moments of

dynamic states for each mode of the load process. A subset of the dynamic states are mea-

sured during normal operation, i.e. the controlled converter output voltages and internally

calculated integrator states. Using conditional moments and empirical observations, it is

possible to calculate the likelihood that the load process is in a given mode. If the actual

mode of the load process is also known, as in the case of a supervisory controller responsible

for scheduling device activity, low values likelihood values may be used to identify pro-

blems in device functionality. Paper III suggests a similar fault detection method using the

outputs of a NILM algorithm. However, a NILM-based approach is limited to parallel loads

at a single location, whereas an SHS-based approach could be used for loads distributed

throughout the system.
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